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FOREWORD B Y BASIL HILEY 

One of the perennial problems in the continued specialization of academic 
disciplines is that an important but unexpected result in one area can go com­
pletely unnoticed in another. This gap is particularly great between theoretical 
physics and the more rigorous mathematical approaches to the basic formal­
ism employed by physicists. The physicists show little patience with what 
to them seems to be an obsession with the minute detail of a mathematical 
structure that appears to have no immediate physical consequences. To math­
ematicians there is puzzle that sometimes borders on dismay at some of the 
'vague' structures that physicists use successfully. In consequence, each group 
can be totally unaware of the important progress made by the other. This is 
not helped by the development of specialised technical languages, which can 
prevent the 'outsider' seeing immediately the relevance of these advances. At 
times, it becomes essential to set down these advances in a way that brings the 
two groups together. This book fits into this category as it sets out to explain 
how recent advances in quantization procedures for Lagrangian manifolds has 
relevance to the physicist's approach to quantum theory. 

Maurice de Gosson has considerable mathematical expertise in the field of 
Lagrangian quantization, which involves a detail study of symplectic struc­
tures, the metaplectic covering of these structures and Maslov indices, all 
topics that do not fall within the usual remit of a quantum physicist. It is 
a mathematicians attempt to show the precise relationship between classical 
and quantum mechanics. This relationship has troubled physicists for a long 
time, but in spite of this, the techniques presented in this book are not very 
familiar to them. They are generally content with the plausible, but somewhat 
vague notion of the correspondence principle. However any detailed analysis of 
the precise meaning of this principle has always been beset with problems. Re­
cently decoherence has become a fashionable explanation for the emergence of 
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the classical world even though it, too, has its difficulties. This book provides 
an alternative and more mathematically rigorous approach of the relationship 
between the classical and quantum formalisms. 

Unsurprisingly the discussion of classical mechanics takes us into a detailed 
study of the symplectic group. A notable feature of this discussion is centred on 
Gromov's 'non-squeezing' theorem, which although classical, contains the seeds 
of the uncertainty principle. The common conception of Liouville's theorem is 
that under a symplectic transformation a volume in phase space can be made 
as thin as one likes provided the volume remains constant. Thus, it would be 
possible to pass the proverbial camel through the eye of a needle no matter how 
small the eye! This is in fact not true for the 'symplectic camel'. For a given 
process in phase space, it is not, repeat not, possible to shrink a cross-section 
defined by conjugate co-ordinates like x and px to zero. In other words, we 
have a minimum cross-sectional area within a given volume that cannot be 
shrunk further. It is as if the uncertainty principle has left a 'footprint' in 
classical mechanics. 

Perhaps the most important topic discussed in the book is the role of the 
metaplectic group and the Maslov index. Apart from the use of this group in 
optics to account for phenomenon like the Gouy phase, the metaplectic group 
is almost a complete stranger to the physics community, yet it is the key to the 
relationship between classical and quantum mechanics. Indeed, it is argued 
here that Schrodinger's original derivation of his famous equation could be 
regarded as the discovery of the metaplectic representation of the symplectic 
group. 

To understand how this comes about we must be aware of two facts. First 
we must realise that the metaplectic group double covers the symplectic group. 
This is exactly analogous to the double cover of the orthogonal group by the 
spin group. In this sense, it can be regarded as the 'spin group' for the sym­
plectic group. Secondly, we must discuss classical mechanics in terms of the 
Hamiltonian flow, ft, which is simply the family of symplectic matrices gener­
ated by the Hamiltonian. In contrast, the time evolution in quantum mechan­
ics is described by the Hamiltonian through the group of unitary operators Ut. 
What this book shows is that the lift of ft onto the covering space is just Ut\ 
This is a remarkable result which gives a new way to explore the relationship 
between classical and quantum mechanics. 

Historically it was believed that this procedure only applied to Hamiltoni-
ans that were at most quadratic in position and momentum. This limitation 
is seen through the classic Groenewold-van Hove 'no-go' theorem. However, 
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this lift can be generalised to all Hamiltonians by using an iteration process on 
small time lifts. This approach has similarities with the Feynman path integral 
method and it is based the Lie-Trotter formula for flows. It has the advantage 
over the Feynman approach in that it is not a "sum over (hypothetical) paths", 
but is a mathematically rigorous consequence of the metaplectic representa­
tion, together with the rule This opens up the possibilities of new mathematical 
questions concerning the existence of generalised metaplectic representations, 
a topic that has yet to be addressed in detail. 

All of this opens up a new mathematical route into quantum theory offering 
a much clearer relation between the classical and the quantum formalisms. As 
the approach is mathematical, there is no need to get embroiled in the inter­
minable debate about interpretations of the formalism. Indeed, because of this 
focus on the mathematics without any philosophical baggage, it is possible to 
see exactly how the Bohm approach fits into this general framework, showing 
the legitimacy of this approach from a mathematical point of view. Indeed, we 
are offered further insights into this particular approach, which I find particu­
larly exciting for obvious reasons. I hope others will be stimulated into further 
explorations of the general structure that Maurice de Gosson unfolds in this 
volume. I am sure this structure will reveal further profound insights into this 
fascinating subject. 

Basil Hiley, Birkbeck College, London, 2001. 





P R E F A C E 

The aim of this book is to expose the mathematical machinery underlying New­
tonian mechanics and two of its refinements, semi-classical and non-relativistic 
quantum mechanics. A recurring theme is that these three Sciences are all 
obtained from a single mathematical object, the Hamiltonian flow, viewed as 
an abstract group. To study that group, we need symplectic geometry and 
analysis, with an emphasis on two fundamental topics: 

Symplectic rigidity (popularly known as the "principle of the symplectic 
camel"). This principle, whose discovery goes back to the work of M. Gromov 
in the middle of the 1980's, says that no matter how much we try to deform a 
phase-space ball with radius r by Hamiltonian flows, the area of the projection 
of that ball on a position-momentum plane will never become inferior to 7rr2. 
This is a surprising result, which shows that there is, contrarily to every belief, 
a "classical uncertainty principle". While that principle does not contradict 
Liouville's theorem on the conservation of phase space volume, it indicates that 
the behavior of Hamiltonian flows is much less "chaotic" than was believed. 
Mathematically, the principle of the symplectic camel shows that there is a 
symplectic invariant (called Gromov's width or symplectic capacity), which is 
much "finer" than ordinary volume. Symplectic rigidity will allow us to define 
a semi-classical quantization scheme by a purely topological argument, and will 
allow us to give a very simple definition of the Maslov index without invoking 
the WKB method. 

The metaplectic representation of the symplectic group. That represen­
tation allows one to associate in a canonical way to every symplectic matrix 
exactly two unitary operators (only differing by their signs) acting on the 
square integrable functions on configuration space. The group Mp(n) of all 
these operators is called the metaplectic group, and enjoys very special prop­
erties; the most important from the point of view of physics since it allows 
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the explicit resolution of all Schrodinger's equations associated to quadratic 
Hamiltonians. We will in fact partially extend this metaplectic representation 
in order to include even non-quadratic Hamiltonians, leading to a precis and 
mathematically justifiable form of Feynman's path integral. 

An important issue that is addressed in this book is that of quantum me­
chanics in phase space. While it is true that the primary perception we, human 
beings, have of our world privileges positions, and their evolution with time, 
this does not mean that we have to use only, mathematics in configuration 
space. As Basil Hiley puts it "...since thoughts are not located in space-time, 
mathematics is not necessarily about material things in space-time". Hiley is 
right: it is precisely the liberating power — I am tempted to say the grace — 
of mathematics that allows us to break the chains that tie us to one particular 
view of our environment. It is unavoidable that some physicists will feel un­
comfortable with the fact that I am highlighting one unconventional approach 
to quantum mechanics, namely the approach initiated by David Bohm in 1952, 
and later further developed by Basil Hiley and Bohm himself. To them I want 
to say that since this is not a book on the epistemology or ontology of quantum 
mechanics (or, of physics, in general), I had no etats d'dme when I used the 
Bohmian approach: it is just that this way of seeing quantum mechanics is the 
easiest way to relate classical and quantum mechanics. It allows us to speak 
about "particles" even in the quantum regime which is definitely an economy of 
language... and of thought! The Bohmian approach has moreover immediately 
been well-accepted in mathematical circles: magna est Veritas et praevalebit... 

While writing this book, I constantly had in mind two categories of read­
ers: my colleagues - mathematicians, and my dear friends - physicists. The 
first will, hopefully, learn some physics here (but presumably, not the way it 
is taught in usual physics books). The physicists will get some insight in the 
beautiful unity of the mathematical structure, symplectic geometry, which is 
the most natural for expressing both classical and quantum mechanics. They 
will also get a taste of some sophisticated new mathematics (the symplectic 
camel, discussed above, and the Leray index, which is the "mother" of all 
Maslov indices). This book is therefore, in a sense, a tentative to reconcile 
what Poincare called, in his book Science and Hypothesis, the "two neigh­
boring powers": Mathematics and Physics. While Mathematics and Physics 
formed during centuries a single branch of the "tree of knowledge" (both were 
parts of "natural philosophy"), physicists and mathematicians started going 
different ways during the last century (one of the most recent culprits being 
the Bourbaki school). For instance, David Hilbert is reported to have said that 
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"Physics is too difficult to leave to physicists", while Albert Einstein characte­
rized Hilbert's physics (in a letter to Hermann Weyl) as "infantile". To be 
fair, we must add that Einstein's theory was really based on physical prin­
ciples, while Hilbert's travail in physics was an exercise in pure mathematics 
(we all know that even today many mathematical texts, which claim to be of 
physical interest, are too often just pure mathematics dressed up in a phony 
physical language). 

A few words about the technical knowledge required for an optimal under­
standing of the text. The mathematical tools that are needed are introduced 
in due time, and are rather elementary (undergraduate linear algebra and cal­
culus suffice, together with some knowledge of the rudiments of the theory of 
differential forms). This makes the book easily accessible to a rather large and 
diversified scientific audience, especially since I tried as much as possible to 
write a "self-contained" text (a few technical Appendices have been added for 
the reader's convenience). A word to my colleagues - mathematicians: this 
book can be read without any particular prior knowledge of physics, but it is 
perhaps somewhat unrealistic to claim that it is an introduction "from scratch" 
to the subject. Since I have tried to be intelligible by both mathematicians and 
physicists, I have made every effort to use rigorous, but simple mathematics. 
I have, however, made every effort to avoid Bourbachian rigor mortis. 

This book is structured as follows: 
Chapter 1 is devoted to a review of the basic principles of Newtonian and 

quantum mechanics, with a particular emphasis on its Bohmian formulation, 
and the "quantum motion" of particles, which is in a sense simpler than the 
classical motion (there are no "caustics" in quantum mechanics: the latter 
only appear at the semi-classical level, when one imposes classical motion to 
the wave functions). 

Chapter 2 presents modern Newtonian mechanics from the symplectic point 
of view, with a particular emphasis on the Poincare-Cartan form. The latter 
arises in a natural way if one makes a certain physical hypothesis, which we call, 
following Souriau, the "Maxwell principle", on the form of the fundamental 
force fields governing the evolution of classical particles. The Maxwell principle 
allows showing, using the properties of the Poincare-Cartan invariant, that 
Newton's second law is equivalent to Hamilton's equations of motion for these 
force fields. 

In Chapter 3, we study thoroughly the symplectic group. The symplectic 
group being the backbone of the mathematical structure underlying Newtonian 
mechanics in its Hamiltonian formulation, it deserves as such a thorough study 



XIV PREFACE 

in its own right. We then propose a semi-classical quantization scheme based 
on the principle of symplectic rigidity. That scheme leads in a very natural 
way to the Keller-Maslov condition for quantization of Lagrangian manifolds, 
and is the easiest way to motivate the introduction of the Maslov index in 
semi-classical mechanics. 

In Chapter 4, we study the so fundamental notion of action, which is most 
easily apprehended by using the Poincare-Cartan invariant introduced in Chap­
ter 2. An important related notion is that of generating function (also called 
Hamilton's "two point characteristic functions"). We then introduce the no­
tion of Lagrangian manifold, and show how it leads to an intrinsic definition 
of the phase of classical completely integrable systems, and of all quantum 
systems. 

Chapter 5 is devoted to a geometrical theory of semi-classical mechanics in 
phase space, and will probably be of interest to theoretical physicists, quan­
tum chemists and mathematicians. This Chapter is mathematically the most 
advanced, and can be skipped in a first reading. We begin by showing how 
the Bohmian approach to quantum mechanics allows one to interpret the wave 
function as a half-density in phase space. In the general case, wave forms are 
(up to a phase factor) the square roots of de Rham forms defined on the graph 
of a Lagrangian manifold. The general definition of a wave form requires the 
properties of Leray's cohomological index (introduced by Jean Leray in 1978); 
it is a generalization of the Maslov index, which it contains as a "byproduct". 
We finally define the "shadows" of our wave forms on configuration space: 
these shadows are just the usual semi-classical wave functions familiar from 
Maslov theory. 

Chapter 6 is devoted to a rather comprehensive study of the metaplectic 
group Mp(n). We show that to every element of Mp( we can associate an inte­
ger modulo 4, its Maslov index, which is closely related to the Leray index. This 
allows us to eliminate in a simple and elegant way the phase ambiguities, which 
have been plaguing the theory of the metaplectic group from the beginning. 
We then define, and give a self-contained treatment, of the inhomogeneous 
metaplectic group IMp(n), which extends the metaplectic representation to 
affine symplectic transformations. We also discuss, in a rather sketchy form, 
the difficult question of the extension of the metaplectic group to arbitrary 
(non-linear) symplectic transformations, and Groenewold-Van Hove's famous 
theorem. 

The central theme of Chapter 7 is that although quantum mechanic cannot 
be derived from Newtonian mechanics, it nevertheless emerges from it via the 
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theory of the metaplectic group, provided that one makes a physical assump­
tion justifying the need for Planck's constant h. This "metaplectic quantiza­
tion" procedure is not new; it has been known for decades in mathematical 
circles for quadratic Hamiltonians. In the general case, there is, however an 
obstruction for carrying out this quantization, because of Groenewold-Van 
Hove's theorem. This theorem does however not mean that we cannot extend 
the metaplectic group to non-quadratic Hamiltonians. This is done by using 
the Lie-Trotter formula for classical flows, and leads to a general metaplec­
tic representation, from which Feynman's path integral "pops out" in a much 
more precise form than in the usual treatments. 

The titles of a few Sections and Subsections are followed by a star * which 
indicates that the involved mathematics is of a perhaps more sophisticated 
nature than in the rest of the book. These (sub)sections can be skipped in a 
first reading. 

This work has been partially supported by a grant of the Swedish Royal 
Academy of Science. 

Maurice de Gosson, Blekinge Institute of Technology, Karlskrona, 
March 2001 
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Chapter 1 
FROM KEPLER TO SCHRODINGER... AND 

BEYOND 

Summary 1 The mathematical structure underlying Newtonian mechanics is 
symplectic geometry, which contains a classical form of Heisenberg's uncer­
tainty principle. Quantum mechanics is based on de Broglie 's theory of mat­
ter waves, whose evolution is governed by Schrodinger's equation. The latter 
emerges from classical mechanics using the metaplectic representation of the 
symplectic group. 

The purpose of this introductory Chapter is to present the basics of 
both classical and quantum physics "in a nutshell". Much of the material will 
be further discussed and developed in the forthcoming Chapters. 

The three first sections of this Chapter are devoted to a review of the 
essentials of Newtonian mechanics, in its Hamiltonian formulation. This will 
allow us to introduce the reader to one of the recurrent themes of this book, 
which is the "symplectization" of mechanics. The remainder of the Chapter is 
devoted to a review of quantum mechanics, with an emphasis on its Bohmian 
formulation. We also briefly discuss two topics which will be developed in this 
book: the metaplectic representation of the symplectic group, and the non-
squeezing result of Gromov, which leads to a topological form of Heisenberg's 
inequalities. 

It is indeed a discouraging (and perilous!) task to try give a bibliog­
raphy for the topics reviewed in this Chapter, because of the immensity of the 
available literature. I have therefore decided to only list a few selected refer­
ences; no doubt that some readers will felicitate me for my good taste, and 
that the majority probably will curse me for my omissions -and my ignorance! 

The reader will note that I have added some historical data. However, 
this book is not an obituary: only the dates of birth of the mentioned scholars 
are indicated. These scientists, who have shown us the way, are eternal because 
they live for us today, and will live for us in time to come, in their great findings, 
their papers and books. 



2 FROM KEPLER TO SCHRODINGER... AND BEYOND 

1.1 Classical Mechanics 

I will triumph over mankind by the honest confession that I have 
stolen the golden vases of the Egyptians to build up a tabernacle for 
my God far away from the confines of Egypt. If you forgive me, I 
rejoice; if you are angry, I can bear it; the dice is cast, the book is 
written either for my contemporaries, or for posterity. I care not 
which; I can wait a hundred years for a Reader when God has waited 
six thousand years for a witness (Johannes Kepler). 

Johannes Kepler (6.1571) had to wait for less than hundred years for 
recognition: in 1687, Sir Isaac Newton (6.1643) published Philosophiae Natu-
ralis Principia Mathematica. Newton's work had of course forerunners, as has 
every work in Science, and he acknowledged this in his famous sentence: 

"If I have been able to see further, it was because I stood on the 
shoulders of Giants." 

These Giants were Kepler, on one side, and Nicolas Copernicus (6.1473) 
and Galileo Galilei (6.1564) on the other side. While Galilei studied motions 
on Earth (reputedly by dropping objects from the Leaning Tower of Pisa), Ke­
pler used the earlier extremely accurate -naked eyed!- observations of his 
master, the astronomer Tycho Brahe (6.1546), to derive his celebrated laws on 
planetary motion. It is almost certain that Kepler's work actually had a great 
influence on Newton's theory; what actually prevented Kepler from discover­
ing the mathematical laws of gravitation was his ignorance of the operation 
of differentiation, which was invented by Newton himself, and probably simul­
taneously, by Gottfried Wilhelm Leibniz (6.1646). It is however noteworthy 
that Kepler knew how to "integrate", as is witnessed in his work Astronomia 
Nova (1609): one can say (with hindsight!) that the calculations Kepler did 
to establish his Area Law involved a numerical technique that is reminiscent 
of integration (see Schempp [119] for an interesting account of the "Keplerian 
strategy"). 

1.1.1 Newton's Laws and Mach's Principle 

Newton's Principia (a paradigm of the exact Sciences, often considered as 
being the best scientific work ever written) contained the results of Newton's 
investigations and thoughts about Celestial Mechanics, and culminated in the 
statement of the laws of gravitation. Newton has often been dubbed the "first 
physicist"; the Principia were in fact the act of birth of Classical Mechanics. 
As Newton himself put it: 
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"The laws which we have explained abundantly serve to account 
for all the motions of the celestial bodies, and of our sea." 

We begin by recalling Newton's laws, almost as Newton himself stated 
them: 

Newton's First law: a body remains in rest -or in uniform 
motion- as long as no external forces act to change that state. 

This is popularly known as "Newton's law of inertia". A reference 
frame where it holds is called an inertial frame. Newton's First Law may seem 
"obvious" to us today, but it was really a novelty at Newton's time where one 
still believed that motion ceased with the cause of motion! Newton's First Law 
moreover contains in germ a deep question about the identification between 
"inertial" and "gravitational" mass. 

Newton's Second law: the change in momentum of a body is 
proportional to the force that acts on the body, and takes place in 
the direction of that external force. 

This is perhaps the most famous of Newton's laws. It was rephrased by 
Kirchhoff in the well-known (and somewhat unfortunate!) form "Force equals 
mass times acceleration". 

Newton's Third law: if a given body acts on a second body 
with a force, then the latter will act on the first with a force equal 
in magnitude, but opposite in direction. 

This is of course the familiar law of "action and reaction": when you 
exert a push on a rigid wall, it "pushes you back" with the same strength. 

Newton's Fourth law: time flows equally, without relation to 
anything external and there is an absolute time 

Newton's Fifth law: absolute space, without relation to any­
thing external, remains always similar and immovable. 

These two last laws are about absolute time and absolute space. They 
were never widely accepted by physicists, because they pose severe epistemolog-
ical problems, especially because of the sentence "without relation to anything 
external." In fact, one does not see how something which exists without re­
lation to anything "external" could be experimentally verified (or falsified, for 
that!): In fact, Newton's fourth and fifth laws are ad hoc postulates. It is 
interesting to note that Newton himself wrote in his Principia: 
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"It is indeed a matter of great difficulty to discover and effectu­
ally to distinguish the true from the apparent motion of particular 
bodies; for the parts of that immovable space in which bodies actually 
move, do not come under observation of our senses" 

This quotation is taken from Knudsen and Hjorth's book [83], where 
it is recommended (maybe with insight...) that we think about it for the rest 
of our lives! 

Ernst Mach (6.1838) tried to find remedies to these shortcomings of 
Newton's fourth and fifth laws in his work The Science of Mechanics, published 
in 1883. Mach insisted that only relative motions were physically meaningful, 
and that Newton's concept of absolute space should therefore be abandoned. 
He tried to construct a new mechanics by considering that all forces were 
related to interactions with the entire mass distribution in the Universe (this is 
known as "Mach's principle"). Following Mach, our galaxy participates in the 
determination of the inertia of a massive particle: the overall mass distribution 
of the Universe is thus supposed to determine local mass. This belief is certainly 
more difficult to refute than it could appear at first sight (see the discussion of 
Mach's principle in [83]). Let us mention en passant that the Irish bishop and 
philosopher George Berkeley (6.1684) had proposed similar views (he argued 
that all motion was relative to the distant stars). In his Outline of a general 
theory of relativity (1913) Einstein claimed that he had formulated his theory 
in line with "Mach's bold idea that inertia has its origin in an interaction of the 
mass point observed with all other points" meaning that the inertia of a given 
body derives from its interaction with all masses in the Universe. To conclude, 
we remark that the non-locality of quantum mechanics (which Einstein disliked, 
because it impled the existence of "spooky actions at a distance") shows that 
Mach was after all right (but in a, by him, certainly unexpected way!). 

Although Newton's discoveries were directly motivated by the study of 
planetary motion, the realm of mechanics quickly expanded well beyond par­
ticle or celestial mechanics. It was developed (among many others) by Leon-
hard Euler (6.1707), Joseph Louis Lagrange (6.1736), William Rowan Hamilton 
(6.1805) and, later, Jules Henri Poincare (6.1854) and Albert Einstein (6.1879). 
Poincare, who introduced the notion of manifold in mechanics also made sub­
stantial contributions to Celestial Mechanics, and introduced the use of diver­
gent series in perturbation calculations. It seems today certain that Poincare 
can be viewed as having discovered special relativity, but he did not, however, 
fully exploit his discoveries and realize their physical importance, thus leaving 
all the merit to Einstein. (Auffray's book [6] contains a careful analysis of 
Poincare's and Einstein' ideas about Relativity. Also see Folsing's extremely 
well written Einstein biography [45].) 
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1.1.2 Mass, Force, and Momentum 

The concept of "force" and "mass" are notoriously difficult to define without 
using unscientific periphrases like "a force is a push or a pull", or "mass is a 
measure of stuff". Kirchhoff's statement of Newton's second law as 

"Force = Mass x Acceleration" 

makes things no better because it is a circular definition: it defines "force" 
and "mass" in terms of each other! The conceptual problems arising when one 
tries to avoid such circular arguments is discussed with depth and humor -
yes, humor!- in Chapter VI of Poincare's book Science and Hypothesis (Dover 
Publications, 1952). Here is one excerpt from this book (pages 97-98): 

What is mass? Newton replies: "The product of the volume and 
the density." "It were better to say," answer Thomson and Tait, 
that density is the quotient of the mass by the volume." What is 
force ? "It is," replies Lagrange, "that which moves or tends to move 
a body." "It is," according to Kirchoff, "the product of the mass and 
the acceleration." Then why not say that mass is the quotient of 
the force by the acceleration? These difficulties are insurmountable. 

We will occult these conceptual difficulties by using the following legerde­
main: we postulate that there are two basic quantities describing the motion of 
a particle, namely: (1) the position vector r = (x,y,z) and (2) the momentum 
vector p = (px,Py,Pz)- While the notion of position is straightforward (its 
definition only requires the datum of a frame of reference and of a measuring 
device), that of momentum is slightly subtler. It can however be motivated 
by physical observation: the momentum vector p is a quantity which is con­
served during free motion and under some interactions (for instance elastic 
collisions). Empirical evidence also shows that p is proportional to the velocity 
v = (vx,vy,vz), that is p = mv, where the proportionality constant m is an 
intrinsic characteristic of the particle, called mass. The force F acting on the 
particle at time t is then defined as being the rate of change of momentum: 

and Newton's second law can then be stated as the system of first order differ­
ential equations 

f = v , p = F . ( l . i ) 
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1.2 Symplectic Mechanics 

1.2.1 Hamilton's Equations 

Most physical systems can be studied by using two specific theories originating 
from Newtonian mechanics, and having overlapping -but not identical- do­
mains of validity. The first of these theories is "Lagrangian mechanics", which 
essentially uses variational principles (e.g., the "least action principle"); it will 
not be discussed at all in this book; we refer to Souriau [131] (especially page 
140) for an analysis of some of the drawbacks of the Lagrangian approach. The 
second theory, "Hamiltonian mechanics", is based on Hamilton's equations of 
motion 

f = Vpff(r,p,i) , p = -V P H(r ,p , i ) (1.2) 

where the Hamiltonian* function 

H=^(p-A(r,t))2 + U(r,t) (1.3) 

is associated to the "vector" and "scalar" potentials A and U. For A=0, 
Hamilton's equations are simply 

f = — , p = -V r E/ ( r ,p , t ) 
m 

and are immediately seen to be equivalent to Newton's second law for a particle 
moving in a scalar potential. The most familiar example where one has a non­
zero vector potential is of course the case of a particle in an electromagnetic 
field; U is then the Coulomb potential — e2 / | r | whereas A is related to the 
magnetic field B by the familiar formula B = V r x A in a convenient choice of 
units. There are however other interesting situations with A ^ 0, one example 
being the Hamiltonian of the Coriolis force in a geocentric frame. We will 
see in Chapter 2 that Hamilton's equations are equivalent to Newton's Second 
Law even when a vector potential is present, provided that the latter satisfies 
a certain condition called by Souriau [131] the "Maxwell principle" in honor 
of the inventor of electromagnetic theory, James Clerk Maxwell (6.1831). One 
of the appeals of the Maxwell principle is that it automatically incorporates 
Galilean invariance in the Hamiltonian formalism; it does not however allow the 
study of physical systems where friction is present, and can thus be considered 
as defining "non-dissipative mechanics". 

Hamiltonian mechanics could actually already be found in disguise in 
the work of Lagrange in Celestial Mechanics. Lagrange discovered namely that 

*The letter H was proposed by Lagrange to honor C. Huygens (6.1629), not Hamilton! 
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the equations expressing the perturbation of elliptical planetary motion due to 
interactions could be written down as a simple system of partial differential 
equations (known today as Hamilton's equations, but Hamilton was only six 
years old at that time!). It is however undoubtedly Hamilton who realized, some 
twenty four years later the theoretical importance of Lagrange's discovery, and 
exploited it fully. 

Hamilton's equations form a system of differential equations, and we 
may thus apply the ordinary theory of existence and uniqueness of solutions 
to them. We will always make the simplifying assumption that every solution 
exists for all times, and is unique. This is for instance always the case when 
the Hamiltonian is of the type 

where the potential U satisfies a lower bound of the type 

U(r) >A-BT2 

where B > 0, and this condition is actually satisfied in many cases. (See [1].) 
In practice, Hamilton's equations are notoriously difficult to solve ex­

actly, outside a few exceptional cases. Two of these lucky exceptions are: 
(1) the time-independent Hamiltonians with quadratic potentials (they lead to 
Hamilton equations which are linear, and can thus be explicitly solved); (2) 
the Kepler problem in spherical polar coordinates and, more generally, all "in-
tegrable" Hamiltonian systems (they can be solved by successive quadratures). 

1.2.2 Gauge Transformations 

The pair of potentials (A, U) appearing in the Hamiltonian given by Eq. (1.3) 
is called a gauge. Two gauges (A, U) and (A', U') are equivalent if they lead 
to the same motion in configuration space. This is always the case when there 
exists a function x = x(rJ*) s u c n that the gauges (A',U') and (A,U) are 
related by 

A' = A + V r X , U' = U-^; 

the mapping (A, U) i—> (A', U') is called a gauge transformation. The 
Hamiltonian function in the new gauge (A', U') is denoted by H'. It is related 
to H by the formula 

H'(r,p,t) = H(r,p-VrX,t)-^ . (1.4) 
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The notion of gauge was already implicit in Maxwell's work on electromag-
netism; it was later clarified and developed by Hermann Weyl (6.1885). The 
effect of gauge transforms on the fundamental quantities of mechanics (mo­
mentum, action, etc.) will be studied later in this book. 

1.2.3 Hamiltonian Fields and Flows 

Using the letter z to denote the phase space variables (r, p), Hamilton's equa­
tions (1.2) can be written in the compact form 

z = XH(z,t) (1.5) 

where XH is the vector field "Hamiltonian vector field" defined by 

XH = (Vpif, - V P t f ) . (1.6) 

If H is time-independent, then Eq. (1.5) is an autonomous system of differential 
equations, whose associated flow is denoted by (ft), ft is the mapping that takes 
an "initial" point ZQ = (ro,po) to the point zt = (r«,p () after time t, along the 
trajectory of XH through ZQ. It is customary to call the trajectory 11-» ft(zo) 
the orbit of ZQ. The mappings ft obviously satisfy the one-parameter group 
property: 

ft ° ft- = ft+f , (ft)'1 = f-t , /o = Id- (1.7) 

When H depends explicitly on time t, Hamilton's equations (1.5) no longer form 
an autonomous system, so that the mappings ft no longer satisfy the group 
property (1.7). One then has advantage in modifying the notion of flow in the 
following way: given "initial" and "final" times t' and t, we denote by ft:t' the 
mapping that takes a point z' = (r', p') at time t' to the point z = (r, p) at time 
t along the trajectory determined by Hamilton's equations. The family (ft,t') 
of phase-space transformations thus defined satisfies the Chapman-Kolmogorov 
law 

ft,t' ° ft\t" = ft,t" , (ft,f) — ft',t , ft,t — Id (1-8) 

which expresses causality in classical mechanics. When the initial time t' is 
0, it is customary to write ft instead of ft:o and call (ft) the "time-dependent 
flow", but one must then be careful to remember that in general ft ° ft' ^ ft+r • 
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1.2.4 The "Symplectization of Science" 

The underlying mathematical structure of Hamiltonian Mechanics is symplectic 
geometry. (The use of the adjective "symplectic" in mathematics goes back 
to Weyl, who coined the word by replacing the Latin roots in "cora-plex" by 
their Greek equivalents "sym-plectic".) 

While symplectic methods seem to have been known for quite a while 
(symplectic geometry was already implicit in Lagrange's work), it has under­
gone an explosive evolution since the early 1970's, and has now invaded almost 
all areas of mathematics and physics. For further reading, I recommend Gotay 
and Isenberg's Gazette des Mathematiciens paper [62] (it is written in English!) 
which gives a very nice discussion of what the authors call the "symplectization 
of Science". 

Symplectic geometry is the study of symplectic forms , that is, of anti­
symmetric bilinear non-degenerate forms on a (finite, or infinite-dimensional) 
vector space. More explicitly, suppose that E is a vector space (which we 
assume real). A mapping 

ft: E x E —>R 

is a symplectic form if, for all vectors z, z', z" and scalars a, a', a" we have 

n(az + a'z', z") = a Vl(z, z") + a' il(z', z") 

n(z, a'z' + a"z") = a' 0(z, z') + a" Q(z, z") 

(bilinearity), 

rt(z,z') = -n(z',z) 
(antisymmetry), and 

ft(z,z')=0, VzeE => z' = 0 

(non-degeneracy). 
The real number il(z,z') is called the symplectic product (or the skew-

product) of the vectors z and z'. When E is finite-dimensional, the non-
degeneracy condition implies that E must have even dimension. 

The most basic example of a symplectic form on the phase space Rj! x 
Rp is the following: 

fi(z,z') = p - r ' - p ' T (1.9) 

for z = (r, p), z' = (r', p') (the dots • denote the usual scalar product; they will 
often be omitted in the sequel). Formula (1.9) defines the so-called "standard 
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symplectic form" on phase space. We notice that the standard symplectic form 
can be identified with the differential 2-form 

dp A dr = dpx A dx + dpy A dy + dpz A dz 

which we will denote also by ft. In fact, by definition of the wedge product, we 
have 

dpx A dx(r, p, r', p') = pxx' - p'xx 

and similar equalities for dpy A dy, dpz A dz; summing up these equalities we 
get p • r ' — p ' • r. Introducing the matrix 

T — ( ^ 3 x 3 ^ 3 x 3 i 

y--^3x3 03x3 J 

the symplectic form ft can be written in short as 

ft(z,z')=z'TJz (1.10) 
(z and z' being viewed as column vectors). A matrix s which preserves the 
symplectic form, that is, such that 

ft(sz,sz') = ft(z,z') 

for all z and z' is said to be symplectic. The condition above can be restated 
in terms of the matrix J as 

sJsT = sTJs = J . (1.11) 

Moreover, the matrix J can be used to relate the Hamilton vector field XH to 
the gradient V z — V r ,p : we have 

XH = JV*H 

( J V Z is called the "symplectic gradient operator") so Hamilton's equations 
(1.2) can be written: 

z = J V z H ( z , t ) . (1.12) 

There is a fundamental relation between the symplectic form ft, the 
Hamilton vector field XJJ and H itself. That relation is that we have 

n(XH(z,t),z') = z' -VzH(z,t) (1.13) 
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for all z, z'. This relation is fundamental because it can be written very simply 
in the language of intrinsic differentiable geometry as 

ixHn + dH = 0. (1.14) 

where ixH il is the contraction of the symplectic form fi = dp A dr with the 
Hamiltonian vector field XH, i.e.: 

iXHn(z)(z') = n(xH(z),z'). (i.i5) 

This "abstract" form of Eq. (1.13) is particularly tractable when one wants to 
study Hamiltonian mechanics on symplectic manifolds (this becomes necessary, 
for instance, when the physical system is subjected to constraints). The equa­
tion (1.14) has also the advantage of leading to straightforward calculations 
and proofs of many properties of Hamiltonian flows. It allows, for instance, a 
very neat proof of the fact that Hamiltonian flows consist of "symplectomor-
phisms" (or "canonical transformations" as they are often called in physics). 
(Symplectomorphisms are phase-space mappings whose Jacobian matrices are 
symplectic.) 

1.3 Action and Hamilton-Jacobi's Theory 

As we said, it is usually very difficult to produce exact solutions of Hamilton's 
equations. There is however a method which works in many cases. It is the 
Hamilton-Jacobi method, which relies on the Hamilton-Jacobi equation 

|J+tf(r,V r<M)=0 (1.16) 

and which we discuss below. We will not give any application of that method 
here (the interested reader will find numerous applications and examples in 
the literature (see for instance [34, 50, 111])) and we will rather focus on the 
geometric interpretation of equation (1.16). This will give us the opportunity of 
saying a few words about the associated notion of Lagrangian manifold which 
plays an essential role in mechanics (both classical, where Lagrangian manifolds 
intervene in the form of the "invariant tori" (or its variants) associated to 
integrable systems, and in quantum mechanics, where they are the perfect 
objects to "quantize". 

1.3.1 Action 

Let (ft,f) be the flow determined by Hamilton's equations. For a point z' = 
(r ' ,p ' ) of phase space, let T be the arc of curve s i—> fs,t'(zo) when s varies 
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from t' to t: it is thus the piece of trajectory joining z' to z = fttt>(z'). By 
definition, the line integral 

A(T)= f p-dr-Hdt (1.17) 

is called the action along T. Action is a fundamental quantity both in classical 
and quantum mechanics, and will be thoroughly studied in Chapter 3. Now, a 
crucial observation is that if time t—t' is sufficiently small, then the phase-space 
arc r will project diffeomorphically onto a curve 7 without self-intersections 
in configuration space Rj!, and joining r' at time t' to r at time t. Conversely, 
t — t' being a (short) given time, the knowledge of initial and final points r ' 
and r uniquely determines the initial and final momenta p ' and p. It follows 
that the datum of 7 uniquely determines the arc F. This allows us to rewrite 
definition (1.17) of action as A(T) = .A (7) where 

.4(7) = / p-dr - Hdt (1.18) 
/ 

is now an integral calculated along a path in the state space RJ x 1 ( . If we 
keep the initial values r ' and t' fixed, we may thus view .4.(7) as a function^ 
W = W(r, r'; t, t') of r and t. A fundamental property of W is now that 

dW(r,t) = p-dr-H(r,p,t)dt (1.19) 

where p is the final momentum, that is the momentum at r, at time t (a word 
of caution: even if Eq. (1.19) looks "obvious", its proof is not trivial!). 

1.3.2 Hamilton-Jacobi's Equation 

Let us shortly describe the idea underlying Hamilton-Jacobi's method for solv­
ing Hamilton's equations of motion; it will be detailed in Chapter 4. Consider 
the Cauchy problem 

dt v ' (1.20) 

,$( r ,0) = $0(r) 

where <fr0 is some (arbitrary) function on configuration space. The solution 
exists, at least for short times t, and is unique. It is given by the formula 

$( r , t ) = $o(ro) + W(r,ro ;*,0) (1.21) 

tThe use of the letter W comes from "Wirkung", the German word for "action." 
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where W(r,ro;t,0) is the action calculated from the point ro from which r is 
reached at time t: the point ro is thus not fixed, but depends on r (and on t). 

What good does it do to us in practice to have a solution of the Cauchy 
problem (1.20)? Well, such a solution allows to determine the particle motion 
with arbitrary initial position and ro initial momentum po = V r$o(ro) without 
solving Hamilton's equations! Here is how. The function $(r , t) defines a 
"momentum field" which determines, at each point r and each time t, the 
momentum of a particle that may potentially be placed there: that momentum 
is p = Vr3>(r, t) and we can then find the motion by integrating the first 
Hamilton equation 

f = -V p f f ( r ,V P $( r ,« ) , t ) (1.22) 

which is just the same thing as 

r = - ( V P * ( r , * ) - A ( r , t ) ) . (1.23) 
m 

Given a solution <& of the Cauchy problem (1.20) we can only determine the 
motion corresponding to "locked" initial values of the momentum, correspond­
ing to the "constraint" po = Vr3>o(ro)- However, in principle, we can use the 
method to determine the motion corresponding to an arbitrary initial phase 
space point (ro,po) by choosing one function <&o such that po = V r$o(ro), 
then to solve the Hamilton-Jacobi equation with Cauchy datum <&o and, fi­
nally, to integrate Eq. (1.22). Of course, the solutions we obtain are a priori 
only defined for short times, because $ is not usually defined for large val­
ues of t. This is however not a true limitation of the method, because one 
can then obtain solutions of Hamilton's equations for arbitrary t by repeated 
use of Chapman-Kolmogorov's law (1.8). Hamilton-Jacobi theory is thus an 
equivalent formulation of Hamiltonian mechanics. 

1.4 Quantum Mechanics 

There are two kinds of truths. To the one kind belong statements 
so simple that the opposite assertion could not be defended. The 
other kind, the so-called "deep truths", are statements in which the 
opposite could also be defended (N. Bohr) 

The history of quantum mechanics can be divided into four main peri­
ods. The first began with Max Planck's (6.1858) theory of black-body radiation 
in 1900. Planck was looking for a universal formula for the spectral function 
of the black-body who could reconciliate two apparently contradictory laws of 
thermodynamics (the Rayleigh-Jeans, and the Wien laws). This led him to 
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postulate, "in an act of despair", that energy exchanges were discrete, and ex­
pressed in terms of a certain constant, h. This first period may be described as 
the period in which the validity of Planck's constant was demonstrated but its 
real meaning was not fully understood, until Einstein's trail-blazing work on 
the theory of light quanta in 1905 (remember that Einstein was awarded the 
Nobel Prize in 1921 for his work on the photoelectric effect, not for relativity 
theory!). For more historical data, I recommend the interesting article of H. 
Kragh in Physics World, 13(12) (2000). A traditional reference for these topics 
is Jammer [79]; Gribbin [63] and Ponomarev [115] are also useful readings. 

The second period began with the quantum theory of atomic structure 
and spectra proposed by Niels Bohr (6.1885) in 1913, and which is now called 
the "old quantum theory." Bohr's theory yielded formulas for calculating the 
frequencies of spectral lines, but even if his formulas were accurate in many 
cases, they did not, however, form a consistent and unified theory. They were 
rather a sort of "patchwork" affair in which classical mechanics was subjected to 
extraneous and a priori "quantum conditions" imposed on classical trajectories. 
It was, to quote Jammer [79] (page 196): 

"...a lamentable hodgepodge of hypotheses, principles, theorems 
and computational recipes." 

The third period, quantum mechanics as a theory with sound math­
ematical foundations, began in the mid-twenties nearly simultaneously in a 
variety of forms: the matrix theory of Max Born (6.1882) and Werner Heisen-
berg (6.1901), the wave mechanics of Louis de Broglie (6.1892) and Erwin 
Schrodinger (6.1887), and the theories of Paul Dirac (6.1902) and Pascual Jor­
dan (6.1902). 

The fourth period -which is still under development at the time this 
book is being written- began in 1952 when David Bohm (6.1917) introduced 
the notion of quantum potential, which allowed him to reinstate the notion of 
particle and particle trajectories in quantum mechanics. We will expose Bohm's 
ideas in a while, but let us first discuss de Broglie's matter wave theory and 
Schrodinger's equation. 

1.4-1 Matter Waves 

Louis de Broglie proposed in his 1924 Doctoral thesis that just as photons are 
associated with electromagnetic waves, material particles are accompanied by 
"matter waves". De Broglie's idea was very simple, as are most traits of genius. 
(He had actually already written a paper in 1923 where he suggested that a 
beam of electrons passing through a sufficiently narrow hole must produce 
interference effects.) He postulated that to every particle is associated a kind 
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of "internal vibration", whose frequency should be obtained from Einstein's 
formulas 

E = hv , E = mc2 (1.24) 

relating the frequency of a photon to its energy, and the energy of a material 
particle to its mass m = m o / \ / l — (v/c)2. De Broglie equated the right hand 
sides of these two equations to obtain the formula 

v=— (1-25) 

giving the frequency of the internal vibration in terms of Planck's constant and 
of the relativistic energy of the particle. This was indeed a very bold step, since 
the first of the Einstein equations (1.24) is about light quanta, and the second 
about the energy of matter! (We have been oversimplifying a little de Broglie's 
argument, who was actually rather subtle, and based on a careful discussion 
of relativistic invariance.) One year later, de Broglie took one step further 
and postulated the existence of a wave associated with the particle, and whose 
wavelength was given by the simple formula 

A = - . (1.26) 
P 

The phase velocity of a de Broglie wave is thus 

v& = v\ = — 
V 

and is hence superior to that of light. Introducing the wave number k = 2n/X 
and the angular frequency w, the group velocity of the de Broglie wave is 

_ duj _ dE 
V9 = ~dk=Z~dk 

and a straightforward calculation gives the value vg = v (and hence v^vg = c2). 
The group velocity of a de Broglie wave is thus the velocity of the particle to 
which it is associated; that wave can thus be viewed as accompanying -or 
piloting - the particle; this is the starting point of the de Broglie-Bohm pilot-
wave theory about we will have more to say below. 

Since Planck's constant value is 

h « 6.6260755 x l ( T 3 4 J s 

the de Broglie wavelength is extraordinarily small for macroscopic (and even 
mesoscopic) objects. For instance, if you walk in the street, your de Broglie 
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wavelength will have an order of magnitude of 10~35 m, which is undetectable 
by today's means. However, for an electron (m w 0, 9 x 10 - 3 0 kg) with velocity 
106 m s _ 1 , we have A « 7 x 10~9m, and this wavelength leads to observable 
diffraction patterns (it is comparable to the wavelength of certain X-rays). In 
fact, some three years after de Broglie's thesis, the celebrated diffraction ex­
periments of C.J. Davisson and L.H. Germer in 1927 described in all physics 
textbooks (e.g., Messiah, [101], Ch. 2, §6) showed that de Broglie was right. 
Davisson and Germer had set out to study the scattering of a collimated elec­
tron beam by a crystal of nickel. The patterns they observed were typically 
those of diffracted waves, the wavelengths of which were found to be, with a 
very good accuracy, exactly those predicted by de Broglie's theory (this wasn't 
actually the first experimental confirmation of de Broglie's matter wave pos­
tulate, since G.P. Thomson had discovered the diffraction of electrons a few 
months before. It is amusing to note that while G.P. Thomson was awarded 
the Nobel prize in 1937 (together with C.J. Davisson) for having shown that 
electrons "are" waves, his father, J.J. Thomson (6.1887) had been awarded the 
same prize in 1906 for proving that electrons were particles] 

1.4.2 "If There Is a Wave, There Must Be a Wave Equation!" 

Only two years after de Broglie's hypothesis, in 1926, Schrodinger proposed an 
equation governing the evolution of de Broglie's "matter waves" (reportedly in 
response to a question by one of his colleagues (reputedly Peter Debye) who had 
exclaimed "If there is a wave, then there must be a wave equation!"). Guided 
by a certain number of a priori conditions (which we will discuss in a while) 
Schrodinger postulated that the evolution of the wave function \t associated 
to a single particle moving in a potential U should be governed by the partial 
differential equation 

ih?¥- = -—Vl* + U* (1.27) 
dt 2m r v ' 

where h is Planck's constant h divided by 2ir. The notation "h-bar" is due to 
Dirac; Schrodinger used the capital K to denote h/2ir in his early work. 

The solutions ^ of Schrodinger's equation describe the time evolution 
of a matter wave associated with a particle moving in a scalar potential U. If 
there is a vector potential A, Eq. (1.27) should be replaced by the more general 
equation 

d^ 1 1 
ih1- = —(-ihVr- A ) 2 * + [/*, (1.28) 

at 2m 

whose solutions depend (as do the solutions of Hamilton's equations) on the 
choice of a gauge. If one replaces the gauge (A, U) by the equivalent gauge (A+ 
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VxX) U — dx/dt), then a straightforward calculation shows that the solution * 
should be replaced by 

$x = e i x # (L 29) 

and thus merely corresponds to a change of phase of the wave function (the 
amplitude is not affected by a change of gauge). This change of phase is at the 
origin of "geometric" or "topological" phase shifts in quantum mechanics (e.g., 
the Aharonov-Bohm effect or the occurrence of the "Berry phase", already 
mentioned in connection with the notion of gauge). 

Let us next make a little digression about Schrodinger's quantization 
rule (and "quantization" in general). 

1.4-3 Schrodinger's Quantization Rule and Geometric Quantization 

Schrodinger's equation is obtained from a classical object (the Hamiltonian 
function H) by formally replacing the momentum variable p by the operator 
—i?iVr, which has the effect of transforming the scalar function 

into the self-adjoint partial-differential operator 

H = — (-ihVr - A) 2 + U. (1.30) 
2m 

This "quantization rule" leads to an apparent ambiguity, because if we write 
the Hamiltonian H in the "expanded" forms 

H= - ! - ( p 2 - 2 p - A + A 2 ) + [ / (1.31) 
2m 

or 

H=-^-(p2-2A-p + A2)+U (1.32) 
2m v ' 

before applying the rule p i—>• —ihVr, then we would have obtained quite 
different operators, since in general V r • A ^ A-V r . This apparent paradox is 
in fact immediately eliminated if one makes the following convention, called in 
the literature "Schrodinger's quantization rule" (or "normal ordering rule"): 

Schrodinger's quantization rule: Each time products p • A 
or A • p appear in a Hamiltonian, apply Schrodinger's quantization 
rule to the symmetrized expression (p • A + A • p) /2. 
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For instance, applying this rule to either (1.31) or (1.32), one has to 
replace p by — ih\7r in the symmetrized expression 

i ? = 2 ^ ( p 2 " ( A ' P + A ' p ) + A 2 ) + f / 

and this yields, in either case: 

which is just the operator (1.30) in "expanded form". 

The prescriptions above are completely unambiguous (at least as long 
as we are using Cartesian (or, more generally, symplectic) coordinates; see Mes­
siah [101], Chapter II, §15, for a discussion, of both the "ordering" problem, 
and of what happens when one goes over to polar coordinates. The Schrodinger 
quantization rule, as ad hoc as it may seem, can in fact be fully justified us­
ing modern pseudo-differential operator theory (the Weyl-Leray calculus, or its 
variants; see for instance [35, 66, 88]). Problems of this nature belong to an 
area of pure mathematics called geometric quantization, and whose expansion 
started in the early 1970's, due to the contributions of Blattner [14, 15], Kostant 
[84], Sniatycki [129], Souriau [131]. Geometric quantization is a relatively new 
and very active branch of pure Mathematics that was born in the early 1970's. 
Loosely speaking, geometric quantization is a theory that tries to assign a self-
adjoint operator ("quantum observable") to a function on phase space ("clas­
sical observable"). While it is not difficult to "quantize" observables that are 
quadratic functions of the phase space coordinates (this is intimately related 
to the existence of the "metaplectic representation, which will be thoroughly 
discussed in Chapter 6), the general case rapidly leads to new and unexpected 
difficulties. For instance, it is well known since a celebrated "no-go" result 
of Groenewold and van Hove (see [44, 66]) that this "quantization procedure" 
cannot be pushed beyond quadratic Hamiltonian functions. Moreover, quanti­
zation becomes a very difficult business when the phase space is an arbitrary 
symplectic manifold, because it is then no longer any canonical way to define 
"position" and "momentum" vectors. Mechanics (both classical, or quantum) 
on symplectic manifolds is not just a purely academic topic: it is necessary 
to work on such generalized phase spaces when one studies physical systems 
subjected to constraints. The theory is far from being complete as time being; 
there still remains much to do because there are formidable roadblocks on the 
way to understanding what a general quantization procedure should look like, 
especially since the solution (if it exists) seems not to be unique. The review 
paper by Tuynman [136] contains a very well-written introduction to the topic, 
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and many references to further work. Although geometric quantization is a 
beautiful collection of theories, at the very highest level of mathematical re­
search, I must reluctantly confess that I do not really believe in its usefulness 
in a deeper understanding of quantum mechanics. This is of course only a 
personal opinion; there have been so many instances in the history of Science 
where similar guesses have proven to be totally wrong. A famous example 
is that of G.H. Hardy, who prognosticated in 1941 that there were two fields 
of Mathematical Science which would stay without any military application: 
number theory and Einstein's theory of relativity. As we know, Hardy was 
unfortunately wrong: number theory is used in cryptography and its military 
applications, while the special theory of relativity has helped develop nuclear 
weapons. 

1.5 The Statistical Interpretation of $? 

One can view the world with the p eye and one can view it with 
the q [= position/ eye, but if one tries to open both eyes together, 
one gets confused (Wolfgang Pauli). 

The probabilistic interpretation of the wave function is due to Born, 
and is exposed in every textbook on quantum mechanics (see, for instance, 
[17, 101, 111]). For a fresh viewpoint, see Diirr's treatise [36]. It contains a 
very interesting and careful analysis of the probabilistic interpretation of the 
wave function from the "Bohmian" point of view (we will shortly comment on 
one of these aspects below). 

1.5.1 Heisenberg's Inequalities 

Schrodinger's equation is a first order partial differential equation in the time 
variable t; it therefore makes sense to consider the Cauchy problem 

ih— = HV 
dt 

*(r,0) = ¥o(r) . 

A fundamental property is that its solution ^ is square integrable for all values 
of t if ^o is, and that the L2-norm is conserved during time evolution. In fact, 
the Hamiltonian operator is self-adjoint, and from this readily follows that we 
must have 

y ^ ( r , i ) | 2 d 3 r = | | * 0 ( r ) | 2 d 3 r 
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for all times t. The integrations are performed over configuration space, and 
we are using the notation d3r = dxdydz. It follows that if we normalize \to by 
requiring that 

/ ' 
|*o(r)|2rf3r = l (1.34) 

then we will also have 

' | * ( r , t ) | 2 d 3 r = l (1.35) 
/ ' 

for all times t. The wave function $ can thus be viewed as a probability density, 
and this leads to the following statistical interpretation of quantum mechanics: 

1) Let X(r, i) be the stochastic variable describing the position of the 
particle at time t; the corresponding expectation values for the position coor­
dinates are thus 

' {x{t))=fx\V(r,t)\2d3r 

< (y(t)) = fy\9(r,t)\*d?r 

K(z(t)) = fzmr,t)fd3r 

and the probability of finding the particle in a measurable region ~R of physical 
space at time t is given by 

Pr(r€ft,i) = / \^{v,t)\2d3r. (1.36) 
in 

2) Assuming that the Fourier transform 

* (P . ' ) = ( 3 ^ ) 3 / a / e " * P " * ^ ' ) r f , r 

of the wave function exists, we have, in view of Plancherel's theorem: 

JmP,t)\2d3p=J\y(r,t)\2d3r 

(with d3p = dpxdpydpz) and hence 

r\V(p,t)\2d3
P=l 

/ ' 

as soon as the normalization condition (1.34) holds. The function |^ (p , t)\2 

is then viewed as the probability density for the stochastic variable P(p , t) 
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whose values are the possible momenta at time t. The expectation values of 
the momenta coordinates are 

'(px(t)) = fPx\*(*,t)\2d3r 

< (j>y(t))=fpyMr,t)\2d:ir 

> , ( * ) ) = / p 2 | * ( r , i ) | 2 d 3 r 

and the probability of finding the momentum vector p in a region V of mo­
mentum space, at time t, is: 

P r ( r e P , t ) = / \*(p,t)\2d3p. 
Jv 

It is a classical result (see Messiah [101], Bohm [17]) that the associated stan­
dard deviations 

( A x ( * ) = ( ( x 2 ( t ) ) - ( x ( t ) ) 2 ) 1 / 2 

[Apx(t)=((pl(t))-(px(t))
2)1/2 

(and similar definitions for the other position and momentum coordinates) 
satisfy the Heisenberg inequalities: 

' APx(t)Ax(t) > \h 

< APy{t)Ay{t) > \h (1.37) 

w APz(t)Az(t) > \h. 

This "uncertainty principle" expresses the impossibility of performing simulta­
neous measurements of position and momenta with arbitrary precision, and in­
dicates that there is some kind of "measurement barrier" we cannot transgress. 
This apparent limitation of our knowledge has led to the publication of a huge 
amount of scientific, philosophical, and metaphysical texts. In particular, it is 
a widespread opinion among quantum physicists (especially the adepts of the 
Copenhagen interpretation) that it follows from Heisenberg's inequalities that 
the notion of phase space does not make sense in quantum-mechanics. We will 
have more to say about this later. 

For a very refined analysis of the uncertainty principle, I again recom­
mend D. Diirr's treatise [36]. For instance, it is shown there that the distribu­
tion of the "asymptotic" momentum variable 

Poo(r) = hm •—~-i-
t—>oo t 
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is precisely the Fourier transform ^ ( p ^ ) ! 2 when \& is the wave function of a 
free particle. This result can be interpreted in the following way: the knowledge 
of the wave function provides us not only with a way of calculating "position 
statistics", but also tells us what the velocity of the particle associated with 
* should be a "long time" after a position measurement made at an arbitrary 
time t. 

1.6 Quantum Mechanics in Phase Space 

As we said above, Heisenberg's inequalities (which mathematically only reflect 
the non-locality of the Fourier transform) have led many physicists to believe 
(and to vigorously advocate) that there can exist no such thing as "quantum 
mechanics in phase space". Their argument goes as follows: the Heisenberg 
inequalities "show" that one cannot assign to a physical system both a definite 
position and a definite momentum, and therefore it is no phase space in quan­
tum mechanics. Period. However, these physicists make a confusion between 
observation and reality. There is, of course, nothing wrong a priori with such a 
positivistic attitude (which amounts to identify "perception" and "existence"), 
as far as it does not lead to a systematic rejection of any phase-space theory 
just because it is a phase space theory! It is not because Heisenberg's inequali­
ties indicate that there is a "limitation" in the accuracy of the way we perceive 
our physical world that we should be forbidden to consider a more clear-cut 
mathematical world where things have precise positions and momenta. Such 
an attitude would be as counter-productive as to deny the use of mathematical 
concepts such as points or lines just because nobody has ever "seen" or will 
ever "see" a point or a line, except with the "eyes of the mind". 

There are actually many more reasons to believe that phase space 
makes sense in quantum mechanics. For instance, the occurrence of the "ge­
ometric phase shifts" (e.g., the Aharonov-Bohm or Berry effects) are typical 
quantum-mechanical phase space manifestations. 

1.6.1 Schrodinger's "firefly" Argument 

There is no reason, after all, why the "fuzzy" quantum-mechanical world should 
necessarily coincide with the clear-cut platonic reality of mathematics. (This 
was already underlined by Wigner in his famous paper [149] on the "unreason­
able effectiveness of mathematics".) Here is an example, due to Schrodinger. 
Let a free particle be located exactly at a point A at time to = 0, and again 
at a distance d, at a point B, after time t. Then obviously d/t is the velocity 
with which it has travelled from A to B, thus the one it had at A. To this 
Heisenberg answered, says Schrodinger, by saying that 
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"yes, but this belated information is of no physical significance; 
it was not forthcoming at the initial moment at A, could not be 
used for predicting the trajectory; it is only vouchsafed after the 
trajectory is known..." 

Schrodinger then adds, commenting on Heisenberg's objection: 

" To this, one would have to say that it is all right, but if one ac­
cepts it, one grants to Einstein that quantum mechanical description 
is incomplete. If it is possible to obtain simultaneous accurate val­
ues of location and velocity, albeit belatedly, then a description that 
does not allow them is deficient. After all the thing has obviously 
moved from A to B with velocity d/t; it has not been interfered with 
between a and B. so it must have had this velocity at A. And this 
is beyond the power of quantum mechanical (or wave mechanical) 
description." 

There is however another even more compelling evidence for the ex­
istence of phase space in quantum mechanics. This evidence is related to a 
rather recent discovery in pure mathematics, M. Gromov's non-squeezing the­
orem, which is a topological and classical uncertainty principle. This principle, 
which is an extremely active area of research in symplectic topology, is appar­
ently totally ignored by physicists. Since it will be thoroughly discussed in this 
book, we content ourselves with a brief description of that principle. 

1.6.2 The Symplectic Camel 

Consider a ball B in phase space, with radius R. The "shadow" of that ball on 
any plane is always a disk with radius TTR2. For instance, if we project B on, 
say, the (x,px) plane we will get a disk 

(x - x0)
2 + (px - pxof <R2 

and if we project it on the (x,py) plane, we will get a disk 

(x - x0)
2 + (Py - pyo)

2 < R2 

and so on. Suppose now that we start moving the ball B by using a Hamiltonian 
flow (ft). The divergence of a Hamiltonian vector field being zero: 

div XH = V r • Vptf + V p • ( - V r H ) = 0, 

the mappings ft are volume-preserving. Since conservation of volume has noth­
ing to do with conservation of shape, one might thus envisage that the ball B 
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will distort, a priori in the most bizarre way (parts of the ball might extend very 
far away, while other might be squeezed) while keeping the same volume during 
the whole motion. However, in 1985 Gromov [64] discovered a most surprising 
mathematical property. He discovered that the shadows of the distorting ball 
on the "conjugate planes" (x,px), (y,py), and (z,pz) will never become smaller 
than their original value TTR2, while the shadows on the other, non-conjugate 
planes (say, (x,y), (x,py),...) can become arbitrarily small. It does of course 
not require a huge amount of imagination to recognize that this is a sort of 
classical variant of Heisenberg's inequalities. This property is known in the 
mathematical literature as the "non-squeezing property" , or as the "principle 
of the symplectic camel". (The reader who is curious to know the origin of 
this terminology is invited to read the quotation from Matthew 7 at the begin­
ning of Section 3.7 in Chapter 3.) The non-squeezing property implies that the 
action of Hamiltonian flows on phase space volumes is in a sense much more 
"rigid" than that of plain volume-preserving diffeomorphisms. 

The ignorance of the non-squeezing property has led some physicists to 
believe that classical mechanics is deeply wrong even at the macroscopic level. 
This is illustrated by the following statement, quoted from the excellent and 
deservedly acclaimed popular science book by Penrose [112]: 

"... Without Liouville's theorem, one might envisage that this un­
doubted tendency for a region to spread out in phase space could be 
compensated by a reduction in overall volume...Classical Mechanics 
is, in this kind of sense, essentially unpredictable... this spread­
ing effect in phase space has another remarkable implication... that 
classical mechanics cannot actually be true of our world..." 

What Penrose could not know at the time he made this statement, is 
that in view of the non-squeezing property, flows associated with Hamiltonian 
vector fields are really much more "tame" than volume-preserving flows. 

Gromov's non-squeezing theorem opens new perspectives in both Hamil­
tonian and quantum mechanics. It raises many interesting questions (most of 
them still unanswered) because it highlights the fact that the existence and 
properties of closed orbits is in some mysterious way related to the property of 
the symplectic camel (see Hofer and Zehnder's book [76]). 

We will use Gromov's result in Chapter 7 to efficiently quantize phase 
space in "cells". 
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1.7 Feynman ' s " P a t h In tegra l" 

By definition, the Green function G associated to Schrodinger's equation 

ot 2m 

is the kernel G such that 

* ( r , t ) = y " G ( r , r ' , f ) * 0 ( r ' ) d V 

where ^o G <S(K") is an initial condition for (1.38). 

1.7.1 The "Sum Over All Paths" 

That Green function can be written in the following suggestive (but mathe­
matically meaningless) form, due to Richard Feynman (&.1918): 

G(r,r',t) = V exp ( J / p • dr - Hdt) . (1.39) 
paths W r ' , 0 J 

The "sum" is taken over all paths (or "histories") leading from the initial point 
r ' at time t = 0 to the final point r at time t. This formula should in fact 
be interpreted as follows: let N be a positive integer, and set At = t/N and 
consider the function 

/ m \3(AH-i)/2 /" o 
GN = V~2rihAt) J 6 X P ^WN^ d r ^ • • • d V - D (l-4°) 

where d3r^ = dx^dy^dz^ and 

WN = i h 5 > U > - r 0 ) ) 2 - Uir^WAt (1.41) 
3 = 1 

and tj = jAt. The exact Green function is then given by the limit limjv->oo GN 
(if it exists). This can be shown using either a Lie-Trotter formula on the 
operator level, or by a direct calculation. One can in fact prove (see, e.g., 
Schulman's book [123], page 25) that the function "£ defined by 

* ( r , i ) = [ ( lim GN(v,r',t)) * 0 ( r ' ) d V (1-42) 
J \N—>oo / 
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satisfies, for At —> 0, the estimate 

¥(r, t + At) = *(r, t) - i~U^(v, t) + i^-V*¥(r, t) + o (At) 

from which follows, letting At —> 0, that 

at 2m 

which is just Schrodinger's equation. 

1.7.2 The Metaplectic Group 

We will see in Chapter 6 that short-time estimates for the action allow us to 
interpret Feynman's formula from the point of the metaplectic representation 
of the symplectic group, without invoking any bizarre "sum over paths" ar­
gument as is done in the usual physical literature. We will actually prove a 
refinement of Feynman's formula, whose convergence is much faster than that 
of the algorithm described in the previous subsection. 

It turns out that even if quantum mechanics cannot be derived from 
classical mechanics, it emerges from Hamiltonian mechanics through a property 
of Hamiltonian flows. That there is a link between both theories is a priori 
really not very surprising, because Schrodinger's equation is obtained from a 
perfectly classical object, namely the Hamiltonian itself! I know that this is 
an unwelcome statement for most physicists, but quantum mechanics is deeply 
rooted in classical (Hamiltonian) mechanics. Let us explain why in a very 
sketchy form. 

Assume first that the Hamiltonian is a time-independent function which 
is quadratic in both the position and momentum coordinates (typical exam­
ples are the free particle, the harmonic oscillator, or the electron in a uniform 
magnetic field in the symmetric gauge). The flow determined by Hamilton's 
equations for H consists of symplectic matrices and the knowledge of that flow 
totally determines the classical motion of a particle, so that we can as well "for­
get" the existence of the Hamiltonian function H: the primary mathematical 
object is now a family (ft) of symplectic matrices. In quantum mechanics the 
situation is quite similar, because the wave function at time t is entirely de­
termined by the knowledge of the "evolution operator", that is, of the unitary 
operators Ut which take the initial wave function $o(r) to its value $(r , t) at 
time t. Once (Ut) is known, we can as well forget the Schrodinger equation, 
because (Ut) contains all the information we need to propagate wave functions. 
We now ask whether it is possible, by simple "inspection" to recover (Ut) from 
(ft), or vice versa. The answer is "yes", because there is a simple canonical 
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relation between (ft) and (Ut). That relation is the following. The ft are sym-
plectic matrices, and thus belong to the symplectic group Sp(3). On the other 
hand, the "evolution operators" Ut belong to a group of unitary operators, the 
metaplectic group Mp(3), which is generated by a class of "generalized Fourier 
transforms" 

Sw*(r) = {^mf2 VHess(-W) J eiw^'^(v') dV (1.43) 

associated to all quadratic forms W for which Hess(—W) (the determinant 
of the matrix of second derivatives of —W) is non-zero. Now, it turns out 
that Mp(3) is a unitary representation of the double cover Sp2(3) of Sp(3), 
and by classical property from the theory of covering groups (the "path lift­
ing property") the one-parameter subgroup (ft) of Sp(3) can be "lifted" to a 
unique one-parameter subgroup of any of its coverings, and thus in particular 
to Mp(3). What is that lift? It is just the quantum evolution group (Ut)l This 
crucial property can be viewed, according to personal preferences, as a magic 
computational fact, or as an application of Feynman's formula, or as a conse­
quence of a property of the Lie algebra of the symplectic group. Either way, 
we have here a canonical mathematical procedure for determining the quantum 
evolution group of a system, knowing its classical evolution group. Thus, up to 
an isomorphism, the Hamiltonian flow (ft) and the quantum evolution group 
(Ut) are identical*. (But this does of course not mean that they have the same 
physical interpretation.) 

The discussion above only applies, strictly speaking, to quadratic Hamil­
tonians. For general Hamiltonians, in arbitrary dimensions, the ft no longer 
are symplectic matrices. However their Jacobians matrices are (this is just 
another way of saying that the ft are symplectomorphisms). Now, it is a well-
known fact that the mathematical "tricks" leading to the construction of the 
metaplectic representation cannot be extended to construct a unitary repre­
sentation of Ham(n) containing the solutions of all Schrodinger equations: 
this is the celebrated "no-go" result of Groenewold-van Hove (see for instance 
Guillemin-Sternberg [67], or Folland [44]). We will however see in Chapter 6 
that there is a way out of this difficulty. 

1.8 Bohmian Mechanics 

De Broglie viewed his matter waves as "pilot waves", which somehow governed 
the motion of particles. He however abandoned his pilot wave theory after 
strong criticism by Wolfgang Pauli (6.1900) at the 1927 Solvay conference, 
and only returned to it more than two decades later, after his ideas had been 
rediscovered by Bohm in 1952 (see Bohm [18, 19], Bell [8]). 
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1.8.1 Quantum Motion: The Bell-DGZ Theory 

One of the most elementary ways to access Bohm's theory is the following (see 
Diirr et al. (=DGZ) in [37, 38]). The argument goes as follows: consider first a 
free particle with Hamiltonian H = p 2 /2m. The quantum velocity v* obtained 
from that particle's wave function \I> should be both rotation invariant (this is 
a rather obvious requirement) and homogeneous of degree 0 in ^ (because the 
velocity should remain the same if ^ is replaced by A^, in conformity with the 
usual understanding that these wave functions are physically equivalent). This 
leads to postulate that the velocity is a function of Vr\I

,/\I': 

'•->(¥) (1.44) 

Now, Diirr et al. [37] argue, the velocity is real, so that the simplest choice for 
(1.44) is either 

v =KRe^— or v = A l m — — -

where K is a real constant. The right choice is in fact the second alterna­
tive, because time-reversal must also reverse velocity; but changing t into —t 
amounts replacing \l> by its complex conjugate SP* so that we have v* = — v*, 
and this is only possible if we choose v* = JK'Im(Vr\E

r/\Ir). There remains to 
determine the constant K. For this purpose one can invoke Galilean invariance: 
v* should transform like a velocity under boosts v i—> v + vo- Such a boost 
amounts to perform the transformation p i—• p + po in the classical Hamilto­
nian H, and this has the effect of replacing the gauge (0,0) in H = p 2 /2m by 
the new gauge 

( V P x , - 0 x / 3 i ) = (Po,O) 

so that x — Por- It follows from formula (1.29) that the wave function * is 
then replaced by exp(ipor/fi)\t, so that we must have 

v +Vo = i ^ _ + im__j 

which leads to the condition Kpo/h — vo, and hence K = h/m. We thus 
obtain the formula 

v* = —Im——. (1.45) 
m w 
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One then posits in [37], as the simplest possibility, that this formula holds even 
if potentials are present. This leads to the equation 

.* h V r g ( r * , t ) 
m *(r*,<) 

which allows (at least, in principle) the determination of particle trajectories 
11—>r* (i) as soon as an initial point ro and a wave function ^ are prescribed. 
This equation is very different from the usual equations of motion of dynamics, 
which is of second order in position, and therefore require the knowledge of 
both initial position, and initial velocity. 

It turns out that formula (1.46) is totally consistent with Bohm's orig­
inal theory, as we will see in a moment. 

1.8.2 Bohm's Theory 

Here is Bohm's original argument (see [18, 19, 20]). We again limit ourselves 
to the case of a single particle with mass m, but everything can be generalized 
in a straightforward way to many-particle systems. Writing the solutions of 
Schrodinger's equation 

. t 0 ¥ & 2 „ 2 T rrr 

at 2m 

in polar form 

*( r , t ) = R(r,t)eiHr't} 

we see, after some calculations, that the argument R and the phase $ must 
satisfy the equations: 

*(% + *£ + <>)-&**-> 
(1-47) 

dR2 ,. / V r $ 2 \ „ ; 

+ div —?— R2 = 0. dt \ m 

Setting p = R2 (p > 0) and v = V r $ / m , the second equation (1.47) can be 
rewritten as 

^ + d i v ( p « ) = 0 (1.48) 

which we immediately recognize as the continuity equation describing the time-
evolution of a probability density p under the flow arising from the vector field 
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v. The interpretation of the first equation, that is Eq. (1.47), is at first sight 
less obvious. However, at the points (r, t) where R does not vanish (that is, 
outside the "nodes" of the wave function), it can be rewritten as 

<9$ (V r $) 2
 TT a2 WlR 

dt 2m ^ 2m R { ' 

Now, it does not require a huge amount of imagination to see that this equation 
looks like Hamilton-Jacobi's equation. It is in fact Hamilton-Jacobi's equation, 
not for the Hamiltonian function H, though, but rather for 

ff* = tf + Q* (1.50) 

where we have set 

Bohm called that function Q* (which has the dimension of an energy) the 
quantum potential associated to ^ . The quantum potential is actually very 
unlike a usual potential. First, it does not arise from any external source, and 
secondly it is intrinsically non-local. It is a "self-organizing" potential, in fact 
a response to the environment in which the quantum process takes place. We 
can interpret Eq. (1.49) as follows: supposing \P (and hence R) fixed, the phase 
$ is thus the unique solution of the Cauchy problem 

£ + * V , . V A O = O (152) 

$(r ,0) = $ 0(r) 

and nothing prevents us from applying Hamilton-Jacobi's theory to the Hamil­
tonian i /* . The solutions of Hamilton's equations 

r , . = VptfV,P',t) 

\ p * = - V r f f * ( r * , p * , t ) , 

with initial conditions r*(0) = r0, p*(0) = V r $ 0 ( r ) are accordingly obtained 
by setting 

p * = V r $ ( r , i ) (1.54) 

and then integrating the equation 

f * = V p t f * ( r * , V r $ ( r * , *),*). 
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Expressing V r $ in terms of \P, Eq. (1.54) can be written 

p = Mm —-— 

which is precisely formula (1.45). 
Note that we are not free to choose arbitrary initial conditions (ro, Po) 

for the Hamilton equations (1.53), because the momenta are constrained by 
the condition (1.54), but this is exactly what happens in the usual Hamilton-
Jacobi theory. If we want different "Bohmian trajectories", we need another 
wave function ^ . 

In general the Bohmian trajectories are very different from those pre­
dicted by classical mechanics. The discrepancy between the classical trajec­
tories and those predicted by Bohmian mechanics is particularly blatant in 
text-book experiments such as the diffraction of electrons by a crystal (the al­
ready mentioned Davisson-Germer experiment), or the abundantly commented 
and discussed two-slit experiment. See Holland's treatise [77] for explicit cal­
culations of various Bohmian trajectories; the paper by Philippidis et al. [113] 
is a classical; it contains beautiful graphical representations of the quantum 
potential. 

1.9 Interpretations 

The function of an expert is not to be more right than other peo­
ple, but to be wrong for more sophisticated reasons (David Butler) 

Schrodinger's equation is somewhat unique from an epistemological 
point of view: it is, as far as I know, the only partial differential equation 
whose solutions have led to so many epistemological, ontological, and philo­
sophical debates. As H. Montgomery notes*, it has to be conceded that several 
interpretations of quantum mechanics now exist, and that their relative merits 
are controversial. An excellent up-to-date review and discussion of the diverse 
possible interpretations of quantum mechanics can be found in S. Goldstein's 
series of Physics Today papers (1999). 

1.9.1 Epistemology or Ontology? 

Let us begin with a (superficial) comparison between the mathematical for­
malisms of classical and quantum mechanics. In classical mechanics the fun­
damental mathematical object associated to a physical system is Hamilton's 

*H. Montgomery, in Quantum Concepts, past and present, IOP Newsletter, Spring 2001, 
No. 14. 
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function H. However, the datum of H alone does not give us very much infor­
mation about that system (not even about the energy, which is anyway never 
unambiguously denned, since it is badly gauge-dependent, and can be con­
served in some gauges, and vary with time in other!). What really interests the 
physicist is the evolution of the system, and this evolution is obtained from H 
by solving Hamilton's equations of motion. The situation is similar in quan­
tum mechanics: to every Hamiltonian H one associates the linear space ri of 
all solutions \I> of the corresponding Schrodinger equation 

However, no more than the function H alone describes the effective motion of 
the classical system, does the space ri yield a complete description of the quan­
tum system. Exactly as the function H must be complemented by Hamilton's 
equations if one wants classical mechanics to become effective, the space H has 
to be complemented by some rule allowing us to calculate relevant physical 
quantities. 

1.9.2 The Copenhagen Interpretation 

The "Copenhagen interpretation" is due to Niels Bohr and his school (it is 
also called the "standard interpretation of quantum mechanics"). It can be 
regarded as giving the wave function a role in the behavior of certain macro­
scopic objects, in particular the measurement instruments: following Bohr, the 
wave function * is the description of the physical system, and it does not make 
sense to talk about particles as such. According to that interpretation, what 
one calculates (and really needs in the daily practice of quantum mechanics) 
are energy levels and transition probabilities, which are directly obtained from 
ty via Schrodinger's equation, without appealing to other "hidden" variables. 
The usually accepted system of "axioms" for quantum mechanics are, according 
to the Copenhagen interpretation: 

Axiom 2 (1) The state of a quantum mechanical system is completely speci­
fied by the datum of the wave function $, and \$\2, when normalized, is the 
probability density for finding the position of the system. 

Axiom 3 (2) To every observable A in classical mechanics there corresponds 
a unique Hermitian operator A, obtained from A by Schrodinger's quantization 
rule. 

Axiom 4 (3) In any measurement of an observable associated with the op­
erator A, the only values that will be observed in this measurement are the 
eigenvalues ai of that Hermitian operator. 
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Axiom 5 (4) If one can expand a normalized state ^ in a Fourier series 
Y2jcj^j where the tyj are a complete set of normalized eigenvectors of A, 
then the probability of finding the eigenvalue aj after a measurement is \CJ\2. 

Axiom 6 (5) If a system is in a state described by a normalized wave function 
ty, then the average value of the observable A is given by 

{A}= f^*A^dnx. 

Pushed to its extreme, the Copenhagen interpretation leads to a "shut 
up and calculate" attitude; this is of course harmless if one is merely concerned 
with applications, but it leads to severe epistemological problems. As Bohm and 
Hileynote in their book [20], the Copenhagen interpretation gives an algorithm 
for computing probabilities of experimental results, but it gives no account of 
the individual quantum processes. To put it in more philosophical terms, it may 
be said that quantum mechanics is primarily directed towards epistemology. It 
follows from this that quantum mechanics can say little or nothing about reality 
itself: it does not give an ontology for quantum systems. That is, it seems 
that quantum mechanics is only concerned with our knowledge of reality, and 
especially how to predict and control the behavior of this reality; it is mainly a 
statistical knowledge. The Copenhagen interpretation was never fully accepted 
by Einstein. (I recommend the book [110] by A. Pais which contains an exciting 
historical account, not only about the dispute between Bohr and Einstein, but 
also about physics in general during that period.) Anyhow, there certainly are 
difficulties with that interpretation. As R. Omnes [109] notes, 

"... it is remarkable that so long after the discovery of quantum 
theory the most complete books devoted to the Copenhagen interpre­
tation are all reprints of original articles or learned commentaries, 
becoming more and more commentaries upon commentaries as time 
goes on. In fact, these texts are devoted to an endless discussion 
of the difficulties of the "measurement problem" and of the difficul­
ties facing interpretation, and philosophy of Science becomes more 
important than physics itself. Such an attitude has never been seen 
before, or elsewhere, in physics." 

1.9.3 The Bohmian Interpretation 

"If we cannot disprove Bohm, then we must agree to ignore him" 
(J.R. Oppenheimer) 
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An appealing alternative to the purely epistemological Copenhagen 
interpretation, there is the "ontological" approach initiated by Bohm, and de­
veloped in Bohm and Hiley [20] (also see Holland [77], the compilation [8] of 
John Bell's articles). According to this approach, the wave function \I> does 
not provide per se a complete description of a quantum system, and views ^ 
merely as a mathematical device from which the behavior of more fundamental 
quantities (for instance, positions) can be extracted. These more fundamental 
quantities define what S. Goldstein calls the primitive ontology of quantum me­
chanics. Although this interpretation has been -and still is- fiercely opposed 
by most physicists for various epistemological, philosophical, metaphysical or 
personal reasons, it can certainly not be dismissed, and steadily gains in popu­
larity, especially in its "shadow phase space" form due to Hiley (see Brown and 
Hiley [23]). In its original form, "Bohmian mechanics" —or: "quantum theory 
of motion", as it is also called in [77]— attributed absolute reality to particles 
following definite phase space trajectories. In fact, Bohm himself long aban­
doned that position; in Bohm and Hiley's treatise [20] it is made clear that the 
particle/trajectory model is too simplistic to be viable. Particularly interesting 
and fruitful in that respect Hiley's "shadow phase space" approach mentioned 
above. It is a reflection of the fact that we cannot construct a global chart for 
the metaplectic group, when it is viewed as a Lie group, that is, as a manifold 
equipped with a continuous algebraic structure. It is for that reason we can­
not construct simultaneous "position" and "momentum" representations of the 
quantum mechanical reality. (The usual denial of a quantum mechanical phase 
space comes from Heisenberg's inequalities, or which amounts to the same, to 
the non-commutativity of operators, but these are in fact simply manifestations 
of the manifold structure of Mp(n).) In that sense, the approach of Bohm and 
Hiley [17, 20] is different in spirit and method from that, in a sense more tra­
ditional, of Diirr et al. in [37, 38]. While Diirr et al. view the x-representation 
as intrinsic, and take the equation of motion (1.46) as the basic equation, the 
Bohm-Hiley approach does not favor a priori any representation. It is in that 
sense much more in spirit with the usual phase space approach of mechanics, 
and allows —which is an essential advantage— the use of symplectic methods. 

1.9.4 The Platonic Point of View 

Quantum mechanics, as a physical theory, is plagued by problems of interpre­
tation. Since the physical predictions of Bohmian mechanics are the same as 
those of traditional quantum mechanics, it seems unlikely that there will be 
in a foreseeable future an experiment crucis showing the existence —or non 
existence— of Bohm's quantum trajectories. The Bohmian interpretation is 
often misunderstood and misrepresented in the literature: it does not stand, 
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as is often claimed, diametrically opposite to Bohr's views. In fact, it actu­
ally shares some of its conclusions, except Bohr's belief that basic to quantum 
theory is the impossibility of making a sharp distinction between the observed 
system and the means of observation. 

But, as long as its purely mathematical aspects are concerned, there is 
no need to enter the fierce debate opposing pros and contra of the Copenhagen 
interpretation. Mathematics is about thought, not material reality^: it is a 
language without semantic. Bohmian mechanics is therefore an example of 
"no case" among mathematical circle where it has been accepted, without 
controversy and without provoking any emotional reactions as just another 
formulation of quantum mechanics. 

§As was observed by H. Grassmann in 1884 (see A New Branch of mathematics: the 
Ausdehnungslehre of 1884, and other works, trans, by L.C. Kannenberg, Open Court (1995)). 





Chapter 2 

N E W T O N I A N M E C H A N I C S 

Summary. A basic physical postulate, the Maxwell principle, implies that 
Newton's Second Law can be expressed in terms of the Poincare- Carton 
differential form. This leads to a Galilean covariant Hamiltonian me­
chanics. 

In this second Chapter we propose a rigorous formalization of Newto­
nian mechanics, which leads to its Hamiltonian formulation once a physical 
postulate (the "Maxwell principle") is imposed. While this approach goes his­
torically back to the pioneering work of both Hamilton [69] and Lagrange [86], 
we will follow (with some minor modifications) Souriau's presentation in [131], 
which originates in previous work of Gallissot [47]. 

The reader who wants to access directly Hamiltonian mechanics can 
skip the first section of this Chapter, and proceed directly to Section 2.2. 

2.1 Maxwell's Principle and the Lagrange Form 

We begin by expressing Newton's second law in terms of vector fields, and 
briefly discussing the form of the fundamental force fields of mechanics. We 
then state the Maxwell principle, and justify it on a few examples. We finally 
express Maxwell's principle in terms of a differential form which was introduced 
by Lagrange (with different notations!) in his study of celestial mechanics Me-
moire de la premiere Classe de I'Institut pour 1808. Lagrange's original form 
actually corresponds to the case of a scalar potential (the equations of elec-
tromagnetism were written down by Maxwell only in 1876), while we consider 
here the more general case of an arbitrary gauge. We refer to the treatises of 
Libermann and Marie [91], von Westenholz [147], (especially Chapter 7, §4), 
and to Gallissot's article [47] for detailed discussions of the relation between 
the theory of differential forms and physics. 
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2.1.1 The Hamilton Vector Field 

Newton's second law expressed in the differential form 

f = v , p = F (2.1) 

defines trajectories t H-> (r(£), v(i),4), which are curves in the extended state 
space i j x Rj x Rf. These trajectories are the integral curves of the "Newton 
vector field" 

X J V(r )v,t) = ( v , F / m , l ) (2.2) 

since the equations (2.1) can be written in the form 

- ( r , v , i ) = ( v , F / m , l ) . (2.3) 

One can also represent the trajectories in the extended phase space M.% x R_ x Rt 

as curves 11-» (r(£), p(i), t) by just multiplying the velocity vector v by m; these 
trajectories are the integral curves of the suspended Hamilton vector field 

XH(r,p,t) = (p/m,F,l) (2.4) 

(Bourbakists would, no doubt, frown with disdain to such a cavalier way of 
passing from state space to phase space without using the Legendre transform!). 

2.1.2 Force Fields 

A force field can a priori depend, besides position and time, on many other 
quantities, e.g., velocity, acceleration, temperature, etc. We will however only 
consider here force fields F depending on the state space variables (r, v, t), and 
such that the dependence on v has the special form 

F(r, v, t) = E(r, t) + (v x B(r, t)) (2.5) 

where E and B are some new fields only depending on positions and time. 
The datum of the force field F determines unambiguously both fields E and 
B: we can find E by measuring F on a particle at rest, and B by measuring 
simultaneously, and at the same point, the forces on an identical particle moving 
with velocity v. We also notice that while F and E are intrinsically defined, B 
is a "pseudo vector" depending on the choice of orientation of R^. (See Frankel 
[46] for a thorough discussion of this notion.) 

Our restriction to force fields of the type (2.5) a priori eliminates the 
consideration of physical systems with friction, because friction in general de­
pends on velocity in a way that cannot be put in the form (2.5). (More precisely, 
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we are exclusively dealing with "non-dissipative systems".) It is, however, an 
accepted postulate that all physical laws, if analyzed with sufficient precision 
(taking account of the thermal exchanges due to friction, etc.), can be derived 
from force fields of the type (2.5) above: the usual formulas for friction appear 
in this perspective as approximations to more fundamental formulas, were one 
takes all the possible interactions at the microscopic level into account. 

Example 7 Charged particle in an electromagnetic field. Consider a 
particle with charge e placed in an electromagnetic field. The force F exerted 
on that charge by the field is called the "Lorentz force" ; its value is given by 
formula (2.5) if units are chosen so that e/c = 1. (That formula was actually 
written down by Heaviside in 1889.) The Lorentz force depends on the velocity; 
if there is no electric field present, then a particle at rest will remain at rest 
(this is restated in Physics by saying that "magnetic forces do not work"). 

One should however not conclude that the existence of force fields of 
the type described by Eq. (2.5) is a feature of electromagnetism alone. That 
similar phenomena occur in perhaps more unexpected "everyday" situation is 
illustrated in the example below, which we will revisit several times in this 
Chapter: 

Example 8 The Coriolis force. Let us denote by R the rotation vector at 
a point O situated on the surface of the Earth: R is a vector which is parallel 
to the axis of rotation and pointing out of the ground at O in the Northern 
hemisphere, and into the ground in the Southern hemisphere. Its length is 
the angular velocity calculated in a heliocentric reference frame. At a point at 
latitude <j>, this vector is 

R = (0, i?cos</>, Rsincf)) 

(R = \R\) where the coordinates are calculated in a "lab frame" with origin O 
on the Earth; the z-axis is the vertical, the y-axis points in the direction of the 
North, and the x-axis towards the East. Suppose now that an observer at O 
wants to calculate the total force exerted on a nearby point with mass m and 
velocity v. He finds that the force is 

F = mg - F c with Fc = 2m (R x v) (2.6) 

and Eq. (2.5) thus holds with 

F = mg , B = 2mR. (2.7) 

The velocity-dependent term Fc is called the "Coriolis force" in honor of G. de 
Coriolis (b.1792). In the Northern hemisphere the Coriolis force deflects every 
body moving along the Earth to the right, and every falling body eastward. 
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We mention that a perfect illustration of the Coriolis force is the ex­
periment of the Foucault pendulum. That experiment, performed by Leon de 
Foucault (6.1819) at the Pantheon church in Paris, was the first experimental 
evidence of the Earth's rotation. The Foucault pendulum has been reconsti­
tuted at the Pantheon, where we are invited to "come and watch the Earth 
turn". 

2.1.3 Statement of Maxwell's Principle 

In both examples above, the fields E and B satisfy the equations 

dB 
— + V r x E = 0 and div B = 0. 
at 

When B and E are magnetic and electric fields, respectively, the first of these 
equations express Faraday's law of induction, and the second the absence of 
magnetic monopoles. 

These equations motivate the following definition: 

Definition 9 A force field F = E + (v x B) such that 

<9B 
— + V r x E = 0 and divB = 0 (2.8) 

is said to obey the Maxwell principle. Any functions A and U satisfying the 
equations 

dA 
B = V r x A , E = - V r C / - — (2.9) 

are called, respectively, vector and scalar potentials. The datum of a pair (A, U) 
satisfying Eq. (2.9) is called a gauge. 

When the fields B and E are everywhere denned in space, the existence 
of A is immediately follows from the equation divB = 0; insertion of the 
expression B = V r x A in the first equation (2.8) yields 

V.x ( £ + B ) - . 

so that there must exist a scalar function U such that 

8\ 
— + E = - V r [ 7 . (2.10) 
at 
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The expression of the force field in terms of the gauge is thus: 

dA 
F = -V r C/ - -j^ - (V r x A) x v. (2.11) 

Of course the argument above has nothing to do with the physical 
interpretation of the fields E and B; it is in particular not limited to electro­
magnetic fields. Let us verify this on the Coriolis force: 

Example 10 Potentials for the Coriolis Force. If F is the Coriolis force 
(2.6), we have E = mg and B = 2mR. A straightforward calculation then 
shows that 

A = m ( R x r ) , [/ = - m g - r (2.12) 

are vector and scalar potentials. 

The potentials A and U are not uniquely determined by the equations 
(2.9): for any function x = x(r>*)> these equations are also satisfied by 

A' = A + V r x and U' = U - ^ . (2.13) 
at 

We will call the mappings 

(A, U) —• (A + V r X , U - dx/dt) (2.14) 

gauge transformations. It was believed until rather recently that gauge trans­
formations and vector potentials were unphysical quantities. This was however 
a misbelief, because there are experiments producing evidence of "geometric 
phase shifts". In quantum mechanics, the Aharonov-Bohm effect or the oc­
currence of Berry's "geometric phase shift" are well-known examples (see for 
instance Berry [10]), but there are also measurable phase shifts in classical 
mechanics (e.g., the "Hannay angles" (see Hannay [71])). 

One should be very careful when one tries to apply the construction of 
a gauge outlined above when the Lagrange form is only defined on a subset of 
the state space. A first (educated!) guess would be that the whole construction 
carries over when the domain of definition of is simply connected, but this guess 
is wrong, as illustrated by the classical example of the magnetic monopole: 
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2.1.4 Magnetic Monopoles and the Dirac String 

We are following here Naber [105], §0.1, and Nakahara [106], Ch.l. Let us 
begin by considering a point-like electric charge q placed at the origin of an 
inertial frame. That charge determines the electromagnetic field 

E = <z-̂  , B = 0 

where we have set r = |r|. Since V r x E = 0, it follows that equations (2.8): 

SB 
— + V r x E = 0 and divB = 0 
at 

are satisfied, and thus the force field F = E + ( v x B ) = E satisfies the Maxwell 
principle. We can moreover easily determine a gauge: just take 

A = 0 and U = - - . 
r 

Although the magnetic analogue of the charged particle has never been 
(so far) observed, its existence was already discussed by Dirac in [32, 33]. Dirac 
observed that the condition div B — 0 introduced an asymmetry in Maxwell's 
equations. Suppose, in fact, that such a "magnetic monopole" exists, and is lo­
cated at the origin of an inertial frame. The electromagnetic field it determines 
is given by 

E = 0 , B = 5 J (2.15) 

in this frame; here g is the "magnetic charge" determining the strength of the 
field. Notice that we have 

B = 47rc^(r) 

where 5 is the Dirac function centered at the origin. Both equations (2.8) 
are again satisfied by the fields (2.15), so the Maxwell principle applies again. 
However, there is no vector field A such that B = V x A. To see this, we first 
note that the magnetic flux through the unit sphere S2 is 

$ = / / BndS = gf[ ^•ndS = 4<Kg (2.16) 

where n is the (outwards oriented) unit normal vector. Suppose now that there 
exists A such B = V r x A; in view of Stoke's theorem we would have, denoting 
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by S+ (resp. S i ) the Northern (resp. Southern) hemisphere, and C+ (resp. 
C~) the positively (resp. negatively) oriented equator of the sphere: 

$ = jf (VP x A) • ridS1 

= / / ( v r x A) • ndS + ff (VP x A) • ndS 

= <f> A • dr + d> A • dr 
Jc+ Jc-

= 0. 

But this contradicts the equality (2.16), and there is thus no A such that 
B = V r x A. 

The obstruction for finding a vector potential A in this example comes 
from the fact that although the domain V — M% \ 0 on which the field is defined 
is simply connected, the existence of A requires that not only 7Ti(Z>) = 0, but 
also that second homotopy group ^(D) vanishes. This is not the case here: 
we have 7^(2?) ^ 0 since a sphere in R^ \ 0 cannot be shrunk to a point. There 
is, however, a way out of this difficulty; it consists of using a Dirac string. A 
Dirac string is a continuous curve T in R^, starting from the origin, which never 
intersects itself, and that goes to infinity in some (arbitrary) direction. Since 

7 r 1 ( R 3 \ r ) = 7 r 2 ( R ^ \ r ) = 0 

(the complement of T is simply connected, and no sphere in Rj! can enclose 
points of r since T proceeds away to infinity), we can always find a vector 
potential for the magnetic monopole field outside the Dirac string T. 

Example 11 Two choices of Dirac strings. (1) The negative half-axis. 
If we let r be the axis z < 0 then the vector potential A~ with components 

satisfies 

A- = ~9V A- = 9X A--0 
x r(r + z) ' y r(r + z) ' z 

V r x A~=g^ + 4irg5(x)6(y)H(-z) 

so that we have V r x A~ = B except along the negative half-axis z < 0 (here H 
is Heaviside's step function). (1) The positive half-axis. The vector potential 
A+ with components 

A+ = 9V A+ - ~9X A+-0 
x r{r-z) ' y r(r-z) ' z 
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satisfies 

V r x A+=g^ + 4irg6(x)6(y)H(z) 

and thus V r x A + = B except along z > 0. Notice that using polar coordinates 
(r, 6, <j>) the vector potentials A * can be expressed as 

.+ 1 ± cos 0 
r sin 0 

where e^ = — sin <j>ex + cos <j>ey. 

2.1.5 The Lagrange Form 

We begin by giving a useful relation between differential forms and the "Hodge 
star operator". 

Let f = (fx,fy>fz) be a vector-valued function (the subscripts x,y,z 
are not indicating partial derivatives, but are just labeling the components); 
then 

di A dr = (V r x f) • (*dr) (2.17) 

where the wedge-product df A dr is calculated component-wise: 

di A dv = dfx Adx + dfy Ady + dfz A dz (2.18) 

and the star "*" is the Hodge operator, defined by 

*dr — (dy A dz, dz A dx, dx A dy). 

Formula (2.17) readily follows from the definition of the exterior product: since 

dfZ dfy dfX 8fZ dfy 8fZ 

we have 

dy dz ' dz dx ' dx dy 

(V r x f) • (*dr)= ( i - f )»^>+(t- f )^ 
dfy dfz dxAdy. 
dx ay ' 
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On the other hand, 

dfx A dx = ( -J^dx + -J^dy + -J^dz) A dx 
\ ox oy oz J 

— -rr-dy A dx + -rr-dz A dx 
oy oz 

= —p-dx Ady+ -p-dz A dx 
oy oz 

and, similarly: 

dfv Ady = —p-dy Adz + -p-dx Ady y oz ox 

dfz Adz = -—^-dz A dx + -~-dy A dz. 
ox oy 

Formula (2.17) follows. 

Let us now return to our business, which is to express Maxwell's prin­
ciple using the language of differential forms. 

Definition 12 The Lagrange form is the differential 2-form 

£lB = (mdv - Edt) A (dr - vdt) + B(*dr) (2.19) 

where the wedge products of vector-valued differential forms are, as usual, cal­
culated componentwise (cf. Eq. (2.18)). 

We thus have, for any pair of vectors u = (r, v, t), u' = (r', v', t')\ 

MB{U, u') = (mv - Et) • (r' - vi ') - (mv' - Ei') • (r - wt) + B(r x r ') . 

We have the following very important result which relates both Maxwell's prin­
ciple and Newton's second law to the Lagrange form: 

Theorem 13 (1) We have the equivalences 

[Maxwell's principle] <=> dQB = 0 (2.20) 

[Newton's 2nd law] «=> iN ClB = 0 (2.21) 

and hence: (2) If the Maxwell principle is satisfied, then the Lie derivative of 
the Lagrange form in the direction N is zero: 

CN SI-B = 0 . (2.22) 
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Proof. (1) A straightforward calculation yields 

dftB = (dE A dr + — • (*dr)) A dt + (divB) dxAdyA dz. 

Applying formula (2.17) to / = E, this can be rewritten 

dnB = f V r x E + — J • (*dr) A dt + (divB) dxAdyA dz 

and hence 

— + V r x E = 0 
at 

div B = 0 . 

The equivalence (2.20) follows by definition of the Maxwell principle. Let us 
next prove the equivalence (2.21). We assume, for notational simplicity, that 
B = 0. We want thus to show that 

Newton's 2n d law «=> iNSl0 = 0 

where fio is the differential form defined by the wedge product: 

fi0 = (mdv - Fdt) A (dr - vdt). (2.23) 

By definition of the contraction operation, we have 

(iNtlo)u («') = fio(v, F /m, 1; r', V , t') 

that is 

(ijvO0)„ (u') = (m(F/m) - F) • (r' - v't ') - (mv' - Ft ') • (v - v) 

and this is zero for all vectors v! = ( r ' ,v ' , t ' ) ; the direct implication " = > " 
follows. The inverse implication " < = " is obvious. (2) To prove (2.22) it 
suffices to use Cartan's homotopy formula 

£jvf2B — iN dfie + di^ J1B 

relating the Lie derivative, the contraction operator, and the exterior derivative: 
since dfl& = 0 and ijv^B = 0 we have £N^B = 0. • 

Theorem 13 above expresses Newton's second law for systems obeying 
the Maxwell principle in the very concise form of the two equations (2.20) and 
(2.21). As we will see, these two "laws" contain, in disguise, both Hamilton's 
equations and Galilean invariance. 
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2.1.6 N-Particle Systems 

Everything we have said in the previous sections extends without difficulty to 
the case of systems consisting of many particles. Let us begin by introducing 
some notations. 

Suppose we are dealing with a system consisting of N distinguishable 
point-like particles with masses mi , ...,m^. A reference frame being chosen, 
we label by 3:1,12, £3 the coordinates of the first particle, by X4,XS,XQ the 
coordinates of the second particle, and so on. There are thus 3N numbers 
xi,...,X3N describing the positions of the particles at some time t. Setting 
n — 3N, we call the vector x = (x\, ...,xn) the position vector of the system; 
x is an element of the configuration space R™. Notice that the configuration 
space only coincides with "physical space" when n = 3. We will denote by 
ri = (a^i, â 2; £3) the coordinate vector of the first particle, by r2 = (x^, X5, xe) 
the coordinate vector of the second particle, and so on. The velocity and 
momentum vectors v and p are defined quite similarly: v = (v\, ...,vn), where 
v\,V2, V3 are the components of the velocity vector of the first particle, etc. The 
total momentum 

p — miVi H 1- mNvn 

can be written as p = mv, where m is the "mass matrix" 

/ M i ... 0 \ 

m = : •-. : (2.24) 

\ 0 ••• Mn) 

whose diagonal blocks Mj are the 3 x 3 matrices 

" J . 

(m,j is the mass of the j - t h particle). We will often use, in this and the forth­
coming Chapters, the notation l / m for the inverse m"1 of the mass matrix 
(2.24). 

Replacing Eq. (2.5) by its obvious multi-dimensional generalization 

Fj (rj ,t) = Ej(TJ, t) + Vj x B,-(Tj, t) (2.25) 

(j = 1, 2,..., N), and setting 

f f l ( M ) = (Bi(r i , i ) , . . . ,BA r(r 1 , i ) ) 
< (2.26) 
1 E(x,t) = (E1(r1,t),...,EN(r1,t)) 
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the corresponding Lagrange form is, by definition: 

N 

(2.27) 
J = I 

This is a differential 2-form on the generalized 2n + 1 = (6N + l)-dimensional 
state space (or part of it, if the involved fields are not globally denned). 

Example 14 Charged particles in an electromagnetic field. Consider 
N particles with respective charges q±,..., qjy in an electromagnetic field (E, B). 
The vectors Bj and Ej are given by the formulas 

'B(x,t)=(^B(rj:t)) 
\ C / l< .7<n 

E(x,t) = tyEfo,*) + £ qjqk 
ri - rfc 

1-7 - r f c | a 

(2.28) 

l < j < n 

The Maxwell principle of course extends mutatis mutandis to iV-particle 
systems. The vector B being defined as above, the generalized Maxwell prin­
ciple is that Q,B should be closed: 

dili 0. (2.29) 

By calculations quite similar to those in the one-particle case, this is equivalent 
to the sets of conditions: 

dvk 

dB< 

dt 

0 (1 < j , k < n) 

+ V r j x E i = 0 , d i v B j = 0 (1 < j < n) (2.30) 

<9r7-
3Ej 
drk 

(j ± k). 

Remark 15 The third set of formulas (2.30) are called "Maxwell's reciprocity 
law" in electromagnetic theory. 

The notion of gauge extends in an obvious way to the case of multiple-
particle systems. Defining vector and scalar potentials Aj and U by 

E . = _VjU _ 
OAj 

dt > BJ = v j x Ai (2.31) 
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(Vj is the gradient operator in Tj), and setting A = (Ai,.. . , AN), it is readily 
checked that these equations are preserved by the generalized gauge transfor­
mations 

A^A + VxX , U^U-^ (2.32) 

These properties can be expressed in a more concise way with the 
language of differential forms. We can identify B — ( B I , . . . , B J V ) with the 
differential 2-form: 

N 

B = Y/*j(*drJ) (2-33) 

(that point of view was already implicit in the definition of the Lagrange form). 
For instance, if N = 1, we have: 

B = BzdxAdy + BxdyAdz + BydzAdx (2-34) 

and the formula B = V r x A is then equivalent to saying that the 2-form B is 
exact. More generally, in the case of N particles: 

Bj = Vj x Aj «=> B = dA 

where A is the one-form is obtained by identifying the field with 

n 

A = Y^AJdrj-
J'=l 

Remark 16 On should however be careful, when using this identification, to 
keep in mind that the B j are pseudo-vectors. The form (2.34) should actually 
be interpreted as a "de Rham form" or "twisted form" (see Frankel [46])-

2.2 Hamilton's Equations 

Let us now make a tentative approach to Hamilton's equations. We suppose 
a particle moves under the action of a force field that can be derived from a 
potential. By this we mean that there exists some scalar function U = U(r, t) 
such that 

F = -VrU. (2.35) 

Defining the "Hamiltonian" 
2 

H=^- + U (2.36) 
2m 
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we can rewrite Newton's second law as the system of differential equations 

f =V p f f , p = -VrH. (2.37) 

These equations are Hamilton's equations for a single particle. However, this 
derivation of Hamilton's equations only works if the force field satisfies the very 
particular condition (2.35), which excludes systems where the force field is of 
the general type F = E + (v x B) (and a fortiori those satisfying the Maxwell 
principle). 

The key for the rigorous derivation of Hamilton's equations (2.37) in 
the general case lies in the properties of the Lagrange form, which plays the 
role of a potential in the position-momentum variables for the Lagrange form. 

2.2.1 The Poincare-Cartan Form and Hamilton's Equations 

Let us assume for a while that the force field is of the type F = — VrU consid­
ered above. The Lagrange form is then 

n0 = (mdv - Fdt) A (dr -vdt). 

Let us rewrite fio m phase-space variables by replacing mdv by dp, v by p /m, 
and F by —Vrf7; we thus define 

Cl0 = (dp + VrU dt) A (dr - — dt) . (2.38) 
\ m / 

(We will systematically use tildes "~" to indicate forms or fields defined on 
extended phase space.) Expanding the right-hand side, and taking into account 
the fact that dt A dt = 0 and dt A dv — —dr A dt Eq. (2.38) becomes 

Q,0 = dp A dr — (p/m) dp A dt + Vrf/ dr A dt 

that is, in view of the definition (2.36) of Hamilton's function H: 

£l0 = dpA dr-VpH dpAdt- VTH dr A dt. (2.39) 

Since dt A dt = 0 we have 

dH Adt= (vpH dp + VrH dr+— dt\ Adt 

= (VpHdp + VrHdr) A dt 

so that (2.39) takes the very simple form 

Cl0 = dp Adr-dH Adt= d(p • dr-Hdt). (2.40) 

This motivates the following definition: 
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Definition 17 The differential form on extended phase space defined by 

~\H = pdr-Hdt (2.41) 

is called the Poincare-Cartan form, and we thus have 

n0 = d\H. (2.42) 

The constructions above works as well when a vector potential is present, 
provided that we use the conjugate momentum 

p-mv + A (2.43) 

instead of the vector p = mv. In fact, assuming that the fields E and B are 
denned in some suitable region of state space, we can find potentials A and U 
satisfying the conditions 

BA 
B = V r x A , E = - V r t / - — . (2.44) 

Theorem 18 (1) The Lagrange form is the differential of the Poincare-Cartan 
form \H = pdr — H dt associated to the Hamiltonian function 

H=^(p-A(r,t))2 + U(r,t) . (2.45) 

In fact, let fin be the 2-form J7B expressed in terms of the momentum p , then 
Q.H = d\}j- (2) A gauge transformation 

(A,tO—•(A + VPx,tf-§jf) (2-46) 

changes the function H into the new Hamiltonian 

HX(r,p,t) = H<T,p-VrX,t)-?g. (2.47) 

Proof. (1) Setting p ' = mv, the form (in is given by 

ClH = (dp' - E dt) A (dr - — dt j + B(*dr) 

= dp' Adr- —dp' Adt- Edt Adr + B(*dr). 
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We have B(*dr) = dA A dr in view of formula (2.17), and definition (2.44) of 
the vector potential. Hence, returning to the variable p: 

UH = dp' Adr- —dp' Adt- ( E + —- ) dt A dr + dA A dr 
m \ at J 

i 

= dp' A dr - — dp' Adt - U dr Adt + dA Adr 
m 

= dpAdr-d ( — (p - A) 2 + U ) Adt 
\2m J 

that is, £IH = d\ij. Part (2) of the theorem is obvious, since a gauge transfor­
mation (2.46) has the effect of changing p into p + V rx- • 

Here are two typical examples. 

Example 19 The Hamiltonian of the Coriolis force. Recall (see (2.6)) 
that the force acting on a material point close to the surface of the Earth is 

F = mg - 2m (R x v) 

where R is the rotation vector. We have E = F + (v x B) provided that we 
choose E = mg, B = 2mR. A straightforward calculation shows that 

A = m (R x r) , U = —mg • r 

are potentials, and the associated Hamiltonian is therefore 

Hc = ^-(p-m(Rx r ))2 - mg • r. (2.48) 
2m 

For more on the topic of Coriolis force, see for instance Knudsen and 
Hjorth [83], pages 128-142, Arnold [3], §27, or Goldstein [50], §4-10. 

Example 20 Charged particle in a uniform magnetic field. A particle 
with mass m and electric charge e is placed in a uniform magnetic field B = 
(0, B, 0). The two following functions 

Ax = (Bz, 0,0) or A2 = (0,0, -Bx) 

are both vector potentials for B , and lead to the two different Hamiltonian 
functions: 

Hx = ^[(Px-eBz)2+p2
y+pl] 
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However, the equations of motion are in both cases 

eBz .. „ .. eBx 
x = , y = 0 , z= . 

m m 

We will see in a moment that the choice of gauge has no influence 
whatsoever on the motion of the particle in "physical" space (this is of course 
a priori obvious, since Hamilton's equations are equivalent to Newton's second 
law, which is gauge independent). 

2.2.2 Hamiltonians for N-Particle Systems 

The construction of the Hamiltonian generalizes in a straightforward way to 
the case of many-particle systems. By the same argument as in the proof of 
Proposition 18, one checks that a gauge (A, U) being chosen the Lagrange form 
Q,B is the differential of the Poincare-Cartan form 

\H = pdx - Hdt. (2.49) 

We are using here the notation: 

pdx = p idr i + • • • + pjvdrjv. 

The Hamiltonian function H is then 

N 1 
H = Y,^-(Pi-Arf + u (2-5°) 

which we can write, using the "mass matrix" defined in section 2.1.6, as 

H=^(p-A)2 + U (2.51) 

(recall that we are using the convention l/m = m _ 1 ) . 

Definition 21 We will call all Hamiltonian functions of the type (2.50)-(2.51) 
Maxwell Hamiltonians. 

Hamilton's equations of motion are 

dH . dH , x , 
X' = Wi 'Pj = 'dx- ( 1 - J " n ) ( 2 - 5 2 ) 

where the conjugate momenta pj are here defined by 

Pj = mvj + Aj. (2.53) 
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Introducing the generalized gradients 

- (— — \ V - (— — 
\dxi,'",dxn) ' p yOpx^'^dpn 

the Hamilton equations (2.52) can be written as 

x = VpH , p=-VxH. (2.54) 

Recall that in Chapter 1, Subsection 1.2.4, we defined the matrix 

j _ I ^3x3 -^3x3 \ 

\—^3x3 03x3 J 

to relate Hamiltonian mechanics to symplectic geometry. More generally, we 
define the 2n x 2n matrix 

where 0 and / are, respectively, the n x n zero and identity matrices. We have 
det J = 1 and 

J = —Iin i J = J~ — —J. 

The matrix J allows us to rewrite Hamilton's equations (2.54) in compact form 
as 

z = JVzH(z,t). (2.56) 

As mentioned above, the choice of gauge only influences the phase-
space motion of the system, not its motion in configuration space: 

Proposition 22 The motion of a system in a gauge (A, U) is determined by 
the system of second order differential equations 

% + 4(^ ( M ) + S ( M ) ) = ° (2'57) 
(1 < j < n). That system is invariant under every gauge transformation 
(A,U)^(A',U'). 

Proof. The Hamilton equations for a Maxwell Hamiltonian are, ex­
plicitly: 
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Differentiating the first equation with respect to t and then inserting in it the 
value of pj given by the second equation, we get Eq. (2.57). That equation 
does not depend on the choice of gauge, for if we replace Aj by A'j = Aj + -g^-
a,ndUbyU' = U-^ then 

dA'j 8lT__dA1 dU_ 

dt dxj dt dxj 

so that the left-hand side of Eq. (2.57) does not change. • 

2.2.3 The Transformation Law for Hamilton Vector Fields 

Let us begin by recalling, from the ordinary theory of dynamical systems, how 
vector fields transform under diffeomorphisms (= changes of variables). Assume 
that X is a vector field on Rm , and let x = x(t) be a solution of the differential 
equation x = X(x). If u is a diffeomorphism of Rm , we can define a function 
y = y(t) by x(t) = u(y(t))\ differentiation with respect to t then shows that y 
is a solution of y = Y(y) where Y is the vector field 

Y = u'(y)-loXou{y) 

{u'{y) is the Jacobian matrix of u calculated at y). It follows that the flows 
(ft) of X and (gt) of Y are conjugate: 

gt = u~1 oft ou. 

We will denote the transformed vector field Y by u*X. Let us now specialize 
to the case where X = XH is a Hamilton vector field. We have: 

Proposition 23 Suppose that u is a diffeomorphism of phase space R™ x R™ 
such that the Jacobian matrix u' has the following property: at every z = (x,p) 

u'{z)TJu'{z) = u'(z) Ju'{z)T = J 

where the matrix J is defined by (2.55). Then U*XH = XU*H where u*H = 
H ou, and the flow of XU*H is thus (u _ 1 o ft o u) if (ft) is the flow of H. 

Proof. Let us prove that U*XH = XU*H- Setting K = H o u we have, 
by the chain rule: 

VZK = u'{z)TVzH o u 

and hence XK = JVZK is given by 

XK = u'(z)-1 JVZH ou = XU.H. 

That the flows of XJJ and XU»H are conjugate follows from the discussion 
preceding the statement of the proposition. • 
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2.2.4 The Suspended Hamiltonian Vector Field 

The solutions of Hamilton's equations determine curves 

in the extended phase space RJ x RJ x E ( . Hamilton's equations are trivially 
equivalent to 

-{x,p,t) = XH(x,p,t) (2.58) 

where XH is the so-called suspended Hamilton vector field 

XH = (Vpff, -VXH, 1) 

(cf. the Newton field (2.2)). The point in introducing the redundant variable 
t in (2.58) is that XJJ is a "true" vector field, to which we can apply to it the 
standard theory of autonomous (= time-independent) systems, whereas the 
ordinary Hamilton vector field 

XH = (VPH, -VXH) (2.59) 

is, in general, a family of vector fields indexed by time t. 
The projections of the integral curves 11—> (x(t),p(t),t) of XH on the 

ordinary phase space M™ x R™ are just the integral curves of XH- If we define, 
as is customary, the "flow" (ft) of XH by 

~ft{x,p)=XH{x,p) (2.60) 

then we will in general have ft°fv 7̂  ft+t', the equality ft°ft' = ft+v occurring 
only when H is time-independent. As opposed to this situation, the mappings 
ft defined by 

— ft(x,p,t) =XH(x,p,t) 

automatically satisfy the group property 

ft o fv = ft+v , ( / r 1 ) = / - t . (2.61) 

Definition 24 We will call the family (ft) the suspended flow determined by 
the Hamiltonian H. The associated time-dependent flow (ft,t') is then defined 
by the formula: 

(ft,t'(x',p'),t')= ft-t>(x',p',t'). (2.62) 
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The time-dependent flow has the following straightforward interpreta­
tion: ft,t' is the phase-space mapping that takes a point (x',p') in phase space 
at time t', to the point (x,p) at time t, the motion occurring along the solution 
curve to Hamilton equations passing through these two points. That is, if we 
keep t' fixed, the formula 

(x(t),p(t)) = ft,t>(x',p') 

defines functions 11—> x(t) and 11—> p(t) satisfying 

x = VpH(x(t),p(t),t) , p=-VxH{x(t),p(t),t) 

together with the initial conditions x(t') = x', p(t') — p'. Notice that the 
time-dependent flow defined by (2.62) is related to the suspended flow by the 
formula: 

ft(x',p',t') = (ft+t>,Ax',p'),t + t'). (2.63) 

The time-dependent flow enjoys a very important property, called the 
Chapman-Kolmogorov law, which shows that Hamiltonian motion is causal. 
That property is actually an immediate consequence of the definition of the 
flow, but we however state it as a theorem, because of its importance: 

Theorem 25 The mappings ft,v satisfy the Chapman-Kolmogorov law: 

ft,t> o ft>,t" = ft,t« , ( / t , t ' )_ 1 = ft'.t (2.64) 

for all times t,t' and t" (for which ft,r, etc., are defined). 

Proof. We leave it to the reader to check that Eq. (2.64) immediately 
follows from the definition (2.62) of ft,t

f together with the properties (2.61) of 
the suspended flow. • 

Before we proceed to examine the behavior of Hamilton's equations 
under Galilean transformations, we make the following useful remark, which 
relates the time-dependent flow to the flow determined by XH-

Remark 26 Suppose that the Hamiltonian H does not depend on time: H = 
H(x,p). Then ft,t' = ft-t'- In particular, ft,t> only depends on the time 
difference t — t'. 

Remark 27 In Theorem 13 we showed the equivalence 

[Newton's 2Td law] <̂ => iN fiB = 0. 

We can restate this property in terms of the suspended Hamiltonian vector field 
as 

[Newton's Td law] <̂ => i^H Q,H = 0. (2.65) 
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2.3 Galilean Covariance 

The Galilean group plays an essential role in both theoretical and practical 
considerations. For instance, a precise analysis of the cohomological properties 
of Gal{2>) allows one to justify mathematically the concept of "mass". (This 
fact was already observed by V. Bargmann [7].) The treatment of Galilean 
relativity we give here is rather sketchy; the study of what Newton's laws be­
come in accelerated frames is for instance totally ignored. We refer to Knudsen 
and Hjorth [83] for a discussion of that important topic; also see Mackey [96] 
(especially pages 189-190) for a review of the conceptual difficulties around the 
notion of motion. In our discussion of the Maxwell's principle we have been 
adopting a completely geocentric - one is tempted to say egocentric! - point 
of view. All our arguments were stated with respect to a "lab frame" whose 
origin O was implicitly identified by us with the "center of the Universe." 

Roughly speaking, the principle of Galilean relativity is the claim that 
no physical experiment whatsoever can distinguish a reference frame from an­
other moving uniformly with respect to it. Galilei, who already remarked in 
his book Dialogue Concerning The Two Chief World Systems that the laws of 
the physics were the same on earth as in a ship moving on a quiet sea, was 
probably the first to explicitly write down this principle. The mathematical 
object which allows one to make this principle rigorous is the Galilean group 
Gal(3). Let us begin by recalling the notion of inertial frame. 

2.3.1 Inertial Frames 

Until now we have been discussing the implications of Newton's second law. But 
what does Newton's first law say? It says that there exist coordinate systems, 
called in&rtial reference frames in which a body remains in rest, or in uniform 
motion, as long as no external forces act to change that state. Geocentric 
frames, for instance, are not inertial frames, because the Earth rotates: the 
Coriolis force deflects the movement of a free particle. In practice, one considers 
in physics that the heliocentric frames are, to a very good accuracy, inertial 
frames. (Heliocentric frames are frames whose origin is the center of the Sun, 
and with axes passing through three distinct fixed stars.) 

We now set out to find rules that allow us to relate observations per­
formed in different frames of reference. This means that we have to find "trans­
formation laws" for the positions and velocities, as well for the various vector 
fields previously introduced. Once this has been done, we will have to ex­
amine the behavior of Newton's laws and of the Lagrange form under these 
transformations. Specifically we ask the following question. 

Suppose that we have found that Newton's three first laws of 



Galilean Covariance 59 

mechanics hold true in some reference frame (0,x,y,z,t). Under 
which changes of frame (0,x,y,z,t) —> (O',x',y',z',t') do these 
laws remain true?" 

Equivalently: 

" What group of transformations of space-time changes an iner-
tial frame into another inertial frame ? Does this group act transi­
tively on the set of all inertial frames? That is, given two arbitrary 
inertial frames, can we find a transformation which takes the first 
into the second?" 

2.3.2 The Galilean Group Gal{3) 

Consider the four following types of space-time transformation, called Galilean 
transformations : 

(1) Time translations: 

gto:(r,t)^(r,t + t0) (2.66) 

(2) Space translations: 

gro:(r,t)^(r + r0,t) (2.67) 

(3) Velocity boosts: 

9l/0:(r,t)^(r + u0t,t) (2.68) 

(4) Space rotations: 

gR:(r,t)^(Rr,t) (R £ SO{3)) (2.69) 

Definition 28 The transformations (2.66)-(2.69) are invertible, and thus gen­
erate a group Gal(3), called the Galilean group. Every element of Gal(3) is 
thus, by definition, either one of the transformations (2.66)-(2.69), or a prod­
uct of such transformations. The action of g £ Gal(3) on space-time is given 
by the formula 

g(r,t) = (Rr + v0t + r0,t + to). (2.70) 
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We can moreover extend the action of Gal(3) into an action on state-
space, by setting 

5(r ,v ,*) = ( r ' , v ' , 0 

where r ' , v ' , i ' are defined by: 

( r ' = RT + v0 t + r0 

v' = Rv + vo 

t' = t + t0. 

It is practical to write this action in matrix form as: 

(2.71) 

(2.72) 

/ r ' \ 
v 
t' 

V1 / 

/ R 0 3 x 3 

03x3 R 
0 0 

\ 0 0 

vo 
03x1 

1 
0 

r o \ / r \ 
Vo 

to 
V 

t 

W 
(2.73) 

R 
0 
0 

v0 

i—
i 

0 

r o \ 
to 
1 / 

r 
' 

\ i 

(Ojxfe is the j x k zero matrix) or, if one only takes into account the action of 
Galilean transformations on space-time: 

(2.74) 

The composition of Galilean transformations is given in both cases by ordinary 
matrix multiplication, and Gal(3) is thus a 10-dimensional matrix Lie group. 

The translations (2.67), (2.68) together with the rotations (2.69) gen­
erate a subgroup Euc(3) of Gal(3), called the Euclidean group (it is the group 
of orientation preserving space isometries, in fact, the "semi-direct product" of 
the rotation and translation groups). 

We can extend the action of Gal(3) to many-particle systems. If g G 
Gal(3), we define (x',t') = g(x,t) by the formula 

g(ri,...,rN,t) = {r'1,...,T
,
N,t') 

where the new position vectors are obtained from the old ones by the formulas 

r'j = Rrj + v0t + r0 , t' — t +10 

for l<j<N. 
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Remark 29 As opposed to the case N = 1, the action of Gal{n) is not transi­
tive on N-particle states if N > 1. This is because the relative velocities of two 
particles in a physical system cannot be changed by a Galilean transformation. 

Let us now study the behavior of Newton's second law under the action 
of Gal(3). 

2.3.3 Galilean Covariance of Hamilton's Equations 

Newton's second law retains its form under Galilean transformations. This 
property is called the Galilean covariance of Newton's second law. In partic­
ular, Galilean transformations change any inertial frame into another inertial 
frame: 

Proposition 30 Newton's second law is covariant under the action defined by 
Eq. (2.73): if the equations of motion in a frame (0,x,y,z,t) are 

dr = vdt , mdw = Fdt (2.75) 

then they are 

dr' = v'dt' , mdv' = F'dt' , F' = RF (2.76) 

in the frame (O', x', y', z', t') obtained from (O, x, y, z, t) by Eq. (2.74). In par­
ticular, if g is of any of the types (2.66), (2.67) or (2.68), then F ' = F . 

Proof. Differentiating both sides of the first equation in (2.72) yields 

dr' = Rdr + v0dt = (Rv + v0) dt 

that is dr1 = v'dt' since dt = dt'. Inserting that value in the second equation 
(2.72), we get 

mdv' = mRdv = RFdt' 

which proves (2.76). • 

An apparent difficulty immediately arises when one wants to make 
the Galilean group act on the extended phase space: one has to incorporate 
mass in any "reasonable" definition of the transformation of momenta. The 
most "natural" definition is the following: suppose that we are dealing with a 
particle whose motion is obtained from Hamilton's equations for the Maxwell 
Hamiltonian 

H (r, P, t) = ±- (p - A (r, t)f + U (r, t). 
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Then we define the Galilean transformation gm of extended phase-space, which 
is induced by 

g : (r, v, t) >->• (Rr + v0t + r0, v + v0t). 

by the formula: 

gm : (r, p , t) >->• (Rr + v0 i + r0, Rp + mv0t +10). (2.77) 

The "naturality" of that definition comes from the fact that it is consistent 
with the Galilean covariance of Newton's second law (when there is no vector 
potential, Eq. (2.77) is immediate, because the momentum p is then simply 
"mass x velocity"). It can also be motivated on a purely mathematical basis. 
Suppose in fact that / is a change of variable in configuration space M". Iden­
tifying the corresponding phase space R™ x K™ with the "cotangent bundle" 
T*R™, we know from the theory of differential manifolds that the change of 
coordinates 

^*irnn 

induced by / is given by the formula 

f*(x,p) = (f(x),(f'(x)T)-1p). 

(/* is sometimes called a "Mathieu transform".) If we take n = 3 and / (r) = 
Rr, then the formula above yields 

f*(r,p) = (Rr,RP) 

since i ? _ 1 = RT, which "justifies" mathematically the definition (2.77) of gm. 

Propos i t ion 31 (1) Let 11-> (r(t),p(t)) be an integral curve of the suspended 
Hamilton vector field associated to H. The image by gm of that integral curve 
is an integral curve of the suspended Hamilton vector field associated to the 
compose H' = H o gm, that is 

H'(r,p,t) = ~(p-A'(T,p,t)f + U'(r,t) (2.78) 

with gauge defined by 

f A'(r, t) = R-1 [A(Rr + v 0 i + r0 , t + t0) - mv0] 
I (2.79) 
\U'(r,t) = U{Rv + 'v0t + ro,t + to). 
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(2) This property in fact characterizes Maxwell Hamiltonians : if the solutions 
of Hamilton's equations for a given function H transform according the law 

« n gm°u if H i-> H ogm (2.80) 

then H is necessarily a Maxwell Hamiltonian. 

Proof. (1) That the compose H' is given by Eq. (2.78) immediately 
follows from the identities 

(Rp + muo - A) 2 — (Rp + muo - A) • (Rp + mi/0 - A) 

= (RTRp + RTmv0 - RTA) • (Rp + mv0 - A) 

= (p + i T W o - R~lA)2 

(R is a rotation, hence RT — i? _ 1) . Setting z(t) = (r(t),p(t)), and hence u(t) 
= (z(t),t), Hamilton's equations for H are 

du = (J 06xl\ (VzH(u) 
dt ^0ix6 1 J \ 1 

Now, by the chain rule 

^(ffmou) =g'mu 

where the Jacobian g'm is the 7 x 7 matrix 

rJ _ ( R 06x1 \ p _ ( & ^3X3 
9m V°1X6 1 J ' V°3X3 R 

so that, in view of the obvious commutation relation 

R 0 \ (J Q\ (J 0 \ (R 0 
0 l)\0 l) \0 l)\0 1 

(we have dropped the subscripts for the zero matrices) we have 

d (J 0 \ (R 0 \ (VzH{u) 

But this is the same thing as 
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which proves (1), since this formula is equivalent to Hamilton's equations for 
H o gm. (2) Let us consider a Galilean transformation 

g : (r, v, i) M- (r + u0t + r0 , v + vQt). 

This has the effect of replacing the momentum p by p + mvo, and this imposes 
that the function H must satisfy the condition 

VPH (r, p + po, t) = VrH(r, p, t). 

Integration of these equations with "unknown" H leads, after a few straight­
forward calculations, to the existence of potentials A and U such that 

hence H is a Maxwell Hamiltonian, as claimed. • 

Remark 32 / / we take a closer look at the proof above, it appears that we have 
actually shown a sharper result: the only Hamiltonians for which the transfor­
mation law (2.80) holds for velocity boosts are precisely Maxwell Hamiltonians. 

Here is a simple illustration of Proposition 31: 

Example 33 The cart with a spring. Suppose that a point-like particle is 
attached to a spring, the other end of which is fixed on a massless cart that 
is being moved with uniform velocity VQ along a rectilinear rail. Let x be the 
position coordinate of the particle, the origin being chosen so that the cart passes 
through it a time t = 0. Taking both the mass of the particle and the spring 
constant equal to unity, the Hamilton function is 

H=1-(p2 + (x-vQt)2) 

and the solutions of Hamilton's equations are 

{ x = xo cos t + po sin t — v^t 

p= XQ sint + po cos t — vo-

If we instead take for origin the point of the cart to which the spring is attached, 
the new Hamiltonian is the time-independent function 

H> = \{p"+x>*) 
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and the solutions to Hamilton's equations for H' are 

{ x' = x'0 cos t + p'0 sin t 

p' — — x'Q sin t + p'0 cos t 

which are obtained from the (x,p) by the phase space translation x' = x — vot, 

P1 =p-po-

2.4 Constants of the Motion and Integrable Systems 

Here is a venerable topic from the theory of Hamiltonian systems (for appli­
cations to specific problems, see for instance [3, 50, 111], or any other book 
dealing with Hamiltonian mechanics). 

2.4-1 The Poisson Bracket 

Let F and G be two real functions of z = (x, p) and, possibly of time t. By 
definition, the Poisson bracket of these two functions is 

{F, G} = VPF • \/xG - V X F • VPG (2.81) 

(in some texts the opposite sign convention is chosen). The Poisson bracket is 
related to the symplectic form fl by the simple formula 

{F,G} = Cl(XF,XG). (2.82) 

where XF and XQ are the "Hamilton fields" associated with F and G: 

XF = (VPF,-VXF) , XG = (VPG,-VXG). 

The Poisson bracket is obviously antisymmetric: 

{F,G} = -{G,F} 

and linear: 

j{XF,G} = X{F,G} (ASM) 

{{F,G + H} = {F,G} + {F,H}. 

It satisfies, moreover, the so-called Jacobi identity: 

{{F, G},H} + {{G, H},F} + {{H, F},G} = 0. 

Poisson brackets are useful when one wants to study the constants of 
motion of Hamiltonian systems: 
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2.4-2 Constants of the Motion and Liouville's Equation 

Let H be a time-dependent Hamiltonian (not necessarily of Maxwell type), and 
(ft,f) its time-dependent flow. 

Definition 34 A function F = F(x,p,t) is called a constant of the motion 
for H if it is constant along each extended-phase space trajectory determined 
by Hamilton's equations, that is, if 

F(ft(x',p',t') = F(x',p',t') (2.83) 

for all (x',p',t') and all t. 

Setting z' = (x',p'), z = ft,t'(z') condition (2.83) is equivalent to the 
relation 

±F(z,t)=0 

which we can rewrite, using the chain rule, as 

dF 
— (z,t) + yxF(z,t) • x + VpF{z,t)-p = 0. 

Since x = VPH and p = —VXH, this can in turn be written, using Poisson 
brackets, as: 

dF 
— + {F,H} = 0. (2.84) 

This equation is widely known the literature as Liouville's equation. Observe 
that when F is time-independent, then Liouville's equation reduces to 

{F, H} = 0. (2.85) 

We will come back to these conditions in a while, but let us first study two 
examples: the angular momentum and the energy. 

Example 35 Angular momentum and central force fields. Consider a 
single particle with mass m in three dimensional configuration space placed in 
a scalar potential field. By definition, the angular momentum of that particle 
with respect to the origin is the vector product 

£ = r x p = m ( r x r ) . (2.86) 
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We have, since r x r = 0: 

d „ . ... 
—£ = ra(r x r) 
dt 

so that L is a constant of the motion if and only if r x f = 0, that is if 
the acceleration vector is colinear with the position vector. This happens, for 
instance, when the potential is of the type U = / ( | r | ) , because in this case 

mr = - V r ^ = / ,(r) i £r-
lrl 

The result generalizes without difficulty to many-particle systems by defining 
the total angular momentum as being the sum of the individual angular mo­
menta: 

N 

c = Y. r>x p j ; • 

Let us briefly discuss the notion of energy. By definition, the energy 
of a system with Maxwell Hamiltonian 

is the value of H along the phase space curve followed by that system. The 
notion of energy is thus gauge-dependent, and has no absolute meaning what­
soever. Even worse, for a given gauge, the value of the energy is not Galilean 
invariant, so that in one inertial frame it can be conserved, while it is not in an­
other! Here is typical example of such a situation (it is taken from Goldstein's 
book [50]): 

Example 36 The cart with a spring revisited. We consider again the 
device "cart with a spring" of Example 33 above. The Hamiltonian 

H=^ + t(x-vot)2. 

Calculating the solutions of Hamilton equations for H, we get the following 
value for the energy: 

#(*) = 9 ( P ( ° ) 2 +vo + ^C0)2) + "o(p(0) cos* - z(0) sin*). 
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The energy of the particle-cart system is thus not constant. If we choose instead 
the time-independent Hamiltonian 

ri2 k 
H' = ?- + -x'2 

2 2 
we get this time the constant value 

E' = \(p'{0)2 + x'(0)2). 

The different values for the energy that we have obtained can be interpreted as 
follows: in the first case, the observer is sitting along the track at the point O 
chosen as origin. The energy that observer measures is the variable quantity 
E(t), because according to Newton's first law energy has to "flow into and out 
of" the system to keep the cart moving with uniform velocity against the reaction 
of the oscillating mass. In the second situation, the Hamiltonian corresponds to 
an observer sitting in the cart and who just observes a plain harmonic oscillator 
whose energy is constant, and equal to E'. 

2.4.3 Constants of the Motion in Involution 

We now assume that F, G, H,... are time-independent constants of the motion. 
We say that F and G are in involution if their Poisson bracket is zero: 

{F,G} = 0 

that is: 

V P F • VXG - VPG • V X F = 0. 

In view of Eq. (2.82) this is equivalent to saying that 

n(xF,xG) = o. 
We will say that n constants F\,...,Fn of the motion are independent if the 
gradients VzFj are linearly independent functions: 

n 

] T ^jVzFj = 0 => \j:= 0 (1 < j < n). 

That condition is equivalent to 
n 

Y2XJXi =0=>\j=0 (1 < j < n) 
where we have set X\ = Xp1,..., X\ = Xpn because Xj = JVzFj. 

Let us define the notion of Liouville integrable system: 
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Definition 37 A system with Hamiltonian H defined on R™ x R™ x Rt is said 
to be Liouville integrable (or: completely integrable) if it has n independent 
constants of the motion Fi,...,Fn in involution. 

The Hamiltonian H actually can never have more than n independent 
constants of the motions in involution. For such Hamiltonians, the level sets 
of the n constants of the motion determine (except for exceptional values) a 
manifold which is topologically of a very special type. In fact (see, e.g., Arnold 
[3], §49, or Hofer-Zehnder [76], Appendix A.2): 

Proposition 38 Let H be a time-independent integrable Hamiltonian (H is 
thus itself one of the constants of the motion, say H = F\). The set Vf defined 
by the equations 

Fj(x,p) = fj (l<j<n) (2.87) 

is, when non-empty, a submanifold o/R™ x R™ for almost all f = (/i , ...,fn). 
When it is connected, that manifold Vf can be transformed, using a convenient 
diffeomorphism, to a product of k circles (0 < k < n) and n — k straight lines. 

(One can actually prove that the diffeomorphism in question moreover 
has the property that its Jacobian matrix is symplectic at every point; this can 
be rephased by saying that the diffeomorphism is a symplectomorphism: see 
next Chapter.) 

It follows from Proposition 38 that when the manifold V = Vf defined 
by the equations (2.87) is compact and connected, then it is basically the torus 
Tn = (S1) . Let us illustrate this with a school-book example where one 
effectively has such an "invariant torus": 

Example 39 The n-dimensional harmonic oscillator. Consider the Hamil­
tonian 

H=\(p2 + x2) 

where p = (p!,...,pn) and x = (xi,...,xn). The solution of the associated 
equations of motion are 

{ Xj = x'j cos t + p'j sin t 

Pj = —x'j sin t + p'j cos t 

(I < j < n) where the x'j and p'j are the initial position and momentum coor­
dinates. The n functions 

Hj(x,P) = -(p* + x2
j) 
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are obviously independent constants of the motion; they are also pairwise in 
involution, since 

[H Hk}=jrdHj dHk dHj dHk 

is always equal to zero. Proposition 38 thus applies, and one sees in fact that 
the sets 

are circles with radius y/2Ej (when all Ej > 0). 

The following elementary example shows that one can as well obtain a 
product of circles and straight lines (here, a cylinder): 

Example 40 The "tired" harmonic oscillator. We consider here the 
Hamiltonian 

1 
2 ^ ' ryl ' 2' 

H=-(pl+pl) + 

The solutions of Hamilton's equations are here 

{ x = x' cos t + p'x sin t , px — — x' sin t + p'x cos t 

y = p'yt + y' , py = p'y-

The functions 

Hx = \(pl+x*) , Hy = \Pl 

are again independent constants of the motion in involution. The set V defined 
by the equations Hx = Ex, Hy = Ey is the product of a circle with radius \fE^ 
and of two half-lines (the energy shells (— surfaces of constant energy) of H 
are in general not connected). 

2.5 Liouville's Equation and Statistical Mechanics 

We have studied until now Hamiltonian mechanics for finite systems of distin­
guishable particles. This means that we have been able, at least in principle, to 
follow each individual trajectory in phase space, we have thus being implicitly 
using what Dubin et al. [35] call: 
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The Principle of Complete Knowledge: All classical ob-
servables have a definite value at every point of phase space, and in 
principle these values may all be known simultaneously, with com­
plete accuracy and without altering the state. 

Suppose now that the number N of particles is a "very large" number, 
so large that it would be a hopeless task to keep track of each particle indi­
vidually. What one can do, however, is to make measurements about average 
properties of certain quantities. This leads to the consideration of "particle 
densities" and probabilities, which one studies by using statistical methods. It 
turns out that the same procedure is used for the experimental study of a small 
number non-interacting particles (or even of a single particle). This is because 
the only physical knowledge we can have of any "real" system is the result of 
measurements, which are essentially intervals of numbers: it does not make 
sense, for instance, to claim that the observation of a particle moving continu­
ously on the a;-axis has led to a position measurement which was exactly \/2: 
no experiment can ever be performed in such a way that we could embrace in­
finitely many decimals at once. What one does in these cases, is to examine the 
properties of "statistical ensembles", i.e., of large numbers of ideally identical 
systems, and to treat the data thus obtained again by probabilistic and statis­
tical methods. For instance, suppose we want to describe the motion of a single 
particle, perhaps under the action of some field. To obtain maximum precision, 
we must perform a great number of measurements of position and velocity, on 
similar particles, and this under conditions being ideally kept identical. We 
can then represent the results of our position and velocity measurements as a 
swarm of points in phase space, to which one can apply statistical methods. (It 
is a postulate of classical mechanics that this procedure will lead to an accurate 
description of "Reality".) Furthermore, if the number of observations is very 
large, we can approximate this swarm of points with a "fluid" in phase space. 
We can thus speak about the average density of that fluid: it is the average 
number of points per unit volume in phase space. We thus picture the fluid as 
a continuous system, i.e., we identify the swarm of points with a fluid having 
a continuously differentiable density p(x,p,t) at the point (x,p) at time t. 

2.5.1 Liouville's Condition 

Now, a fundamental postulate of classical statistical Mechanics is that along 
each trajectory from t i—> z(t) followed by a "particle" of the "fluid", the 
density function p satisfies 

—p{z(t),t)=0 ("Liouville's condition"). (2.88) 
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The idea of introducing probability densities in phase space is due to J.W. 
Gibbs (6.1839); see [48]. Gibbs called the Liouville condition the principle 
of density in phase. Following this principle, classical statistical mechanics 
becomes a theory in which the motion of particles (or systems) is deterministic, 
but unpredictable individually: the particles move in phase space as if they 
constituted an incompressible fluid of varying density. Note that conservation of 
volume does not, however, mean conservation of shape; this was called by Gibbs 
the principle of extension in phase. We will discuss thoroughly these notions 
in next Chapter, in connection with Gromov's non-squeezing property. 

Liouville's condition can be motivated and justified heuristically in 
two different ways. We begin with a classical "particle counting" argument. 
Consider at time t = 0 a small volume T> in phase space surrounding some 
given point-like particle. The boundary dV of T> is formed by some surface 
of neighboring particles. In the course of time, the measure of the volume 
will remain constant in view of Liouville's theorem, although the volume V 
itself will be moved and distorted. Now, any particle inside T> must remain 
inside V: if some particle were to cross the boundary of V it would occupy at 
some time the same position in phase space as one the particles defining dV. 
Since the subsequent motion of any particle is entirely and uniquely determined 
by its location in phase space at a given time, the two particles would then 
travel together from there on, but this is absurd, and the particle can thus 
never leave V. Reversing the argument, we also find that no particle can ever 
enter T>, so that the total number of particles within V must remain constant. 
Summarizing, both the measure of the volume and the number of particles 
are constant, and so is thus the density, as claimed. Consequently Liouville's 
condition (2.88) must hold. 

A second possible interpretation of Liouville's condition is of proba­
bilistic nature. Assume that the total mass 

m= I p(z,t)dnz 

is non-zero and finite. Dividing p by m, we can thus assume that the normal­
ization condition 

fp(z,t)dnz = l (2.89) 

holds for all t, and this allows us to view p as a probability density. In fact, 
if we consider, as in the argument above, an "infinitesimal volume" T> with 
measure AV around the point z, then p(z, 0)AV will be the probability of 
finding a given particle inside ft. But the probability of finding that particle in 
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the image Vt of V by the flow z \—> z{t) is then 

p(z{t),t)AVt = p(z, 0)AV (2.90) 

and since AVj = AV because volume is preserved, we must have 

p(z(t),t) = p(z,0) (2.91) 

which is just Liouville's condition. 

We see that, either way, Liouville's condition (2.88) appears to be a 
conservation law: no particles in phase space can be created or destroyed in 
classical statistical mechanics. Noticing that the time evolution of individual 
particles of the fluid is governed by Hamilton's equations, it follows that Liou­
ville's condition is equivalent to the equation 

^ + {H,p} = 0 (2.92) 

since (2.91) means that p is a constant of the motion. 

2.5.2 Marginal Probabilities 

If we interpret p as a probability density, it makes sense to try to define its 
marginal probability densities in both position and momentum space. We will 
see that the evolution of these marginal densities is governed by "continuity 
equations" familiar from Fluid Mechanics. In what follows, H will be a Maxwell 
Hamiltonian in n dimensions: 

We assume that the normalization condition 

f p0(z)d2nz = l 

holds, and denote by p = p(z, t) the solution of Liouville's equation with initial 
condition p0. In view of Eq. (2.91) that solution satisfies p(z(t),t) = po(z), 
that is, p(z,t) = po(z(-t)) (here z(t) = (x(t),p(t)) is the solution of Hamilton's 
equation 

x = VpH , p=-VxH 
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with z(0) = z). It follows that we have 

/ P(z,t)d l2nz = 1 

for all t (this relation expresses the fact that the particle must be "somewhere" 
in phase space). 

Proposition 41 Assume that po is compactly supported or, more generally, 
belongs to the Schwartz space <S(M^n). Then, the marginal probability densities 

px(x,t)= / p{z,t)cTp , pP(x,t)= J p(z,t)(rx (2. 93) 

satisfy the continuity equations: 

^+div(pxvx) = 0 , ^+dw(pPvP) (2.94) 

where the velocity fields Vx and vp are defined by: 

jvxPx(x,t) = J VpH{z, t)p{z, t) dnp 

\ vppP(x,t) = -JVxH{z,t)p(z,t) dnx. 
(2.95) 

Proof. Differentiating the expression of px in (2.93) we have, taking 
Liouville's equation into account: 

dpx 
3t 

j{VpH • VxP) dnp + j{S/xH • Vpp) dnp. (2.96) 

The first integral in the right-hand side of this equation consists of the sum 
from j = 1 to j = n of terms 

Integrating by parts, the second integral consists of a sum of terms: 

P=+oo - g2H 

3 Jp~ — oo J dpjdpj P [dxj
P\p=_oo J dxjdp/ 

that is, since p vanishes at infinity: 

f dH dp jn If dAj 
J dpj dpj m-j J dxj 
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Inserting these expressions in (2.96), we get 

dpx = E [~Jw^-A^ at 
dn

P 

which is the continuity equation for px- That the momentum marginal density 
p-y satisfies the second continuity equation in (2.94) is proven exactly in the 
same way; the details of the calculations are left to the reader. • 

2.5.3 Distributional Densities: An Example 

The results above can be extended without too many technical difficulties to 
"distribution-valued" densities in phase space. Consider, as an illustration, the 
case where we have a phase space density "concentrated" on an n-dimensional 
submanifold V of M™ x M™ given by n equations 

5 $ 0 ( \ i ^ ^ 

Pi = 3^7 w > 1<J <n 

where $o is some smooth function of the position variables x\,...,xn. (We 
will see in Chapter 4 that V is the archetypical example of a "Lagrangian 
manifold".) We assume that the initial phase space density is of the type 

Po(x, P) = f{x)S(p - Vx$0(x)) (2.97) 

where / is a smooth function (which is assumed to decay rapidly at infinity), 
and S is Dirac's distribution. We demand that po be normalized, in the sense 
that 

/ • 

f(x)5(p - Va,$o(aO)dn*dnP = 1-

This condition is equivalent to 

J f(x) [5(p - Vx$0(x))dnp] dnx = 1 

and hence to 

' f{x)dnx = 1. 
/ • 

(If the reader does not find that our calculations are rigorous enough, he can fill 
in the gaps by replacing the integrals by distributional brackets (•, •).) Solving 
Liouville's equation with the initial condition po, we find that 

p(x,p,t) = f(x{-t))S(p(-t) - V x $ 0 (z(-*)) ) 
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which we can write in the form 

p(x, p, t) = p(x, t)5(p - V x $(x , t)) 

where p(x,t) = /(x(—£)) and $(x, t) is the solution of Hamilton-Jacobi's equa­
tion 

— +H(x,Vx$,t)=0 , $ ( x , 0 ) = $ 0 ( z ) . 

(That 6{p(-t) - Vx$0(x(-t))) = 5(p- Vx$(x,t)) follows from the Hamilton-
Jacobi theory.) Let us now apply Proposition 41 to p; the marginal density px 
is a solution of the first equation (2.94), the velocity field being determined by 

vxA^t)px{x,t) = - J - [Pjf(x(-t))6(p-Vx$(x,t))dnp. 
rrij j 

Since we have, by the properties of the Dirac distribution, 

PjS(p- Vx*(i,*)) = —{x,t)5(p-Vx*(x,t)) 

it follows that 

1 d $ 
vx,j{x,t)px{x,t) = — -—(x , t ) f ( x ( - t ) ) 

rrij axj 

= —•K—(.x,t)p{x,t). 
rrij OXJ 

On the other hand, a direct calculation yields 

Px(x,t) = J f(x(-t))5(p - Vx$(x,t))cTp = f(x(-t)) 

so we finally have 

1 d $ 
vXtj(x,t) = — — (x,t) (2.98) 

rrij OXJ 

and the equation satisfied by the marginal density px satisfies again the con­
tinuity equation (2.94): 

—j- + div(pxvx) = 0 

the velocity field being given by formula (2.98). 



Chapter 3 
THE SYMPLECTIC GROUP 

Summary 42 Symplectic matrices form a connected Lie group. Hamiltonian 
flows consist of symplectomorphisms. Gromov's theorem shows that Hamilto­
nian flows preserve symplectic capacities. This leads to a topological version 
of Heisenberg's uncertainty principle in classical mechanics. It also leads to a 
topological quantization of phase space in cells, and to the Maslov quantization 
of Lagrangian manifolds. 

This Chapter is devoted to a thorough of the properties of the 
symplectic group Sp(n). The importance of that group not only comes from 
the fact that it is the symmetry group of Hamiltonian mechanics, but also 
from one of its topological properties, discovered in 1985. That property - the 
Gromov non-squeezing theorem, alias the principle of the symplectic camel -
says that the action of symplectic transformations on phase space has a "rigid­
ity" that fundamentally distinguishes them from arbitrary volume-preserving 
mappings. (In particular, an arbitrary volume-preserving diffeomorphism can­
not be approximated by a sequence of symplectic mappings.) The principle 
of the symplectic camel actually leads to a topological version of Heisenberg's 
uncertainty principle in classical mechanics] 

3.1 Symplectic Matrices and Sp(n) 

We will work with real 2n x 2n matrices written in "block form" 

- ( C D ) <-> 

where each of the entries A, B, C, D is an n x n matrix. The transpose of s is: 

sT=(il %). (3.2) 
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Recall (formula (2.55)) that the matrix J is denned by: 

where 0 = 0nxn and I = Inxn, and that we have det J = 1. 

Definition 43 We will say that the matrix s is symplectic if 

sTJs = sJsT = J . (3.3) 

(The conditions sJs = J and sTJs = J are equivalent, so it suffices to verify 
one of them.) 

The matrix J is itself obviously symplectic, and so is the identity ma­
trix. Note that it immediately follows from Eq. (3.3) that a symplectic matrix 
has determinant ± 1 , and is hence invertible. We will see later on that sym­
plectic matrices actually always have determinant +1 : 

s symplectic ==> dets = + 1 . 

A straightforward calculation, using (3.3) and the invertibility of s, 
shows that a matrix (3.1) is symplectic if and only if any of the three sets of 
equivalent conditions below holds: 

' ATC, DTB symmetric, ATD - CTB = I 

< ABT, CDT symmetric, ADT - BCT = I (3.4) 

w DCT, ABT symmetric, DAT - CBT = I. 

It follows, in particular, that the inverse of a symplectic matrix (3.1) is given 

by 

The conditions (3.3) can be expressed in terms of the standard sym­
plectic form on R£ x R£: 

Definition 44 The standard symplectic form on phase space R2n E RJ x K^ 
is the antisymmetric bilinear form defined by 

f2(z, z') = -zTJz' = z'TJz (3.6) 
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(z and z' being written as column vectors). If z = (x,p), z' — (x',p') we thus 
have 

n(x,p;x',p') = p • x' — p' • x 

where the dot • denotes the standard scalar product of vectors in K2. 

The number Q(z, z') is called the symplectic product (or skew-product) 
of the vectors z and z'. The symplectic product has the following immediate 
interpretation in the language of differential forms: il(z, z') is the value on 
(z, z') of the 2-form 

dp Adx = dpi A dx\ + • • • + dpn A dxn. 

We will denote that 2-form by fi. 
Observe that when n = 1 the number fi(z, z') is just minus the de­

terminant of the vectors z and z' : il(z, z') = — det(z, z'). In the general case 
Cl(z,z') can be expressed, using determinants, as 

n 

il(x,p;x',p') = -"^2 
3 = 1 

Remark 45 In many texts the opposite sign convention is used; formula (3.6) 
should then be replaced by il(z,z') = —zJz'T. The reason for our choice of 
sign is that it immediately identifies $7 with the exterior derivative of the action 
form pdx: 

SI = d(pdx) = dp Adx. 

Since the condition sTJs = J is equivalent to (sz)T J(sz') = zTJz' for 
all z, z', a 2n x 2n matrix s is symplectic if and only if we have 

£l(sz,sz') = n(z,z') (3.7) 

for all vectors z, z' in R£ x R£. In terms of the differential form Q, = dp Adx this 
can be written s*Q, = O, where the star * denotes the "pull-back" of differential 
forms by mappings. 

Exactly as Euclidean geometry is the study of orthogonal transforma­
tions, that is, of transformations which preserve the scalar product, symplectic 
geometry is the study of the transformations preserving the symplectic prod­
uct. In spite of this similarity, both geometries are fundamentally different. One 
proves for instance, using a famous theorem due to Darboux (see [3, 76, 94]), 
that all symplectic manifolds are locally identical to the standard symplectic 

X-i "J ~3 

Pi P'i 
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space, and hence "flat". This is of course in strong contrast with what happens 
with Riemannian manifolds, which are not all locally identical (they can have 
different curvatures). See Gotay and Isenberg's paper [62] for a discussion of 
the deep differences between Riemannian and symplectic geometry. 

The inverse of a symplectic matrix s is also symplectic, since the con­
dition sTJs = J is equivalent to s~1J(s~1)T — J (and the inverse of s is given 
by Eq. (3.5)). If two matrices s and s' are symplectic, then so is their product 
ss': by repeated use (3.3) we have 

(ss')J(ss')T = s{s'Js'T)sT = sJsT = J. 

The identity matrix being trivially symplectic, it follows that the set of all 
symplectic matrices is a multiplicative group. 

Definition 46 The group of all symplectic 2n x 2n matrices is denoted by 
Sp(n), and is called the symplectic group. 

We will identify without etats d'dme symplectic matrices and the linear 
transformations of phase space they represent (this amounts to choose once for 
all the canonical basis of RJ x R™ to represent matrices). 

3.2 Symplectic Invariance of Hamiltonian Flows 

Let H be a general Maxwell Hamiltonian 

n 1 

H = YT: (Pj-Ajf + U 

where the potentials A = (A\(x, t),..., An(x, t)) and U = U(x, t) are allowed to 
be time dependent. Recall that such a Hamiltonian is written, with the usual 
abuse of notation: 

H-^lp-Af + U 

where m is the mass matrix. If H is not a quadratic polyomial in the position 
and momentum variables, then the associated flow (ft,r) is not linear, and does 
therefore not consist of symplectic matrices. However, the Jacobian matrix of 
each of the ft<f, calculated at every point z = (x,p), is symplectic. Before we 
prove this fundamental property, let us introduce some notations that will be 
used without further comment in the rest of this book. 



Symplectic Invariance of Hamiltonian Flows 81 

3.2.1 Notations and Terminology 

We will usually denote "initial" points in phase space by (x',p') and "final" 
points by (x,p). This is of course totally consistent with the notation (ft,?) for 
the time-dependent flow, since we have: 

(x,p) = ft,?(x',p') 

where the points (x',p') and (x,p) are thus the position of the system described 
by H at times t' and t, respectively. Allowing (x',p') to be variable, we can 
view the "final" point (x,p) as being a function the "initial" point (x',p'). 
Setting z' = (x',p') and z = (x,p) we denote by st,?(z') the Jacobian matrix 
of ft,? calculated at z'\ 

st,?(z')=f't,?(z') (3-8) 

that is: 

, dz d(x,p) 

dz> d(x',p')' 

The matrix st,? (z1) can be written in block-matrix form as 

( dx dx \ 

dx' dp' J 

where dx/dx' is the Jacobian matrix of the mapping x' i—> x, and so on. 
Obviously st,t(z) is the identity matrix for all values of z and t. 

We will see that st,?(z) is symplectic for each z, and express this prop­
erty by saying that the ft,? are symplectomorphisms. (One also says: canonical 
transformations, especially in the physical literature.) More generally, every 
mapping / : R£ x R™ —> R" x R™ whose Jacobian is symplectic everywhere is 
called a symplectomorphism. 

3.2.2 Proof of the Symplectic Invariance of Hamiltonian Flows 

We begin by proving a technical lemma, which shows that the mappings 11—> 
St,?(z') satisfy a simple differential equation: 

Lemma 47 For fixed z'and t' set s(t) = St,?(z'). The matrix function s(t) 
satisfies the differential equation 

s(t) = JH" (s(t),t)s(t) (3.9) 
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where 

= ( d2H \ 

is the matrix of second derivatives of H. 

Proof. For notational simplicity we give the proof in the case n = 1. 
We have, by definition 

( dx dx \ % I 
dx' dp' J 

and hence 

( dx dx \ 

%_%.)• (3-10) 

dx' dp' J 
Using the chain rule, and taking Hamilton's equations into account, we have 

dx _ d2H dx d2H dp 
dx' dxdpdx' dp2 dx' 

and similar equalities for the other entries in the matrix (3.10). It follows that 

( d2H d2H \ / dx_ dx \ 

dxdp dp2 1 I dx' dp' I 
_d2H _d^H_ I M. & 1 

~bl? dpdx J \ dx' dp' ) 
which is the same thing as Eq. (3.9). • 

That the matrices s(t) = st,t'(z') are symplectic readily follows: 
Theorem 48 The Jacobian matrix stji{z') of ft,t'(z') is symplectic at every 
point z' = (x',p'): st,t'(z') e Sp(n). 

Proof. By definition of Sp(n), we have to show that the matrix s(t) = 
St,t'(z') satisfies the condition 

s(t)TJs(t) = J. (3.11) 

It suffices in fact to show that M(t) = s(t)T J s{t) is constant, because we will 
then have M(t) = M(t') = J, which is Eq. (3.11), since s(0) = / . Calculating 
the derivative of M{t) we get, using the product rule and (3.9): 

M = (s)TJs + sTJs = sTH"s - sTH"s = 0 

as claimed. • 
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3.2.3 Another Proof of the Symplectic Invariance of Flows* 

Recall from Remark 27 that the contraction of the differential (in = d\n of 
the Poincare-Cartan form with the suspended vector field XH is zero: 

iklI &H = 0. (3.12) 

Let now C - QH be the Lie derivative of f2# in the direction of the field XH , 
XH 

that is 

£ nH = hm . 
XH t->0 t 

In view of Cartan's homotopy formula, we have 

^xH^H = ixH
d^'H + dix„ &H, 

and hence dfljf = 0 since tin = dXn- Taking Eq. (3.12) into account, we have 
£•* QH — 0, which implies that 

XH 

(ft)*ClH = nH + a (3.13) 

where a is a constant form. Setting t = 0, we see that in fact a = 0, and hence 

(/M0*n = « (3.i4) 

which means that the Jacobian matrix / t ' t,(zo) is symplectic at every point zo 
where it is defined: 

Sl(flit,(zo)z,fliA*o)z') = n(z,z') 

for all z, z'. This is the same as saying that fttf is a symplectomorphism. 

3.3 The Properties of Sp(n) 

We already mentioned that a symplectic matrix always has determinant + 1 . 
Let us prove this. 

Proposition 49 Every symplectic matrix has determinant +1 : 

Sp{n) c S£{2n,R). 
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Proof. We are going to prove this by a topological argument. (An 
alternative proof, using the generators of Sp(n) will be given later.) The re­
striction of the determinant function to Sp(n) is a continuous function, which 
can only take the two values +1 and — 1. It is thus a locally constant func­
tion. It turns out that Sp(n) is a connected Lie group (this will be established 
below). It follows that the determinant is actually constant Sp(n), and equal 
either +1 or —1. Taking s = I, we have in fact det(s) = d e t / = 1 for all s. m 

Notice that since a 2 x 2 matrix with determinant one automatically is 
symplectic, we have, as already pointed out above Sp(l) = S£(2,R). However, 
as soon as n > 1, Sp(n) never coincides with S£(2n,R): in the general case 
Sp(n) £ S£(2n,R). (We will use a "dimension count" argument in a moment 
to calculate the size of the "deviation".) 

3.3.1 The Subgroups U(n) and 0(n) of Sp{n) 

The complex unitary group U(n, C) and its subgroup, the real orthogonal group 
0(n, R) can be identified with subgroups of Sp(n). This is done as follows: let 
R = A + iB {A and B real) be an n x n matrix. The condition Re U(n, C) 
means that RR* = R*R = / , and this is equivalent to the sets of equivalent 
conditions 

f ATA + BTB = I and ABT = BAT 

i (3.15) 
\ AAT + BBT = / and ATB = BTA. 

It follows, using any of the formulas (3.4), that 

is symplectic. If, conversely, a matrix of the type (3.16) is symplectic, then A 
and B must satisfy the relations (3.15), and R = A + iB must then be unitary. 

The set of all symplectic matrices (3.16) is a subgroup of Sp(n); that 
subgroup is denoted by U(n). The orthogonal subgroup 0(n,R) of U(n,C) is 
also identified with a subgroup of Sp(n). That subgroup, which we denote by 
0(n), consists of all matrices 

A 0 
0 A 

AAT = ATA = I. (3.17) 

The groups U(n) and 0(n) will be called the unitary and orthogonal subgroups 
of Sp(n), respectively. 
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Proposition 50 The elements ofU(n) are the only symplectic transformations 
that are at the same time rotations: 

Sp(n)nO(2n,R) = U(n). (3.18) 

Proof. Let us first show that U(n) C Sp(n) n 0(2n,R). The inverse 
of r 6 U(n) is rT and hence r € 0(2n,R), so that r € 5p(n) n 0(2ra,R). 
Conversely, let r be an orthogonal symplectic matrix. Then Jr = r J , and 
one checks that r is a block matrix (3.16) whose entries satisfy the conditions 
(3.15). • 

3.3.2 The Lie Algebra sp(n) 

We have seen that the flow determined by a (homogeneous) quadratic Hamilto-
nian is given by St = exp(iX) where X is given by Eq. (3.28). These matrices 
are not arbitrary 2n x 2n matrices: we see, by simple inspection, that their 
off-diagonal blocks are both symmetric, and that the transpose of any of the 
two diagonal blocks is equal to the other, up to their sign. These properties are 
in fact characteristic of the elements of the Lie algebra sp(n) of the symplectic 
group Sp(n), which we study now. 

The Lie algebra sp(n) consists of all matrices X such that etx € Sp(n) 
for all t e K. In view of Definition 43 of a symplectic matrix, we thus have 

X € sp{n) <=> etxT Jetx = J 

for all real numbers t. Differentiating both sides of this equality, we get 

etxT(XTJ + JX)etx = 0 

and hence XT J + JX = 0. Conversely, if this equality holds, then etx Jetx 

must be a constant matrix; choosing t = 0, that matrix must be J. We have 
thus proven that 

X e *p(n) <̂ => XTJ + JX = 0 ; (3.19) 

since the transpose of J is —J, this equivalence can be rewritten as 

X e sp(n) <=> JX = (JX)T. (3.20) 

Summarizing: 

Proposition 51 The Lie algebra sp(n) of the symplectic group Sp(n) consists 
of all matrices 

x = { " -OF) > P = PT*'y = 'yT- (3-21) 
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In particular, the Lie algebra sp(l) = sl(2, M.) consists of all real 2 x 2 matrices 
with trace equal to zero. 

We have a one-to-one correspondence between quadratic polynomials 
in x,p, and elements of the Lie algebra Sp(n). It is easy to make this corre­
spondence explicit: suppose that we write if as a polynomial in x,p: 

H =-ap2 + {3x • p +->yx2 (3.22) 

where the matrices a and 7 are symmetric; the associated Hamilton system is 

x = fix + ap , p = —72; — pTp 

and its solution is z(t) = exp(tX)z(0) where X is given by Eq. (3.21). 

Remark 52 This does not mean, of course, that the one-parameter subgroups 

of Sp{n) cover Sp(n) (this would be true if Sp(n) were compact). For instance, 

one checks that the matrix 

never is of the form ex and hence, in particular, no Hamiltonian flow (ft) 
"passes through" s. (See Frankel [46], page 407.) 

3.3.3 Sp(n) as a Lie Group 

It turns out that the Sp(n) is in fact one of the "classical Lie groups", that 
is, it is a closed subgroup of Gl(2n, R). It is closed, because it is defined by a 
condition of the type 

s € Sp(n) <=>• f(s) = 0 

where / is a continuous function G£(2n, R) —> K, here the function f(s) = 
sTJs — J. More precisely: 

Proposition 53 The symplectic group Spin) is a connected Lie group with 
dimension n(2n + 1); in fact 

Sp(n) ~ U(n) x R"("+ 1)/2 . (3.23) 

(The symbol ~ means "homeomorphic to".) 
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Proof. The homeomorphism (3.23) can be explicitly constructed by 
using for instance the polar decomposition theorem for elements of G£(2n, R) 
(see, e.g., [66, 67, 102]). One can also note that since U(n) is a maximal com­
pact subgroup of Sp(n) (see the references above), the result then follows from 
a deep theorem of E. Cartan, which says that an "algebraic" Lie group is home-
omorphic to the product of any of its maximal compact subgroup (they are all 
conjugate, and hence homeomorphic), and an Euclidean space (see any text­
book on the theory of Lie groups, for instance [102], §3.5). The connectedness 
of Sp(n) immediately follows from (3.23) since both U(n) and R"("+1)/2 are 
connected. That Sp(n) has dimension n(2n + 1) follows by dimension count. 
We can however give two conceptually simpler proofs of this fact. Writing 
X € 5p(n) in the form (3.21) such a matrix can be parameterized by the n2 

arbitrary entries of a plus the 

n(n + l ) /2 + n(n + l ) /2 = n(n + 1) 

arbitrary entries of the symmetric matrices (3 and 7. Hence 

dim5p(n) = n2 + n(n + 1) = n(2n + 1). 

Since, as manifolds, a connected Lie group and its Lie algebra have the same 
dimension, Sp(n) is thus an n(2n + l)-dimensional Lie group, as claimed. • 

Remark 54 Here is a direct proof of the equality dim Sp(n) — n{2n + 1). 
Definition 3.3 of symplectic matrices imposes constraints on the An2 entries 
of such a matrix. Since J is antisymmetric, there are exactly 2n(2n — l ) /2 
independent conditions, and every element of Sp(n) thus depends on 

An2 - n(2n - 1) = n(2n + 1) 

independent parameters. It follows that Sp(n) has dimension n(2n + 1) as a 
Lie group. 

Since the condition s e S£(n, R) is equivalent to det s = + 1 , the group 
S£(n, R) has dimension An2 — 1; hence: 

codimsf(2niR) Sp(n) = {An2 - 1) - n(2n + 1) 

= ( 2 n + l ) ( n - l ) . 

The symplectic group Sp(n) is thus "much smaller" than S£(n,R), except for 
n = 1 (in which case both groups are identical). Since the ratio n(2n + 1) : 
(An2 — 1) has limit 1/2 when n —>• 00, there is a 50% chance to choose at random 
a symplectic matrix from a bag containing all matrices with determinant one. 
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3.4 Quadratic Hamiltonians 

Quadratic Maxwell Hamiltonians, that is, Maxwell Hamiltonians which are 
quadratic polynomials in the position and momentum coordinates are not just 
trivial or academic variations on the theme of the harmonic oscillator. They 
are associated to many interesting and sometimes sophisticated physical sys­
tems. Here are a few examples, which will be developed in the forthcoming 
subsections: 

(1) the triatomic molecule; 

(2) the electron in a uniform magnetic field; 

(3) the Coriolis force. 

A quadratic Maxwell Hamiltonian can always be written (up to an 
additive constant) in the form 

™ 1 1 
H = S 2^" (Pj ~~ Aj ' ^ + 2Kx2 + a'x' 

where Aj = Aj{t) and a = a(t) are vectors and K = K(T) a symmetric 
matrix. Using the mass matrix m defined in Section 2.1.6, such a Hamiltonian 
can always be written in the short-hand form 

H=^-(j>-Ax)2 + \Kx2 + a-x (3.24) 

where A is the nx n matrix (Aj)i<j<n. (We are using again here the abuse of 
notation 1/m = m _ 1 . ) 

In the case n = 1, the archetypical example is the one-dimensional 
harmonic oscillator: 

H= - ! - ( p 2 + mw2x2). 
2m 

If we denote the coordinate pair (x,p) by the letter z (viewed in cal­
culations as a column vector), a Hamiltonian (3.24) can always be written in 
the compact form 

H = \Rz2 + a-x (3.25) 

where R is the symmetric block-matrix: 

/K + ATm-1A -ATm-1\ 
R=\ . (3.26) 

\ -mTxA rn _ 1 / 
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When H is a homogeneous quadratic polynomial 

1 T H = -zTRz 
Li 

(R a time-independent symmetric matrix), Hamilton's equations z — JVZH 
become the linear system 

i = JRz (3.27) 

whose solution is 

z(t) = etJRz{0). 

We denote by (st) the flow defined by this formula; in view of definition of R 
we thus have st = etx where 

/ -M~XA M " 1 \ 
X=l . (3.28) 

\-K-ATM-lA ATM-1) 

3.4-1 The Linear Symmetric Triatomic Molecule 

(Prom Goldstein [50], §6-4.) We consider a molecule consisting of three aligned 
atoms: two atoms of mass m are symmetrically located on each side of an atom 
of mass mo. In the equilibrium configuration the distances apart are equal to 
d. We suppose that the molecule vibrates along its line, which we choose 
to be the a;-axis after having chosen an orientation on it. A good model for 
approximating the actual complicated interatomic potentials is to view the 
molecule as a system of two springs of force constant k joining the atom of 
mass mo to the other two atoms. An origin on the :r-axis being chosen, we 
denote by x and z the coordinates of the particles with mass TO, and by y that 
of the central particle; we denote by p the momentum vector (px,Py,Pz)- With 
these notations the Hamiltonian of the molecule is 

H = ^ M - V + k- [{y - x - d)2 + (z - y - d)2] (3.29) 

where M is the mass matrix: 

/ m 0 0 \ 
M = 0 TOO 0 ) . 

\ 0 0 TO/ 



90 THE SYMPLECTIC GROUP 

Making the change of variables x\ = x — xo , x2 = y — yo , %z = z — ZQ 
where Xo, yo, ZQ are the coordinates of the three atoms in equilibrium position, 
and taking into account the relations yo — xo = ZQ — yo = d, the Hamiltonian 
becomes 

H = i M - V + \ [(Xl - x2f + (x2 - x3)
2] . 

This function is of the type (3.25) with x = (x\,x2, £3), A = 0 and 

Ik -k 0 \ 
K=\-k 2k - k \ . 

\ 0 -k k ) 

The matrix (3.26) is here the 6 x 6 matrix 

R = \ 0 M - 1 ) ' 

This example can be extended without difficulty to the case of N 
aligned particles forming an open or closed chain. 

3.^.2 Electron in a Uniform Magnetic Field 

Consider a hydrogen atom placed in a magnetic field B. Neglecting spin effects, 
an approximation for the Hamiltonian of the particle is 

ff=^(*-;A)2-7 <"•» 
where the vector potential A is, as usual, determined by the equation B = 
V r x A. Suppose now the atom is prepared in a very highly excited but still 
bound state, near the ionization threshold. The electron can then be viewed, 
to a good approximation, as free, except for the presence of the magnetic field. 
This is a situation encountered in alkali metals (it was first investigated by 
Landau), but recent experiments have been performed on hydrogen atoms. 
Since r is large, we can neglect the Coulomb potential — e2/r, and thus assume 
that the Hamiltonian is 

Suppose now that the magnetic field is uniform in space, and that its direction is 
the z-axis: B = (0,0, Bz). The coordinates of A will then satisfy the equations 

^_dA± = dA1_dA1^Q dAy dAx = g 

dz dy dz dx ' dx dy 
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which have (among others) the solutions: 

Ax = -\Bzy , Ay = \Bzx ,AZ=0. 

With that choice, the vector fields A and B are related by the simple formula 

A = i ( r x B). (3.31) 

It is customary in Physics to call this gauge the symmetric gauge. In that 
gauge the Hamiltonian is 

2 R 2 

Hs. 
p , e ^ 2 2 eBz 

2mc 

where the quantity 

Lz = xpy - ypx 

is the angular momentum in the z-direction. The term 

eBz 
U)L = 

2mc 

(3.32) 

(3.33) 

(3.34) 

is called the Larmor frequency; it is one-half of the cyclotron frequency. The 
second term in the right-hand side of (3.32) is the "diamagnetic term", and the 
third, the "paramagnetic term". The matrix (3.26) is here 

R = 

/ A 0 0 0 
0 A 0 -fj, 

0 0 0 0 
0 -u. 0 -i-

" m 

\i 0 0 0 
\ 0 0 0 0 

the terms A and fi being given by 

A 
25? 

8mc2 V 

0 0 
0 0 
0 0 
i 0 
m 

o J - / 
m / 

eBz 

(3.35) 

2mc 

If the magnetic field is extremely strong, the paramagnetic term n can be 
neglected, and a good approximation to (3.32) is then 

2 R 2 

•Lidiam — n 

e2B 
2m 8mc2 (x

2 + y2) (3.36) 
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in which case (3.35) reduces to the diagonal matrix 

R 

While the magnetic fields produced in laboratories rarely exceeds few 
Teslas, evidence for strong fields motivating the use of the Hamiltonian (3.36) 
have been found by astronomers in white dwarfs, and extremely strong fields 
are assumed to exist in neutron stars. 
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3.5 The Inhomogeneous Symplectic Group 

An affine symplectic transformation is the product of the translation in phase 
space and of a symplectic transformation. It follows from the obvious relation 

T{ZQ) o s = s o T{S ZQ) (3.37) 

that the set of all affine symplectic transformations is a group for the usual 
composition law of automorphisms. In fact, an immediate calculation, using 
(3.37), shows that we have the relations 

(T(Z0) OS)O (T(Z'0) O S') = T(Z0 + sz'0) o ss' 

( T ( Z 0 ) ° S ) _ 1 = T(-S~1Z0) O S _ 1 . 

(3.38) 

(3.39) 

That group, which we denote by ISp(n), is called the inhomogeneous 
(or sometimes affine) symplectic group. Of course, it contains Sp(n) as a sub­
group of ISp(n). The following result shows that there is a convenient "real­
ization" of ISp(n) as a group of matrices: 

Proposition 55 The inhomogeneous symplectic group ISp(n) is isomorphic 
to the group of all (2n + 1) x (2n + 1 ) matrices of the type 

(s,z0) = 
S ZQ 

0lx2n 1 

The inverse of such a matrix is given by: 

(s,z0y 
s-1 

0 l x 2 n 

. - 1 (*o) 
1 

(3.40) 

(3.41) 
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Proof. The mapping 

f:ISp(n) —>M(2n+l,R) 

of the inhomogeneous symplectic group into the space of all (2n +1) x (2n +1) 
real matrices denned by 

f(T(zo)oa) = (8,zo) (3.42) 

is clearly bijective. Using Eq. (3.38) one immediately checks that / in fact is 
a group homomorphism. Formula (3.41) is trivially obtained, either by matrix 
inversion, or directly from (3.39). • 

Remark 56 The inhomogeneous symplectic group is the "semi-direct product" 
of Sp(n) and of the translation group. 

Identifying ISp(n) with the group of all matrices (3.40), we have the 
following sequence of homeomorphisms: 

ISp(n) ~ Sp(n) x K2" ~ U{n) x R»(3"+I> /2 . (3.43) 

In particular, ISp(n) is connected and contractible to U(n). 

3.5.1 Galilean Transformations and ISp(n) 

Recall from Subsection 2.3.3 of last Chapter, that a Galilean transformation 

g : (Rr + v0t + r0,t0) 

of space time induces the extended phase-space transformation of the type 

gm : (r, p, t) i-» (Rr + v 0 i + r0 , Rp + mv0,t + t0) (3-44) 

(formula (2.77)). We noticed, in the proof of Proposition 31 that 

(R 0 \ (J 0 \ (J 0 \ (R 0 
V0 l)\Q l) \0 l)\0 1 

where 



94 THE SYMPLECTIC GROUP 

was related to the Jacobian of gm by 

This is because the phase space transformation 

(r, p) t-¥ (Rr + v0 t + r0, -Rp + mv0) 

induced by gm is symplectic. Thus, the extended Galilean group, consisting of 
the transformations 

(r,p)^f (Rr + v0t + r0,Rp + p0) (3.45) 

form a subgroup of the inhomogeneous symplectic group ISp(3). 

3.6 An Illuminating Analogy 

In this section we briefly study the optical-mechanical analogy which histor­
ically goes back to Hamilton [70]. For more on the topic see Arnold [3] or 
Guillemin-Sternberg [67], Chapter 1. 

Geometrical optics (also called "ray optics") views light as having a 
corpuscular nature; its propagation can then be defined in terms of rays, which 
are the trajectories of these corpuscles. The concern of geometrical optics is 
the location and direction of these rays. A. Fresnel (6.1788), using previous 
work of T. Young (1773) on interference patterns, showed that light also has 
a wavelike behavior; the study of the related properties belongs to the area of 
physical (or wave) optics. Geometrical optics can be viewed as the short-wave 
limit of physical optics, where interference and other wave phenomena can be 
neglected. A particular simple theory of geometrical optics is the paraxial linear 
approximation. A luminous (if we dare say so) introduction to the topic can be 
found in the first Chapter of Guillemin and Sternberg's book [67]. This book 
moreover contains an interesting historical account of the evolution of optics. 

3.6.1 The Optical Hamiltonian 

We consider a three-dimensional optical medium (air, vacuum, glass...) in 
which the speed of light is a function v = v(x, y, z) of position. By definition, 
the index of refraction n = n(x, y, z) of that medium at a point M(x, y, z) is 
the quotient c/v(x,y,z), where 

c « 2.99792458 x 10 8 ms _ 1 
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is the speed of light in vacuum. We thus always have n > 1. Suppose now 
that a light ray originates at an initial point M' of the medium and moves in 
a direction specified by a unit vector u ' . The ray arrives at a final point M 
in a direction specified by a final unit vector u. The "imaging problem" of 
geometrical optics is the problem of the determination of the relation between 
the pairs (M', u') and (M, u). We assume that the coordinate z can be chosen 
as a parameter for the light ray going from M to M'\ the ray can thus be 
described by two functions of the variable z: 

x = x{z") , y = y(z") , z' < z" < z (3.46) 

which we assume piecewise continuously differentiable. We will refer to the z-
axis as the optical axis. The planes z = z' and z = z will be called the "object" 
and "image" planes. By definition, the optical length along a ray from M' to 
M is the integral 

A(M,M')= J n{x,y,z")yjl + x(z")2 + y(z")2dz". (3.47) 

A basic law of optics is Fermat's principle which says that the op­
tical path minimizes or maximazes the time of propagation of light between 
two points. Thus, among all functions (3.46), the choices that correspond to 
possible light ray (for fixed z and z') are those which maximize or minimize 
the integral (3.47). One can shows that Fermat's principle is equivalent to the 
Euler-Lagrange equations 

(9L\_dL=0 

W dy (3.48) 
d (dL\ dL _ n 
dz \~5±) dx — u 

where the function 

L = n(x,y,z) y/l + x2 + y2 (3.49) 

is called the "optical Lagrangian"; x and y are being viewed as independent 
variables. Defining "conjugate momenta" by the formulas 

(3.50) 
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it is rather straightforward to check that Euler-Lagrange's equations (3.48) are 
equivalent to Hamilton's equations: 

dH . 8H 

9Px 9Py (3.51) 

Px - ~ dx ' Pv ~ ~dfy 

for the function 

H = pxx+pyy - L = -y/n(x,y,z) -p2 (3.52) 

where p2 = p2, +P2,- That function H, which only depends on the coordinates 
and the conjugate momenta, is called the optical Hamiltonian. The momenta 
(3.50) and the optical Hamiltonian (3.52) have he following geometric inter­
pretation: if 0 is the angle at the point M(x, y, z) of the light ray with the 
optical axis, then p and 6 satisfy the relations 

p = nsin# , H = —ncos6. 

3.6.2 Paraxial Optics 

We consider a simple optical system consisting of refracting surfaces separated 
by regions where the refraction index remains constant. A typical example is a 
"cascade" of lenses separated by vacuum, or air and the surface of the see. A 
light ray entering that device will propagate along a broken line, as it is being 
refracted by the various surfaces separating the media with constant index. 
We now make the following three simplifying restrictions: first, we exclusively 
consider optical systems where all the refracting surfaces are rotationally sym­
metric about the optical axis. This hypothesis is for instance satisfied by a 
sequence of ordinary parallel round lenses. Moreover, we suppose that all rays 
are coplanar, more precisely that they all lie in some plane containing the opti­
cal axis. (These two restrictions are by no means essential restrictions, because 
the general case can be reduced to this one without difficulty.) Finally, and 
this is indeed a serious restriction, we only study light rays that travel at small 
inclinations around the optical axis. More specifically, we assume that the 
angles that the rays form with that axis are so small that we can disregard 
their squares in all our calculations, thus neglecting all terms of order two, or 
higher, which appear in the expansions of the trigonometric functions of these 
angles. Such rays are called paraxial rays in optics. That assumption allows us 
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to replace the exact version of Snell's law of refraction 

n sin i = n' sin i! (3.53) 

(which is deduced from Fermat's principle) by its linear approximation 

ni = n'i'. (3.54) 

Here n and n' are the respective refraction indices of two adjacent regions; the 
speed of light in these regions are thus v = c/n and v' = c/n'. The angles i 
and i' are the angles of the light ray with the normal to the surface separating 
these two regions. 

Let us now choose an origin O and a length unit on the optical axis. 
Both a point of the axis, and its coordinate, will be denoted by t. Thus, 
the optical axis is the "i-axis". By definition, a "reference line" t is then a 
plane orthogonal to the optical axis and passing through t. We next introduce 
coordinates on each reference line. This can be done by specifying a ray by 
two numbers as it passes through the line t. These numbers are the height q of 
the point above the optical axis where the ray hits the line t, and the quantity 
p = nq, where n is the index of refraction at that point; q is the angle of the ray 
with the optical axis. It will become clear in a moment why we are choosing 
nq, and not q as a variable. Suppose now that we pick one reference line t' 
at the entrance of the optical system, and another, t, at the exit. We will call 
these particular reference lines the "input line" and the "output line". We can 
thus specify the ray by the two coordinates (x',p') when it enters the system 
by the input line, and by (x,p) when it leaves it by the output line. We now 
want to know what type of dependence can be expected between (x',p') and 
(x,p). It is actually not difficult to see that the relation must be linear, because 
we are using the first order formulation (3.54) of Snell's law. Thus, the new 
coordinates (x,p) are related to the old coordinates (x',p') by a formula of the 
type 

(;) - (c n) (?) 
where A, B, C and D are some real numbers depending on both the optical 
system, and on the reference lines t and t' that are being used. The 2 x 2 
matrix appearing in (3.55) is called the optical matrix (or, also, the ray-transfer 
matrix) of the system, relatively to the reference lines t and t'. Of course, the 
choice of two reference lines, one at the "input", the other at the "output", has 
nothing imperious. In fact, by viewing the optical system as a juxtaposition of 
adjacent subsystems ("components", in the optical literature), we are actually 
free to choose as many intermediate reference lines as we like, and we can 
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describe the light ray when it passes through each of thee planes. If there are, 
for instance, three lines t, t' and t", and if we denote by 

A B\ fA'B'\ (A" B"\ , „ „ . 
and „ „ (3.56) C DJ ' \C D' J \C" D\ 

the optical matrices relatively to (t',t), {t',t"), and (i",t) , respectively, then 
these matrices are related by the formula 

A B\ (A' B>\(A» B»\ ( 3 5 7 ) 

C D J ~~ \C D' J \C" D" 

(to the first subsystem corresponds the first matrix on the right). It follows that 
the most general optical matrix can be reduced to the calculation of products 
of matrices corresponding to arbitrarily small parts of the optical system under 
consideration. It thus suffices to determine the optical matrices in the two 
following elementary cases: 

(1) A light ray travels in a straight line between two reference lines t, 
t' in the same medium with index n. If the index of refraction of that medium 
is n, then the optical matrix is 

Ud=\l l ) w i t h d = (* ~ * ' ) / n (3-58) 

(the number d is called the "reduced distance"); 

(2) A light ray is refracted by the surface separating two regions of 
constant indices n' and n. Assume that the right and left reference planes are 
"infinitely close" to the surface, so that the free propagation effects in (1) can 
be neglected. The optical matrix is then 

up = I J with p = k(n — n'). (3.59) 

(P is called the "lens power" in optics; k is a constant associated to the curva­
ture of the surface at its intersection with the optical axis.) 

Both formulas (3.57) and (3.58) are proven by using elementary plane 
geometry; to derive (3.58) it is sufficient to consider lenses whose surface cut 
the plane of the ray and the optical axis following a parabola (see the explicit 
calculations in [67]). 

The matrices Ud and vp both have determinant one, hence the matrix 
associated to an arbitrary optical system will also have determinant one, be­
cause it can be written as a product of matrices of these two types. It is not 
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difficult to prove that, conversely, every unimodular matrix can be factorized 
as a product of matrices (3.57), (3.58). It follows that the unimodular group 
St(2, R) is the natural reservoir for all optical matrices. This truly remarkable 
result justifies a posteriori the introduction of the variable p = nq. Had we 
instead worked with the variable q, then the "refraction matrix" vp in (3.58) 
would have been replaced by 

(-*» i) 'p, = '̂ 
The latter has determinant n'/n, which is different from one, except in the 
uninteresting case n = n' where it reduces to the identity. 

We have only been considering paraxial optics for coplanar rays, but 
the whole discussion above goes through in the non-coplanar case as well; "ref­
erence lines" are then replaced by "reference planes" and 2 x 2 optical matrices 
by 4 x 4 matrices which not only have determinant one, but truly are symplectic 
(see Guillemin-Sternberg [67] for details). 

3.7 Gromov's Non-Squeezing Theorem 

It is easier for a camel to pass through the eye of a needle than for 
a wealthy man to access the Kingdom of God (Matthew, 9) 

We begin by sketching the meaning of the non-squeezing theorem by 
a metaphor. Suppose that we are performing some simple experiments with a 
spherical balloon containing an incompressible fluid (e.g., water), and a circular 
cylinder (for instance, a piece of pipe). We assume - and this is essential in our 
metaphor - that the balloon has a larger radius than the cylinder. We want 
to check the laws of deformation of incompressible objects by deforming that 
balloon in various ways, so it enters the piece of pipe. We first let the pipe 
stand vertically on the table, and proceed to deform the balloon between our 
palms. After a few efforts, we have of course successfully squeezed the balloon 
totally inside the pipe. We now repeat the experiment, with the pipe this time 
lying horizontally on the table (or, alternatively, we can glue its base on the 
wall). To our greatest surprise and dissatisfaction, we must accept, after many 
unfruitful attempts, that there is this time no way we can make the balloon 
fit into the horizontal cylinder. Does this sound ridiculous? Well, it is ridicu­
lous in ordinary "physical" space (and in n-dimensional configuration space, 
as well!), but this is exactly what happens in phase space! In fact, Gromov's 
non-squeezing theorem says that there is no way we can deform an elastic in­
compressible ball so that its "shadow" on any plane of conjugate coordinates 
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(that is, x,px, or y,py, or z,pz) decreases, if we use symplectomorphisms (and, 
in particular, Hamiltonian flows). 

Let us give a heuristic "explanation" of that, a priori, strange phe­
nomenon, which was discovered by M. Gromov in 1985 (Gromov, [64]). Con­
sider the isotropic two-dimensional harmonic oscillator with Hamiltonian 

H=\{p2
x+p2

y + x2 + y2) 

(but everything in this argument actually applies in an arbitrary number of 
dimensions). The solutions of the associated Hamilton equations are the 2n-
periodic functions: 

{ x = x' cos t + p'x sin t , y = y' cos t+p' sin t 

px =—x'sint + p'x cost , py = —y'sint + p'ycost. 

Suppose now we fix the initial point (x1, y',p'x,py) on the sphere with radius R 
in R2. t x R™ _ . Since H is a constant of the motion we will have 

for all times, so that the orbit will stay forever on the sphere. If we fix the 
initial and final times t' and t so that t — t' = 2ir, we will have a closed 
orbit, which is a big circle of the sphere; the action of that orbit is A = irR2. 
Suppose next that the initial point (x',y',p'x,p'y) is on a symplectic cylinder, say 
Z\{r) : x2+p2 = r2. In that case, the trajectory will wind around that cylinder. 
(Note that if we had chosen instead a cylinder based on the plane x, y, then 
the orbits would have been straight lines, and hence not periodic.) Suppose 
now that we deform the sphere, using symplectomorphisms (for instance, a 
Hamiltonian flow), so that it "fits exactly" inside the cylinder, touching it 
along a circle. Since the actions are unaffected by symplectic deformations 
(action is a symplectic invariant), we must have nR2 = itr2 (r the radius of the 
cylinder) so that R = r. 

Gromov's non-squeezing result is also called the property of the sym­
plectic camel. One of its consequences in particular, that "chaos" is severely 
limited in Hamiltonian mechanics, because phase space volumes cannot distort 
in arbitrary, uncontrolled ways. In fact, the property of the symplectic camel 
can be interpreted as a classical, topological, form of Heisenberg's uncertainty 
principle! 

Let us begin the study of this property by briefly revisiting Liouville's 
theorem, which we already encountered in Chapter 2 (Section 2.5). This will 
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help us in underlining the similarities as well as the differences between volume-
preserving and Hamiltonian flows. 

3.7.1 Liouville's Theorem Revisited 

Let X be a vector field on phase space (or, more generally, on any space Rm). 
If X is "incompressible", that is, if div-X" = 0, then its flow (ft) consists of 
volume-preserving diffeomorphisms. That is, if we choose a measurable subset 
V of Rm and set Vt = / t ( ^ ) , then we will have, by Liouville's theorem 

Vol(2?t) = Vol(£>) (3.60) 

for all t, whether Vol(Z>) is finite or infinite. Liouville's theorem applies to 
Hamiltonian vector fields since we have 

divXtf = Vx • VPH - Vp • VXH = 0 

and this fact has led (and still leads) to frequent misunderstandings of the actual 
behavior of classical systems. This is because the flow (ft) of a Hamiltonian 
vector field XH consists of symplectomorphisms, which is a much stronger 
property than being just volume-preserving! Let me explain why. To say that 
ft is a symplectomorphism means that at each point z the Jacobian matrix 
fl(z) is symplectic, that is: 

n(f;(z)u,ti(z)u') = n(u,u') 

for all u, u'. Identifying the symplectic form ft with the differential 2-form 

dpAdx = dpi A dxi + • • • + dpn A dx„ 

this amounts to say that the symplectic form is preserved by each ft: /(*ft = ft. 
It follows that every exterior power 

ftk = fl A • • • A ft 
"> * ' 

fc factors 

is also preserved by the ft since we have 

f*Uk = f'Q A • • • A /t*fi = ilk 

and hence, in particular, /t*fin = fln. Noting that 

ft" = (- l )"^- 1) / 2™! dpi A • • • A dpn A dxi A • • • A dxn 
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it follows that the ft also preserves the standard volume form 

p, = dpi A • • • A dpn A dx\ A • • • A dxn 

on phase space: /t*/i = p. This property immediately yields an alternative 
proof of Liouville's theorem for Hamiltonian flows. In fact, setting Vt = f(D) 
we have: 

Vol(A) = / P = [ ft*p= [ p = VolCD). 
JVt JT> JT> 

However, one should be aware of the fact that this new proof uses the property 
f£p = p which is much weaker than /t*£2 = f2 as soon as n > 1. 

The discussion above is related to the following deep result from dif­
ferential topology, which says that, conversely, if two regions have the same 
volume, then each can be mapped onto the other by using a volume-preserving 
diffeomorphism. (If you want to convince yourself that it is a highly non-trivial 
result, try to prove it first for n = 1. That is, try to prove rigorously that two 
surfaces in the plane with same area can be mapped diffeomorphically onto 
each other.) 

Theorem 57 (Dacorogna-Moser) Let T> and V be two compact and con­
nected subsets of Rm with smooth boundaries. Equipping W1 with the standard 
volume form dx\ A • • • /\dxm we assume that there exists an orientation pre­
serving diffeomorphism f : T> —> V such that Vol(X>) = Vol(X>'). Then there 
exists a volume-preserving diffeomorphism g : V —> V. 

That theorem was proved by Moser [103] for manifolds without bound­
ary, and extended by Dacorogna [28]. To really appreciate this theorem, one 
should realize that it is not a priori obvious that if V and V have the same 
volume and are diffeomorphic, there must exist a volume-preserving diffeomor­
phism between them, i.e., a diffeomorphism whose Jacobian determinant is one 
at each point! It could very well happen, after all that every diffeomorphism 
"contracts" V in some regions and "expands" it in some other regions, while 
keeping the total volume constant. 

Remark 58 The Dacorogna-Moser theorem says that volume is the only in­
variant associated to volume-preserving diffeomorphisms. This is in strong con­
trast with symplectomorphisms, for which not only volume, but also capacities 
are invariants. One can in fact prove that (see [76], §2.2) if a diffeomorphism 
f preserves the capacity of all open sets, then it is either a symplectomorphism: 
/*f2 = O or an antisymplectomorphism: f*£l = — fi. 

We next go to the Heart of the subject of this section. 
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3.7.2 Gromov's Theorem 

We will use the following notations: 

B(R) = {z : x2 + p2 < R2} 

is the open ball centered at the origin and with radius R > 0; for 1 < j < n, 
the sets 

Zj(r) = {z:x2+p2<r2} 

are called symplectic cylinders. One proves (see Hofer and Zehnder [76]) that 
B(R) and Zj(r) are "symplectic submanifolds" of K™ x R™. 

We are going to prove the non-squeezing theorem for linear and affine 
symplectomorphisms. The proof relies on the following straightforward prop­
erty of symplectic matrices: 

Lemma 59 Let s be a symplectic matrix: 

s={c D) 

and (a,b) = (a\, ...,an,b\, ...,bn), (c,d) = (ci, ...,cn,d\, ...,dn) its j-th line and 
(n + j)-th line, respectively. We then have 

a • d — b • c = 1 

where the dot • is the usual scalar product in Rn 

Proof. Since s is symplectic, A, B, C and D satisfy the conditions 

ADT - BCT = I 

(see the equivalences (3.4)). The equality a • d — b- c=l follows. • 

Our main result is then: 

Theorem 60 (Gromov) There exists a symplectomorphism f of K™ x R™ 
such that f(B(R)) C Zj(r) if and only if R <r. 

Proof. We will content ourselves with proving a weaker form of the 
theorem, namely that it is not possible to squeeze B(R) into Zj(r) if R > r 
using affine symplectomorphisms. The proof we give completes and clarifies 
that of McDuff and Salamon in [94] (p. 55). For the general case we refer to 
Gromov's original paper [64], or to Hofer and Zehnder's book [76]. (Viterbo 
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gives in his pioneering paper a completely different proof, using generating 
functions.) We thus set out to show that 

f(B(R)) c Zj(r) } 
}^R<r. (3.61) 

f€lSp(n) J 

Since f(z) = s(z) + ZQ for a symplectic matrix 

A B 
C D 

and a translation vector zo = (xo,po), it is sufficient, by homogeneity in the 
x,p variables, to assume that R = 1. It is moreover no restriction to assume 
j = 1. It is thus sufficient to prove the implication 

x\+p\<r2\ 
\ =>• 1 < r. (3.62) 

(x,P) e B(i) J 

Denoting by a, b, c, d the first lines of the matrices A, B, C, D we have 

(::M^)(:)+fei) 
so that the condition x\+p\< r2 for all (x,p) € 5(1) is equivalent to 

(u-z+ x0,i) +(v-z + po,i) <r2 

for all ||z|| < 1, where we have set u = {a,b),u — (c,d). In particular, choosing 
respectively z = ±u/ \\u\\ and z — ±uv/ \\v\\, we must thus have both 

(±\\u\\+x0,i)
2 <r2 and (± ||v|| + x0A)2 < r2. (3.63) 

Let us show that these inequalities imply that we must have 1 < r2; the 
implication (3.62) will follow. In view of Lemma 59, it follows by Cauchy-
Schwarz's inequality that 

l < | a - d - 6 - c | < | | u | | | | i / | | (3.64) 

and hence at least one of the vectors uor v has length superior or equal to one. 
Suppose for instance that ||u|| > 1. We must then have 

l < ( N I + z o , i ) 2 or 1 < ( - H + x0 ,i)2 
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and hence 1 < r2 , for otherwise we would have 

(||u|| + z0 , i )2 + ( - ||u|| + zo.O2 = 2(|M|2 + x2
t l) < 2 

and hence ||u|| < 1, contradicting the assumption ||u|| > 1. • 

One should be very careful to note that Gromov's result ceases to hold 
when the Xj,pj plane is replaced by non-conjugate coordinate planes: 

Example 61 Non-symplectic cylinders. Consider the non-symplectic cylin­
der 

Z12(R) = {(x,p) :xl + x2
2< R2} . 

Every symplectic transformation m\ : (x,p) i—> (Xx,p/X) sends B(R) into 
Z\2{r) for all R provided that X < R/r. 

On the other hand, it is always possible to squeeze the ball B(R) 
inside a symplectic cylinder Zj{r) if one uses general volume-preserving diffeo­
morphisms: 

Example 62 Non-symplectic diffeomorphisms. The diffeomorphism f of 
K4 defined, for X > 0, by 

f(x,p) = (Xxi, X~xx2, Xp\, X~1p2) 

sends B(R) inside Z(r) if X < r/R. That diffeomorphism is obviously volume-
preserving (it has Jacobian determinant one), but is symplectic only for A = 1 
(that is, if R<r, in conformity with Gromov's theorem). 

Gromov's theorem is equivalent to the following property: 

Theorem 63 Let Prj be the projection of phase space on the symplectic plane 
RXj x Rp.. Then, for every symplectomorphism f, we have: 

kxea,(Prjf{B(R))) > -KR2. (3.65) 

Proof. The projection Prjf(B(R)) is a compact and connected sub-
manifold of RXj x RPj with smooth boundary 7. Set 

Axea.(Prjf(B(R))) = nr2 
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so that Prjf(B(R)) is diffeomorphic to the disk Dj(r) : x2- + p2 < r2. In view 
of Dacorogna and Moser's theorem there exists a volume-preserving diffeomor-
phism h : Prjf(B(R)) —> Dj(R). Define now a diffeomorphism g of R£ x R£ 
by g(x',p') = (x,p) where 

%k = x'k , pk = p'k if k ^ j 

(xj,pj) = h(x'j,p'j). 

Since h is area-preserving we have dpj A dxj = dp'j A dx'j so that g is in fact 
a symplectomorphism. Let now T(r) be the set of all lines orthogonal to the 
Xj,pj plane and passing through the boundary 7 of Prjf(B(R)): T(r) is thus 
a cylinder in phase space containing f(B(R)), and this cylinder is transformed 
into Zj(r) by the symplectomorphism g. But then 

g(f(B(R))) c Zj{r) 

so that we must have R < r in view of Gromov's theorem; the inequality (3.65) 
follows. • 

3.7.3 The Uncertainty Principle in Classical Mechanics 

Consider now a point in phase space K" xRJJ, and suppose that by making 
position and momentum measurements we are able to find out that this point 
lies in a ball B with radius R. Then the "range of uncertainty" in our knowledge 
of the values of a pair (XJ ,pk) of position and momentum coordinates lies in the 
projection of that ball on the Xj, pk plane. Since this projection is a circle with 
area -KR2, one might thus say that irR2 is a lower bound for the uncertainty 
range of joint measurements of Xj and pk. Suppose now that the system moves 
under the influence of a Hamiltonian flow (ft)- The ball B will in general be 
distorted by the flow into a more or less complicated region of phase space, 
while keeping the same volume. Since conservation of volume does not imply 
conservation of shape, a first guess is that one can say nothing about the 
time-evolution of the uncertainty range of (xj,Pk), which can a priori become 
arbitrarily small. This guess is however wrong because of Gromov's theorem: as 
B is getting distorted by the Hamiltonian flow (ft), the projection Vxj(ft(B)) 
of ft(B) on each conjugate variable plane Xj,pj will however never shrink, and 
always have an area superior or equal to nR2. This is in contrast with the 
areas of the projections of ft(B) onto the non-conjugate planes Xj,pk (j ^ k), 
which can take arbitrarily small values. One can thus say that the uncertainty 
range of every pair (XJ,PJ) of conjugate variables can never be decreased by 
Hamiltonian motion, and this property can of course be viewed as a classical 
topological form of Heisenberg's uncertainty principle. 
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Let us quantify the argument above. Assume H, for simplicity, quadratic. 
We denote by X[ and P.' the stochastic variables whose values are the results of 
the measurements, at initial time t' = 0, of the j-th position and j-th. momen­
tum coordinate, respectively. We assume that these variables are independent, 
so that their covariance is zero: 

Cov(X'i,P;)=0. (3.66) 

Let Ax't = o-{X!j) and Ap'j = a(Pj) be the standard deviations at time t'; and 
Axi, Apj those at time t. We ask the following question: 

What happens to Axi and Apj during the motion? More pre­
cisely what can we predict about Ax^ and Apj, knowing Ax[,..., Ax'n, 

We claim that : 

Proposition 64 Suppose that we have Ap'jAx'j > e for 1 < j < n. Then we 
also have ApjAxj > e for 1 < j < n and all times t. 

Proof. (Cf. the proof of Gromov's theorem.) Since the Hamiltonian 
H is quadratic, the flow consists of symplectic matrices; writing 

x\ _ (A B\ fx' 
p)~\C D) \p' 

the coordinates Xj,pj are given by the formulas 

Xj = a- x' + b- p' , pj = c • x' + d-p' 

where (a, b) is the j-th line of the matrix s and (c, d) its (n + j ) - th line. Writing 
a = {a\, ...,an), and so on, condition (3.66) implies that 

(A^)2 = Er=i«?(A^)2 + 6?(AK)2 

(3.67) 

Setting 

a = (aiAxi,...,anAxn) , (3 = (biApi, ...,bnApn) 

7 = (ciAxi,...,cnAxn) , 6 = (diApi,...,dnApn) 

the equalities (3.67) can be written 

(Ax,)2 = a 2 + /32 , (A P j )
2 = 7

2 + <52 
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and hence, by Cauchy-Schwartz's inequality: 

( A p i ) 2 ( A i i ) 2 > ( a - * - j 9 - 7 ) 2 . 

Since we have, by definition of a, /?, 6,7: 

n 

a • S - f3 -7 = ^(aidi - hc^ApiAxi 
i=\ 

it follows that 

ApjAxj > 

and hence 

22(aidi - biCi) 
j = i 

mf{ApiAxi} 

ApjAxj > \a-d-b-c\e>£ (3.68) 

in view of Lemma 59. • 

There is, of course, just a little step to take if one wants to enter 
quantum mechanics using the result above. This step will be (gladly) taken in 
a moment. 

It turns out that the notion of capacity is, rather unexpectedly, related 
to the theory of periodic orbits. This is the subject of the next section. 

3.8 Symplectic Capacity and Periodic Orbits 

Let V be a subset of phase space R™ x R™ (we do not require V to be open). 
Gromov's non-squeezing theorem motivates the following definition: 

Definition 65 (1) The symplectic radius of V is the radius R of the largest 
ball that can be symplectically embedded inside V. (2) The symplectic capacity 
or symplectic area is then 

Cap(X>) = nR2 . (3.69) 

It is a non-negative real number, or +00. 

We will often say simply "capacity" instead of "symplectic capacity". 
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While the capacity can be zero, we have 0 < Cap(X>) < +00 if Z? is a 
non-empty open and bounded set: translating if necessary T>, we can namely 
find r and R such that B{r) C P C B(R) and hence 

nr2 < Cap(£>) < TTR2. 

The notion of symplectic capacity highlights the deep differences between volume-
preserving and symplectic diffeomorphisms. For instance, properties (1) and 
(2) in Proposition 66 below implies that if V is a subset of RJ x 1 J , then we 
must have: 

B(R)CV cZjiR) => Cap(P) = irR2 

showing that sets of very different shapes and volumes can have the same 
capacity. 

Proposition 66 The symplectic area has the following properties: (1) For 
all R and j we have 

Cap(B(R)) = Cap(Z,-(J?)) = -KR2; (3.70) 

(2) If f is a syrnplectomorphism, then 

/(£>) C P ' = > Cap(P) < Cap(P') ; 

(3) For every A ^ O t u e have: 

Cap(AX>) = A2 Cap(£>')/ 

(4) A syrnplectomorphism f preserve the symplectic capacity: 

Cap(/CD)) = Cap(Z>). 

Proof. (1) The equality C&p(Zj(R)) = TTR2 is equivalent to Gromov's 
theorem. That Cap(B(i2)) = TTR2 is obvious: no ball with radius superior to 
R can be sent into B(R) since symplectomorphisms are volume-preserving. 
Properties (2) and (3) are immediate consequences of the definition of the 
symplectic area. Property (4) follows from property (2). • 

Note that immediately follows from Property (2), taking / = Id, that 

V C V => Cap(P) < Cap(I?')-

More generally, any function c associating a non-negative number (or 
+00) to the subsets of R™ x R™ is called a symplectic capacity if it satisfies the 
properties ( l ) - ( 3 ) (and hence (4)) in Proposition 66: 
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Axiom 1: For all R and j we have: 

c(B(R)) =C(ZJ{R))=TTR2; 

Axiom 2: If f is a symplectomorphism, then 

/ (D) C D ' = > Cap(X>) < Cap(P'); 

Axiom 3: For every A ^ O toe have: 

c(XV) = \2c{V). 

The notion of symplectic capacity was first introduced by Ekeland and 
Hofer [40] in connection with Gromov's symplectic area. There are actually 
infinitely many different capacities on R™ x R™ (see [76, 94]); however Cap is 
the smallest (see Hofer and Zehnder [76]): 

Proposition 67 The capacity Cap is the smallest symplectic capacity: for ev­
ery symplectic capacity c we have 

Cap(D) < c(V) 

for all subsets V ofM£xR%. 

Another example of symplectic capacity is provided by considering only 
afnne symplectomorphisms (as we did in the partial proof we gave of Gromov's 
theorem): 

Example 68 Linear capacity. The function CapS p defined by: 

C a p S p ( P ) = sup {TTR2 : f(B(R)) C V) (3.71) 
feisP(n) 

is a symplectic capacity, called the linear symplectic capacity. 

Since Cap(T>) < CapiSp(I?) in view of Proposition 67, one might think 
that we might have more flexibility in "squeezing" balls into symplectic cylin­
ders by using general symplectomorphisms rather than linear symplectomor­
phisms. However, the first axiom in the general definition of a capacity just 
says this is not the case: all capacities agree on balls and symplectic cylinders 
of same radius R, and are equal to TTR2. 
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3.8.1 The Capacity of an Ellipsoid 

Let Q be a quadratic form on R™ x l j . We say that the set 

£ : Q(z) < 1 

is an ellipsoid if Q is positive definite. One can show, using symplectic ge­
ometry (Hofer and Zehnder assure us in [76] that this was already known to 
K. Weierstrass (6.1815), and give [144] as earliest reference) that there exists 
s € Sp(n) and a unique finite sequence 0 < Ri < • • • < Rn of real numbers 
such that if z — s(z') then 

Q(«*')) = E ^ ( P 2 + *2) 
3 = 1 "l 

and hence s{£) is the ellipsoid 

B(Ru...,Rn): J2±{p]+x))<l. 
j=i ni 

The sequence R = (Ri, ...,Rn) is called the symplectic spectrum of £. Notice 
that if Ri = ... = Rn = R, then B(i?1 ; . . . , Rn) is the ball B(R). The volume of 
B(Ri,..., Rn) (and hence of £) is thus 

Vo\£ = ^R\---R2
n. (3.72) 

We have the following generalization of the formula (3.70) for the capacity of 
a ball: 

Proposition 69 Let £ be an ellipsoid with symplectic spectrum R = (R\,..., Rn). 
Then 

Cap £ = Cap5 p £ = nRJ . (3.73) 

(CapSp being the linear capacity defined by Eq. (7.1).) 

Proof. We only prove the equality 

CapSp£ = nR2
1 

here (the proof of the equality Cap £ = CapS p £ is much more delicate; see 
[76]). We will in fact show that 

sup CapSp(B) = Cap £ = inf. Cap5 p(Z) (3.74) 
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where the supremum (resp. infimum) is taken over all balls B = B(R) (resp. 
symplectic cylinders Z = Zj(r)) containing £ (resp. contained in £). This will 
prove formula (3.73): since the intersection of £(R) with the Xj,pj is a disk 
with radius Rj, no ball with radius superior to R\ can be contained in £, and £ 
cannot be contained in a symplectic cylinder with radius inferior to R\. Since 
symplectic capacities are symplectic invariants, it suffices to prove (3.74) in the 
case £ = B(Ri,..., Rn), in which case we have 

B(i?i) C £ C Zi(iJi). 

Suppose that Z D £; then Z D B(R\) and so CapSp(Z) > -nR\. Similarly, if 
B cE then B c Z and CapSp(B) < irR\. Hence 

inf Cap5 (Z) < -KR\ < sup Cap s (B). (3.75) 
z^>£ y BC£ 

Now suppose that B(R) c £. Then B(R) C Zi(Ri) and so R < Ri. Similarly, 
if £ C Zi(r) c Z1(R1) then r < i?i and hence 

sup Cap / S p(B) < -KR\ < inf Cap / S p (Z) . (3.76) 

Combining (3.75) and (3.76) yields (3.74). • 

3.8.2 Symplectic Area and Volume 

Suppose first that n = 1. Then the symplectic capacity of a measurable set V 
is just its area: 

L Cap(P) = / dpdx 
\Jv 

This is, in spite of the apparent simplicity of the statement, not a trivial prop­
erty; it was first proven by Siburg [128] (also see [76], pages 100-103). Siburg's 
result does not extend to higher dimensions: if n > 1 the function 

(Vol(r»))1/n = I / dnpdni 
l/n 

cannot be a symplectic capacity on R" x R^, because every symplectic cylinder 
then has infinite volume: 

VoliZjiR)) = +oo if n > 1. 
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Let us compare the volume and the symplectic capacity of balls in 
R£ x R£. By definition, 

Cap(B(i?)) = -KR2 

while the volume of a 2n-dimensional ball is 

nn2n 

Vol(B(J2)) = - ~ . 

We thus have the formula: 

Vo\(B(R)) = 1 [Cap(B(R))]n (3.77) 

so that volume and capacity of phase space balls only agree when n — 1. We 
also observe that the capacity of a ball B(R) is independent of the dimension 
of the phase space, as it is always irR2. 

Note that if £ is an ellipsoid with spectrum {R\,..., Rn), then 

Vo\{£) = ^R\---Rl>^R\n 

n! L ™ n! 

and hence 

Vol(£) > —} [Cap(f)]" . (3.78) 

3.9 Capacity and Periodic Orbits 

We will use the word "action" in this section to denote the value of the integral 
of pdx along a curve 7 in phase space: 

-l pdx. (3.79) 

This terminology is not quite standard, because what one calls "action" in 
physics is usually the integral 

L pdx - Hdt (3.80) 

of the Poincare-Cartan form. (It would be more conform with standard use 
to call (3.79) the "reduced action", but we have avoided this for the sake of 
brevity.) 
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Periodic orbits play a fundamental role not only in quantum mechanics, 
but also in classical (especially Celestial) mechanics. They seem to be related 
in some crucial (but not fully understood) way to problems in various areas 
of pure mathematics, the most notable being Riemann's hypothesis about the 
zeroes of the zeta function (see Brack and Bhaduri's treatise [22] for a thorough 
and up-to-date discussion of this relationship). 

Let H be a Hamiltonian function (not necessarily of Maxwell type) on 
phase space R™ x R™, and XH the associated Hamilton vector field. We will 
assume that H is time-independent. Recall that an "energy shell" is a non­
empty level set of the Hamiltonian H. We will always denote an energy shell 
by the symbol dM, whether it is the boundary of a set M or not. Thus: 

3 M = { Z € 1 J X R ; : H(Z) = E) . 

We notice that any smooth hypersurface of phase space is the energy 
shell of some Hamiltonian function H: it suffices to choose for H any smooth 
function on R™ x R™ and keeping some constant value E on dM. 

3.9.1 Periodic Hamiltonian Orbits 

We will call periodic orbit of XH any solution curve t \—> z(t) of Hamilton's 
equations for H such that there exists T > 0 such that z(t + T) = z(t) for all t. 
Such an orbit may, or may not exist, but if it exists it is carried by an "energy 
shell" (as are all orbits). 

It is a remarkable result, well-known from the regularization theory of 
collision singularities in Kepler's two-body problem, that Hamiltonian periodic 
orbits on a hypersurface are independent of the choice of the Hamiltonian 
having that hypersurface as energy shell. Periodic orbits are thus intrinsically 
attached to any hypersurface in phase space: 

Proposition 70 Let H and K be two functions on R™ xR™. Suppose that 
there exist two constants h and k such that 

dM = {z: H[z) = h} = {z: K(z) = k} (3.81) 

with VZH 7̂  0 and VZK ^ 0 on dM. Then the Hamiltonian vector fields XH 
and XK have the same periodic orbits on dM. 

Proof. The intuitive idea underlying the proof is simple: the vector 
fields VZH and VZK being both normal to the constant energy hypersur­
face dM, the Hamiltonian fields XH and XK must have the same flow lines, 
and hence the same periodic orbits. Let us make this "proof" precise. Since 
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VzH(z) ^ 0 and VzK(z) ^ 0 are both normal to dM at z, there exists a 
function a ^ 0 such that XK = OLXH on dM. Let now (ft) and (gt) be the 
flows of H and /iT, respectively, and define a function t = t(z,s), s 6 1 , as 
being the solution of the ordinary differential equation 

§="(/*(*)) , «z,0) = 0 

where z is viewed as a parameter. We claim that 

gs(z)=ft(z) for zedM. (3.82) 

In fact, by the chain rule 

that is, since X ^ = aXif. 

£MZ) = XK(MZ)) 

which shows that the mapping s >—> ft(z,s)(z) is a solution of the differential 
equation z = XH{Z) passing through z at time s = t(z: 0) = 0. By the unique­
ness theorem on solutions of systems of differential equations, this mapping 
must be identical to the mapping s i—> gs(z); hence the equality (3.82). Both 
Hamiltonians H and K thus have the same orbits; the proposition follows. • 

In view of this result, we will in the sequel talk about the "periodic 
orbits of a set dM" without obligatorily singling out some particular Hamilto-
nian. 

The problem of the existence of periodic orbits on a given energy shell 
dM is a very difficult one, and has not yet been solved in the general case at 
the time this book is being written. There are, however, some partial results. 
One of the oldest is due to Seifert [126] in 1948: he showed that every compact 
energy shell for a Hamiltonian 

P2 

H=L+U 

contains at least one periodic orbit, provided it is homeomorphic to a convex 
set. 

The following general result is due to Rabinowitz [116] (also see Wein-
stein [146]): 
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Proposition 71 Let M be a compact and convex region in R™ x R™. If dM 
is C , then it contains at least one periodic orbit. 

The compactness of M in these criteria cannot be relaxed in general. 
Suppose for instance n = 1 and take for M the half-plane p > 0. Then dM is 
the line p = 0, which is an energy shell for the free particle Hamiltonian, but 
it has no periodic orbits. There are, however, simple examples of non-compact 
energy shells bearing periodic orbits: 

Example 72 Periodic orbits on symplectic cylinders. Any symplectic 
cylinder Zj(R) (1 < j < n) is a convex but unbounded set. It is an energy shell 
of the Hamiltonian 

which has periodic orbits 

' Xj = x'j cos - | + p'j sin ^ 

< pj = -x'j sin -̂  + p'j cos -̂  

, Xk = Pk = 0 if k^ j 

lying on Zj(R) if x'? +p'? = R2. Notice that the action of such a periodic orbit 
equals the capacity TTR2 of Zj (R). 

For a more detailed review of the known conditions for the existence 
of periodic orbits, see Hofer and Zehnder [76] and the numerous references 
therein. 

3.9.2 Action of Periodic Orbits and Capacity 

There is a fundamental relation between the action of periodic orbits and ca­
pacities of subsets of phase space. Suppose for instance that M is the ball 
B(R) = {z : \z\ < R} in R™ x R™. Then every periodic orbit is an orbit of the 
isotropic oscillator Hamiltonian 

H = \{p2 + x2) 

whose solutions precisely have action TTR2 = Cap(B(R)). In Example 72 above, 
we constructed a periodic orbit on the symplectic cylinder Zj(R), and remarked 
that its action was equal to the capacity of this cylinder. 

It turns out that these results are by no means a particularity of the 
harmonic oscillator. They are, in fact, a general feature of systems with com­
pact and convex energy shells: 
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Theorem 73 Let M be a compact and convex region in phase space. Then: (1) 
There exists at least one periodic orbit 7* on dM whose action is the capacity 
ofM: 

|A(7*)| = Cap(M). 

(2) For every periodic orbit 7 on dM, the following inequality holds: 

|yl(7) I > Cap(M). (3.83) 

The proof of this theorem is by no means trivial; it relies on the use of 
a particular choice of capacity, distinct from the symplectic area, and for which 
equality occurs for some special period orbits. (See Hofer and Zehnder's [76].) 

Let us check this theorem on ellipsoids. Recall that B{R\,..., J?„) 
(i?i <•••< Rn) denotes the ellipsoid in R™ x R™ denned by the condition: 

E4w+*5)<i 
and that its capacity is: 

j = l 3 

Cap(B(Ri,...,Rn))=irR2
1 

(see Subsection 3.8.1). We claim that there exists a periodic orbit on the 
boundary of B(R\,..., i?„) which has precisely irR2 as action. The Hamiltonian 

* = E^fo2+^2) R2 

3 = 1- 3 

has B(Ri, ...,Rn) as energy shell, and the functions x = (xi, ...,xn), p = 
(pi,...,p„) defined by 

' xi (t) = x[ cos j p + p\ sin -|r-

Pl(t) = -x[ sin £ + p[ cos ^ 

{xj(t)=pj(t) = 0 for j>2 

are solutions of Hamilton's equations for H. Choosing for initial conditions 
x[ and Pi such that x'y + pf = R\, the trajectory will be the "small circle" 
xi + Pi = ^1 °f B(Ri,...,Rn). The corresponding action is the area of this 
circle, and this area is precisely TTR2, proving our claim. 

Notice that we could construct, in a similar way, periodic orbits which 
are any meridian circles with radii R2,.-.,Rn of the ellipse B(Ri,..., i?„), but 
these orbits will have actions -rrR?,,..., TTR^ larger than nR2 = Cap(B(i?i,..., Rn))-
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3.10 Cell Quantization of Phase Space 

In this Section we propose a quantization scheme based on the property of 
the symplectic camel. In consists in postulating that no periodic orbits exist, 
in quantum mechanics, on subsets of phase space with symplectic capacity 
smaller than \h. This postulate leads in a rather straightforward way to the 
Maslov quantization of Lagrangian manifolds (and, in particular, to the correct 
ground level energies for integrable systems). We then introduce the notion 
of wave-form on a quantized Lagrangian manifold. These wave-forms are, in 
a sense, extensions to phase space of the usual wave-functions of quantum 
mechanics; their definition makes use of the notion of square root of a de Rham 
form, which is calculated by using the properties of an essential mathematical 
object, the Leray index. The classical motion of the wave-forms, when projected 
on configuration space, is just the usual semi-classical mechanics. We begin 
by reviewing some well-known results from standard quantum mechanics (for 
details, see the classical treatises [17, 101, 111]). 

3.10.1 Stationary States of Schrodinger's Equation 

Consider Schrodinger's equation 

ih— = HV 
at 

associated to a time-independent Hamiltonian function H (in arbitrary dimen­
sion). Solving that equation by the method of separation of variables, we find 
that ^ is a linear superposition of functions 

^N(x,t) = e-iENt^N(x) 

where ipri is a "stationary state", solution of the eigenvalue problem 

Hi/; = E$ (3.84) 

for the eigenvalue E — Erf. 

Example 74 The One-Dimensional Harmonic oscillator. Choose for 
H the harmonic oscillator Hamiltonian in one dimension: 

H= — (p2+ m2w2x2) . 
2m v ' 

Equation (3.84) is then 

2m 
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and has non-zero solutions only if E has the value 

EN = (N + I ) tkj. (3.85) 

In particular, the "ground level energy" of the one-dimensional harmonic oscil­
lator is EQ — ftw/2. The corresponding stationary states are then the functions 
defined, up to a constant factor, by 

ipN{x) = HN{yfax) exp {-ax2/2) (3.86) 

where a — muj/h and H^ denotes the N-th Hermite polynomial. 

These example generalizes to the Hamiltonian 

nr I 2 , 2 , 2 \ , m / 2 2 , 2 2 , 2 2\ 
H=^{Px+Py+Pz) + j{u>xx +"yy +"zz) 

representing anisotropic harmonic oscillations in 3-dimensional physical space. 
Resolution of the corresponding eigenvalue equation (3.84) leads to the station­
ary states 

V^JVAT^r) = IpNA^Nyiy^NAz) 

where ipNx, tpNv, "4>NZ are given by (3.86) with UJ replaced by <jx, u>y, u>z respec­
tively. The state IPNX,NV,NZ corresponds to the value 

EN*,Ny,Nz = ENX + ENy + ENl 

of the energy, that is: 

^ . . i v , . * , = (N* + 3) hu* + (Ny + k)fkjv + (N* + \)^z- (3.87) 

Notice that the ground level energy 

E0 = \hujx + \hujy + \hwz (3.88) 

is the sum of the ground energies of three one-dimensional oscillators with 
frequencies CJX, uiy, LJZ running independently. 

These results generalize in a straightforward way to the n-dimensional 
harmonic oscillator with Hamiltonian 

n 1 

3=1 d 
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One finds that the energy levels are in this case 

n 

ENl,...,Nn = Yl (N3 + I) H- (3-89) 
j=l 

and the "ground level energy" is thus 

n 
Eo = ,}2\nwr (3-90) 

The fact that the ground energy levels are different from zero is often 
motivated in the physical literature by saying that an observed quantal har­
monic oscillator cannot be at rest (that is, one cannot find x = 0 and p = 0), 
because this would violate Heisenberg's uncertainty principle. This view is in 
accord with the Copenhagen interpretation discussed in Chapter 1, and which 
advocates that the "act of observation" automatically provokes an uncontrolled 
perturbation of the oscillator. We will see that the non-zero ground energy lev­
els actually have a topological origin, and can be viewed a consequence of the 
principle of the symplectic camel. (Notice that the energy levels do not depend 
on the mass of the oscillator; this reflects the fact that m can be eliminated by 
a convenient symplectic change of variables, and is therefore without influence 
on the final quantization condition.) 

We next use the non-squeezing theorem to introduce a quantization 
scheme leading to semi-classical mechanics. 

3.10.2 Quantum Cells and the Minimum Capacity Principle 

Recall from Subsection 3.8 that we defined the symplectic radius R of a subset V 
of phase space as being the radius of the largest ball that can be symplectically 
embedded in P ; the symplectic capacity Cap(2?) is then by definition irR2. 
Notice that Cap(X>), which has the dimension of an area, can be any positive 
number, or oo. 

In quantum thermodynamics and chemistry it is common to "divide" 
phase space in "cells" with volume having an order of magnitude h3. We prefer 
the following definition: 

Definition 75 A quantum cell is a convex subset M of phase space with ca­
pacity ^h. 

A ball with radius -Jh is a quantum cell, and so is a symplectic cylin­
der with radius yfh: quantum cells can thus be unbounded, and have infinite 
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volume. Notice however that when a cell in 2n-dimensional phase space is a 
ball jE?27i(\/ft), then its volume 

Vol2„ B(y/h)= kn 

2"n! 

very quickly decreases as the dimension n increases: 

Vol2n B(Vh) = A Vol2(„_1) B(Vh). 

When n = 3, corresponding to the case of the phase space of a single particle, 
the volume of a cell is thus /i3/48, but for two particles (n = 6) the volume 
is /i6/46080. We begin by discussing the quantization of the harmonic oscil­
lator from the point of view of Theorem 73, and make the following physical 
assumption: 

Axiom 76 (Minimum capacity principle) The only physically admissible 
period orbits are those lying on an energy shell enclosing a quantum cell. 

I view of the "capacity = action" result of Theorem 73, this principle 
is of course equivalent to: 

Axiom 77 (Minimum action principle) The action of a physically admis­
sible Hamiltonian periodic orbit cannot be inferior to \h. 

We will call an orbit 70 for which equality occurs a minimal periodic 
orbit: 

Jyc 

pdx = hh. 

We are going to see that the minimum capacity/action principle suffices to 
determine the ground energy levels for the harmonic oscillator in arbitrary 
dimension n. 

3.10.3 Quantization of the N -Dimensional Harmonic Oscillator 

We begin by studying the cases n = 1 and n = 2. Consider the Hamiltonian 
function 

H=—(p2+m2u;2x2) 
2m 
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defined on the phase plane Rx x Rp. The associated periodic orbits are the 
ellipses 

1E'- ^ b ( p 2 + m W ) = 1; 

for each positive value of E, 7JS encloses a surface with area 2irE/u>. These 
ellipses correspond to the periodic solutions 

1 , x = x cosut H p smut 
mu (0<t< 2ir/u) 

p = —mux' sin ut + p' cos ut 

of Hamilton's equations, where the initial data satisfy 

1 

2mE 
(p'2 + m2u2x'2) = l. 

Since area and capacity coincide for n = 1 (see Subsection 3.8.2), the minimum 
capacity principle, implies that the smallest periodic orbit 70, whose energy is 
denoted by EQ, should satisfy 

2TTE, 1 c 
- = j> pdx= \h. (3.91) 

• '70 

It follows that £<) = \hjj, which is the "ground energy" predicted by quantum 
mechanics. 

Before we state and prove the most general result, let us study the 
model case of the two-dimensional oscillator with Hamiltonian 

Hx,y = £ (Px + J>2 + m2"lx2 + m2"ly2) • 

It is of course no restriction to assume that u>x > u>y. The associated orbits 
7 x y are all periodic if and only if the frequencies u>x and u>y are commensurate, 
that is, if there exist two non-zero integers k and £ such that wx:wy = k:£. A 
period is then 

_ 2fc7r _ 2£-K 
iVX U}y 

However, in all cases there are two distinguished periodic orbits: 

1 , 
x = x coswxi H px smujxt 

muix 
7 x o : < / • 4 , / . ( 0 < t < 27r/o)x) 

' ' Px — — mu)xx sinwxr +pxcoscjxt v — — 1 xj 
(y=Py = 0 
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and 

x = px = 0 

7o,y : < y = y' cosujyt H p' sin wyt (0 < t < 2ir/u)y) 

py = —mojyy' sinojyt + p'y cosuiyt 

with respective actions 

mu>x 

and 

^o,y) = ~(p'y
2 + mWyy>*). 

Assume that these orbits lie on a same energy shell Hx<y = E; then the initial 
conditions must satisfy 

1 I 12 , 2 2 / 2 \ - " • / ' / 2 i 2 2 / 2 \ TTT 

— (px +m u,xx ) = —(py +m uyy ) = E 

and the corresponding actions are given by 

U)x Wy 

Since u>x > u)y we have -4(7a;,o) < -^(7o,y); and a first obvious use of the 
minimum capacity principle yields ^4(7x,o) = \h. This leads to the value 

EQ = ^hujx 

for the ground energy, which is not the value predicted by quantum mechanics, 
which is 

EQ — \hu)x + \huy-

This does not however indicate a violation of the minimum capacity principle. 
Recall, in fact, that the precise statement of that postulate is that there can 
be no periodic orbits with action less than half Planck's constant, lying on any 
quantum cell, that is, on any convex subset of phase space with capacity inferior 
to h/2. It turns out that the loops 7 ,̂0 and 70,2, lie not only on ellipsoids, but 
also on symplectic cylinders, which are quantum cells in their own right if their 
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radius is y/h\ To exploit this fact, we reduce the Hamiltonian HX:V to "normal 
form" by performing the symplectic change of variables 

px = y/muixp'x 
y/mu>x 

V' WKJ, 
, py = ^/fnu^p'y . 

T h a t change of variable brings HXiV into the form 

(we are omit t ing the "primes" on x and y for the sake of notational simplicity). 
This change of variables preserves the actions, since the form pdx is invariant 
by the substitution (x',p') >->• (x,p). It also preserves the symplectic capacities 
of subsets of phase space, being symplectic (see Proposit ion 66). Now, the 
orbits determined by Hamilton 's equations associated to H'x are the curves 

' x = x' cos u)xt + p'x s i n w ^ 

px — —x' sin cjxt + p'x cos u)xt 

y = y' cos tjyt + p'y sin u)yt 

py = —y' sin ojyt + p'y cos u)vt 

Ix^y '• * 

where (x',y',p'x,p'y) is t he initial point. The energy of such an orbit is 

U). w„ E = E(lx,y) = ^(p» + x») + ^(p'y
2 + y") 

and the corresponding energy shell is thus the boundary of the ellipsoid 

whose capacity is Cap(£) = 2TTE/UJX (since wx > wy). Let us now apply the 
minimum capacity principle to the orbit jXty (notice tha t we do not make any 
assumption of periodicity). We first make the crucial observation tha t while 
the curve 7x,y belongs to an energy shell of the Hamiltonian H'x y, it also lies 
on each of the symplectic cylinders 

Zx = {{x,y,px,py) :x2+pl = R2
X) 

and 

Zy = {{x,y,Px,py) •y2+pl = R2
y} 
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where R2 = p'2 + x'2, R2 = p'2 + y'2. These cylinders carry periodic orbits (see 
Example 72), and their capacities must thus be at least h/2. Since by Gromov's 
non-squeezing theorem the radius and the symplectic radius of a cylinder are 
equal, we must have both -KR2. > \h and irR2 > \h, and hence there is a 
minimal orbit 70 such that 

E(io) = ^-Rt + ^R2
y > i ^ x + hhu>y 

which is the correct result. 

The discussion hereabove generalizes without difficulty to the case of 
the Hamiltonian 

H = J2^(p2j+m^x") (3-92) 

of the n-dimensional anisotropic harmonic oscillator: 

Proposition 78 The minimum capacity principle implies that the ground en­
ergy level of the Hamiltonian (3.92) is 

n 

E0 = Y^\h^j- (3-93) 

Proof. It is a straightforward generalization of the example of the 
two-dimensional harmonic oscillator: first perform the change of variables 

(x,p) 1—> (Lx ,L _ V) 

where L is the n x n diagonal matrix with diagonal entries (m^o^) - 1 /2 ; this 

has the effect of changing H into 

The change of variables above being symplectic (we have (Lx, L^p) = mL,{x,p) 
with the notations of Subsection 6.2.3), this transformation does not affect the 
action form pdx, and it does not change the symplectic capacities of sets; we 
may therefore prove the result with the Hamiltonian H replaced by H'. Exactly 
as in the case of the two-dimensional oscillator, we remark that each orbit 

7 : xj = x'j cos LJjt + p'j sinujjt (1 < j <n) 
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is carried, not only by an energy shell of the Hamiltonian H', but also by each 
symplectic cylinder 

where R? = x'? +pf- However, these cylinders carry periodic orbits (Example 

72), and their capacities must satisfy the conditions 

CapZjiRj) =irR2
j >\h 

in view of the minimum capacity principle. If 70 is a minimal periodic orbit, it 
will thus satisfy 

which is the result predicted by ordinary quantum mechanics. • 



Chapter 4 

ACTION A N D P H A S E 

Summary. The gain in action of a system is the integral of its Poincare-
Cartan form along the phase-space trajectory. For completely integrable 
systems, that gain is related to the phase of a Lagrangian manifold. This 
yields a geometric interpretation of Hamilton-Jacobi's equation. The 
amount of action needed to go from one point in physical space to an­
other is the value of the generating function. 

4.1 Introduction 

Physics is where action is (Yu. Manin). 

This statement should be taken at face value, because action really is 
one of the most fundamental and ubiquitous quantities in Physics. But what 
is action? To say that it is 

energy x time = momentum x length 

does not leave us any wiser than before. In fact, action is most easily defined 
in terms of its variation: the gain or loss in action of a system moving from a 
point z' = (x',p') at time t' to a point z = (x,p) at time t is just the integral 
A = A(z, t; z', t') of the Poincare-Cartan form \H = pdx — Hdt along the piece 
of phase space trajectory joining these two points. In short: 

fZ,t 

= pdx- Hdt . (4.1) 
Jz't' 

rz,t 

A 
'z',t 

We now ask the following question: 

Is there any way to determine the amount of action needed to go 
from (z',t') to (z,t) = fttt'(z',t') without calculating explicitly the 
integral above, that is, without first solving Hamilton's equations? 



128 ACTION AND PHASE 

The answer to that question is that, yes, we can. And there is moreover 
a bonus: 

/ / the time interval t — t' is small enough, then the knowledge of 
the initial and final positions suffices to determine the action. 

We will see that there is in fact a function with marvelous properties 
that allows us to do all this. It is called the generating function determined 
by H (or, in somewhat older literature, Hamilton's characteristic or two-point 
function). 

But, one might object, we have been denning action in terms of a 
change. Is it possible to give an absolute definition of action? This subtle 
question will be discussed at the end of this Chapter, in connection with the 
notion of Lagrangian manifold. 

4.2 The Fundamental Property of the Poincare-Cartan Form 

We have seen in Chapter 2 (Remark 27, formula (2.65)) that the contraction 
of the form 

&H = dp A dx — dH A dt 

with the suspended Hamilton field XH is zero: i^ fin = 0. An important 
consequence of this property is that the integral of the Poincare-Cartan form 

XH = pdx — Hdt 

along any curve which is shrinkable to a point on the surface of a trajectory 
tube vanishes. As a consequence, we will recover a classical result from hydro­
dynamics, known as Helmholtz's theorem. 

For the benefit of the reader who might be more familiar with the 
notations of classical vector analysis than with those of intrinsic differential 
geometry, we begin with the case of a particle moving along the x-axis; the 
extended phase space is thus here the three-dimensional R^ t. 

4-2.1 Helmholtz's Theorem: The Case n — \ 

We assume, as usual, that the solutions of the Hamilton equations for H are de­
fined globally and for all times. Thus, every closed curve 7 in ^x,p,t determines 
a trajectory tube TH (7): it is the surface swept out by 7 under the action of 
the flow of the suspended vector field XH = (VPH, —VXH, 1). The suspended 
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vector field is tangent to TH{I), hence at each point (x,p, t) of TH{I) we must 
have 

XH(x,p,t)-n(x,p,t)=0 (4.2) 

where n(x,p, t) is the (outward oriented) normal to TH(J) at (x,p, t). 

Theorem 79 The integral of the Poincare-Cartan form along any closed curve 
p, lying on (i.e. not encircling) a trajectory tube TH{I) is equal to zero: 

L pdx -Hdt = 0. (4.3) 
in 

Proof. Introducing the notation u = (x,p, t), we have 

I pdx-Hdt = f(p,0,-H)-du. (4.4) 

Let D denote the surface in C encircled by p. By Gauss's formula we have 

I pdx - Hdt = [[ [Vu x (p, 0, -H)] • ndS (4.5) 
J\i J J D 

where dS is the area element on C. Now 

Vxlx(p,0,-H) = XH (4.6) 

and Eq. (4.3) follows, using Eq. (4.2). • 

Theorem 79 allows us to give a simple proof of Helmholtz's theorem 
on conservation of vorticity (See Westenholz's interesting discussion of this 
notion in [147], Ch. 13, §4.) 

Corollary 80 (Helmholtz's theorem). Lei 71 and72 be two arbitrary closed 
curves encircling a same tube of trajectories Tu{l)- The integrals of the Poincare-
Cartan form along 71 and 72 are equal: 

<f> pdx - Hdt = I pdx - Hdt. (4.7) 

Proof. Give the curves 71 and 72 the same orientation, and let us 
apply the following "surgery" to the piece of trajectory tube T7l i72 limited by 
them: choose a point (zi,ti) on 71, and a point (22,^2) on 72. Let now 7 be a 
curve in T7l i72 joining these two points, and define the chain 

o- = 71 + 7 - 72 - 7-
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It is a loop encircling Tj1:-y2 as follows: it starts from (z\,ti) and runs (in the 
positive direction) along 71; once it has returned to (zi,t\), it runs along 7 
until it reaches the point (^2,^2) and then runs (now in the negative direction) 
around 72 until it is back to (Z2,£2); finally it runs back to (zi,ti) along 7. 
Obviously a is contractible to a point, and hence formula (4.3) applies, and the 
integral of the Poincare-Cartan form along a vanishes. Since the contributions 
from 7 and —7 cancel, we get 

j> pdx - Hdt = <t> pdx — Hdt + i> pdx — Hdt = 0 
J a J-^1 J—f2 

which proves formula (4.7). • 

4-2.2 Helmholtz's Theorem: The General Case 

Everything above can be generalized to the case of the n-dimensional Poincare-
Cartan form: 

Theorem 81 Let Tn{l) be a trajectory tube for the time-dependent flow of 
XH- U 7i and 72 are two homotopic curves (with fixed endpoints) on TH(7), 
then we have 

f 
Jit 

pdx — Hdt = </> pdx — Hdt. 
72 

Proof. Recall that we are denoting pdx—Hdt by XH- Applying Stoke's 
theorem to a = 71 — 72 we have 

f A# - j> XH - f A# = / ClH 

where D is the piece of surface of TH{~I) bounded by 7, so that it is sufficient 
to prove that the restriction of Cln to TH{I) is zero: 

" f f l T „ h ) = 0 . (4-8) 

This amounts to show that for every pair (u,u') of vectors tangent to TH{"I) 

at a point £ we have 

(nH)i(u,u') = 0. (4.9) 

Since the suspended vector field XH is everywhere tangent to the trajectory 
tube, we can find another tangent vector Y(£) such that the pair (XH(Q, Y(£)) 
is a basis of the tangent space. Writing the vectors u and u' as 

u = aY{0 + (3XH{£,) , u' = a'Y{0+p'XH{Z) 
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we get, using the antisymmetry of £IH'• 

(«*)*(«,«') = (a/3' - a'mH(XH(0,Y(0) 

= ( i j ? H f i * ) € ( n O ) 

= 0 

proving (4.9). • 

As a consequence of Theorem 81, we have: 

Corollary 82 (Helmholtz's theorem) (1) Let 71 and 72 be two curves en­
circling a same trajectory tube TH(J) in extended phase space. Then 

i \H= i \H- (4.10) 
•'71 J12 

(2) If in particular 71 and 72 lie in the parallel planes t = t\ and t = t-2, then 

(b pdx = (b pdx . (4-11) 
•'71 •'72 

Proof. Part (2) follows from part (1), since dt = 0 on planes with 
constant t, and (1) follows from Lemma 81, using the same "surgery" as in the 
derivation of the 1-dimensional Helmholtz theorem. • 

Helmholtz's theorem yields an alternative proof of the symplectic in-
variance of a Hamiltonian flow {ft,t')- It goes as follows: let D be a "1-chain" 
in R™ x R™, i.e. a two-dimensional piece of surface with boundary 7. Using 
successively Stoke's theorem and formula (4.11) we have 

/ dp Adx = <p pdx = <i> pdx. 
JD A Jft.fd) 

Applying Stoke's theorem, this time to the last integral, and using the formula 
of change of variables we get 

® pdx = / dp A dx = I /t*t, (dp A dx) 
Jft.t'd) Jft,t'(D) JD 

that is, summarizing, and recalling that Q. = dp A dx: 

f 0 = / /*t,fi. 
JD JD 
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Since this equality holds for all D, we conclude that f^t,fl = fl, hence (ft,r) 1S 

a symplectomorphism. 

Helmholtz's theorem can be rephrased by saying that the Poincare-
Cartan form is an integral invariant. The subject of integral invariants was 
initiated in a systematic way by the mathematician Elie Cartan (6.1869) in his 
celebrated Lecons sur les invariants integraux (1922). We refer to Libermann 
and Marie's treatise [91] for a very clear and complete discussion of the various 
notions of integral invariants, and of their applications to differential geometry 
and mechanics. 

4.3 Free Symplectomorphisms and Generating Functions 

Assume that you want to throw a piece of chalk from a point A to reach 
some other point B. You decide that there must elapse a time t — t' between 
the moment the projectile is thrown, and that when it hits its target. Then 
there will be only one possible trajectory, at least if the time interval t — t' is 
small enough. (For large t — t' uniqueness is not preserved, because of exotic 
possibilities, such as the piece of chalk making one, or several, turns around 
the earth.) That is, the position (x',y',z') of the piece of chalk at time t' 
and its desired position (x,y,z) at time t will unambiguously determine both 
the initial and final momenta. This can be stated in terms of the flow (ft,r) 
determined by the Hamiltonian H of the piece of chalk by saying that fttt> is a 
free symplectomorphism. More generally: 

Definition 83 A symplectomorphism f defined on (some subset of) phase 
space is free if, given x' and x, the equation 

(x,p) = f(x',p') 

uniquely determines (p,p'). 

Here is a useful criterion: 

L e m m a 84 A symplectomorphism f : (x',p') i—>• (x,p) defined in some simply 
connected open subset of phase space is free if and only if 

d(x.x') dx . „ ,.->n\ detoferdet^° (4-12) 
on that set. 
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Proof. To prove that / is free if and only if we have 

det 0 ^ 0 (4.13) 

it suffices to apply the implicit function theorem. In fact, the equation x = 
x(x',p') can be solved locally in p' if and only if the Jacobian matrix dx/dp' 
is non-singular, that is if (4.13) holds. We next note that the equality 

det | i 4 = det | ^ 
o(p', x') op' 

follows from the definition of the Jacobian matrix, because 

d{p',x') \ 0 I 

and hence 

d(x x'*) I dx \ f dx 
det „; .' ,; = det —- det I = det ' d(p',x') \dp' J \dp', 

which ends the proof of (4.12). • 

In the linear case, Lemma 84 can be restated in the following pedestrian 
way: 

Lemma 85 A symplectic matrix s = I ~ n I is free if and only if the two 

following (equivalent) conditions are satisfied: (1) det B ^ 0, (2) s£p n lv = 0, 
where £p = xR™ is the p-plane. 

Proof. Conditions (1) and (2) are evidently equivalent, and (1) is 
equivalent to (4.12). • 

It turns out that free symplectomorphisms are "generated" by func­
tions defined on twice the configuration space. This important property is 
studied in the next Subsection. 

4-3.1 Generating Functions 

Identifying as usual fi with the differential form 

dp Adx = dpi A dx\ + • • • + dpi A dxi 
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to say that a mapping / : R£ x R£ —• M™ x R™ is a symplectomorphism means 
that we have 

dp/\dx = dp' A dx' (4.14) 

where a; and p are expressed in terms of the x' and p' by (:r,p) = f(x',p'). 
Since by definition of the exterior derivative we have d(pdx) = dp A dx and 
d{p'dx') = dp' A dx', formula (4.14) is equivalent to 

d(jpdx - p'dx') = 0 . (4.15) 

In view of Poincare's lemma (the one that says that a closed form on a con-
tractible set is exact), there must exist a function G = G(x,p;x',p') (uniquely 
defined up to an arbitrary additive constant) such that 

pdx = p'dx' + dG. (4.16) 

If we now assume in addition that / is free, then the variables p', p in G are 
redundant, because they are unambiguously determined by the datum of x' 
and x, and we can thus define a function W on twice the configuration space 
by 

W(x,x') = G(x,x';p(x,x'),p'(x,x')). (4.17) 

Definition 86 A function W : R™ x RJ —> R for which the equivalence (4-18) 
holds is called a generating function for the free symplectomorphism f. 

Here is a basic example: 

Example 87 The matrix J. The symplectic matrix 

-(-" 0 
is obviously free. Let us find a generating function for J. The relation z — Jz' 
is equivalent to x = p', p = —x' and hence 

pdx = p'dx' — d(x • x'). 

It follows that a generating function for J is W(x, x') = —x • x'. 

Notice that the identity operator is not free, and does thus not admit 
a generating function. 

It turns out - and this is one of the most important properties of 
generating functions - that they allows us to calculate the initial and final 
momenta given the initial and final positions: 
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(x,p) = f(x',p') 

Proposition 88 Let f be a free symplectomorphism with generating function 
W. We have 

p' = -Vx,W{x,x'). 

Proof. It is elementary: since the differential of W is 

dW = WxWdx + Vx.Wdx' 

the equivalence (4.18) follows from (4.16). • 

Here is simple example we will revisit several times in the forthcoming 
chapters: 

Example 89 The tennis player. Suppose that a tennis player smashes a 
ball with his racket at time t!, so that its velocity vector is in a given coordinate 
plane (hereafter called "the x,y-plane"), orthogonal to the ground. We neglect 
friction or spin effects, and we assume that the ball (identified with a material 
point with mass m) remains forever in that plane. Assuming that the ball is at 
a point (x', y') at time t', we want to find which initial velocity the tennis player 
needs to give to the ball so that it reaches another point (x, y) at a prescribed 
time t > t'. We set r = (x, y), p = (px,Py) and v = (vx,vy) , and we choose 
the y-axis upwards oriented. The Hamiltonian function of the ball is then 

H(r,p) = 2^(PI+ Py) + m9V 

where g « 10ms - 2 . The equations of motion are 

j x(t) = vx(t) , y(t) = vy(t) 

\vx(t) = 0 , i)y(t) = -g 

whose solutions are 

x(t)=x'+v'x(t-t') 

y(t) = -Z(t-t>)*+Vy(t-t>) + y> 
Px{t) = p'x 

{Py(t)=p'y-Y(t-t')-

Keeping x', y', and t' fixed, we want to reach the point (x,y) after time t — t'. 
This requires that we choose the velocity coordinates as 

, x-x' , y 
x t-t' ' y 

and the final velocities are then vx = v'x vy=v'y-g(t-t'). 
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The following result shows that every function W defined on twice the 
configuration space whose matrix of second derivatives is non-singular is the 
generating function of some free symplectomorphism. recall that the Hessian 
of a function is the determinant of its matrix of second derivatives. (In some 
texts, it is the matrix of second derivatives itself which is called the Hessian. 
We will not use this convention.) 

Proposition 90 A function W = W(x,x') is a generating function for a free 
symplectomorphism if and only if the matrix 

\OXJOXJ / l<i,j<n 

is invertible, that is: 

HessXtX,(W)^0. (4.19) 

Proof. Suppose that W is a generating function for some free sym­
plectomorphism / . In view of Lemma 84 we have det(dx/dp') ^ 0 and hence 

dx \dp') 

is invertible. Suppose conversely that W = W{x, x') is a function satisfy­
ing (4.19). Let (x',p') be an arbitrary point in phase space, and define x 
implicitly (and uniquely) by p' = —VxW(x,x'); this is indeed possible in 
view of the implicit function theorem, and condition (4.19). Next, define p 
by p = VxW(x,x'), and let / be the mapping (x',p') i-> (x,p). We claim that 
/ is a symplectomorphism. In fact, 

pdx - p'dx' = VxW(x, x')dx + Vx>W(x, x')dx' 

= dW(x,x') 

and hence dp /\dx = dp' A dx'. Since p = VxW{x, x') and p' = — VxW(x, x'), 
that symplectomorphism is generated by W. • 

4-3.2 Optical Analogy: The Eikonal 

It turns out that the concept of generating function has a straightforward in­
terpretation in terms of the mechanical-optical analogy already sketched in 
Chapter 3. The optical length of a ray proceeding from x' to a; in a medium of 
index n is here L = nl where I is the actual length. Writing 

L(x, x'; t, t') = n(t - t') + AL(x, x'; t, t') (4.20) 

file:///OXjOXj
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where n(t — t') is the optical length of a ray proceeding exactly along the optical 
axis, the term AL(x, x'\ t, t') measures the deviation of the "true" optical length 
to that of a perfectly coaxial ray; it is called the eikonal (from the Greek EIKLJV 

= image; cf. "icon"). In the paraxial approximation, we have 

AL(x,x';t,t') = n^0£- (4.21) 

which is immediately identifiable with the generating function 

W(x,x';t,t')=m{-I0¥- (4.22) 

of the free particle. 

4.4 Generating Functions and Action 

Let (ft,?) D e the time-dependent flow determined by a Maxwell Hamiltonian 

H = E ^ r (Pi ~ A^ *))2 + u(x> *) • (4-23) 
3 = 1 3 

We begin by showing that ft,? in fact always is (locally) a free symplectomor-
phism for sufficiently short time intervals t — t'. 

4-4-1 The Generating Function Determined by H 

It turns out that we have the following very important property: the symplec-
tomorphisms ftt? are always free if t — t' is small enough (but different from 
zero: the identity mapping is not free!): 

Lemma 91 For every ZQ = (XQ,PQ) there exists e > 0 such that ftt? is a free 
symplectomorphism near ZQ for 0 < \t — t'\ < e. 

Proof. Set z = ft,?(z')- The first order Taylor expansion of z at t = t' 
is 

z = z' + (t- t')XH(z') + 0((t - t')2). 

Denoting by m the mass matrix, the Hamilton vector field associated to H is 

XH = ( m - 1 ^ - A), m'1(p - A)VXA - VXU) 
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and hence 

dp ^ = {t-t>)m-i + 02n((t-tr) 

(t - t')m-1 (I + 02n{t - t')) 

where Oin {(t - t')k) (k = 1,2) is a 2nx 2n matrix whose entries are 0((t-t')k) 
functions. It follows that 

det ~ ~ (t ~ t')2nm-x 

dp 

when t — t'-¥0, and hence dp/dx' will be non-singular near XQ if |t —1'\ ^ 0 is 
sufficiently small. In view of Lemma 84, this means that ft:t' is free at XQ for 
those values of t, t'. m 

To every free symplectomorphism ft,v we can associate a generating 
function Wt%v = Wttti[x,x'), and we have, by Proposition 88: 

( p = S7xWtt'(x,x') 
(x,p) = / t , t ' (x ,

I p ' )<=>{ ; „ ' , n (4-24) 
\p' = -Vx,Wttt,(x,x'). 

We are going to show that for every t' and t we can in fact choose such a fam­
ily of generating functions having the additional property that Wt,t' depends 
smoothly on (t,t'), and such that the function (x,i) i—> Wtit'(x,x') is, for 
fixed t', a solution of Hamilton-Jacobi's equation. We will moreover show that 
Wt,t'{x, x') is precisely the action needed to proceed from x' at time t' to x at 
time t. 

Proposition 92 (1) The function Wt,t' defined by 

rx,t 

Wttt,(x,x')= pdx-Hds (4.25) 
Jx',t' 

where the integral is calculated along the phase space trajectory leading from 
(x',p',t') to (x,p,t) is a free generating function for the symplectomorphism 
ft,t',' (2) For fixed x' and t', the function Qx',t'

 : ix,t) h^ W(x,x';t,t') is a 
solution of Hamilton-Jacobi's equation, that is: 

ft*x>,t' (x, t) + H{x, V , $ , . , f , t) = 0. (4.26) 

Proof. (1) Let Wttt> be defined by Eq. (4.25). We have to show that 
if (x,p) = ft,t'{x',p') then 

p = VxWt,f (ar, x') , p' = Vx, Wt,v (x, x'). (4.27) 
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It suffices in fact to prove that the first of these identities: since (ft,f) 1 = ft',t 
we have 

Wt,t,(x,x') = -Wt,,t(x',x) (4.28) 

and the second formula in (4.27) will hence automatically follow from the first. 
We set out to prove that 

Pj = ^ ( x , x ' ) (4.29) 

for 1 < j < n. Assuming for notational simplicity that n = 1, and giving an 
increment Arc to x, we set out to evaluate the difference 

Wttt.(x + &x,x')-Wt,t'(x,x'). 

Let 7i and 72 be the trajectories in joining, respectively, (x',p',t') to (x,p,t) 
and (x',p' + Ap',t') to (x + Ax,p + Ap,t). The two vectorsp' + Ap' andp + Ap 
are the new initial and final momenta corresponding to the new final position 
x + Ax. We have, by definition of Wttt

r-

Wt,t>(x,x') = / pdx-Hdt 

and 

Wttt, (x + Ax, x') = / pdx - Hdt. 
Jf2 

Let now \x be an arbitrary curve joining the point (x',p') to the point (x',p' + 
Ap') while keeping time constant and equal to t', and [it,v the image of that 
curve by ft,t'- Vt,t' is thus a curve joining (x,p) to (x + Ax,p + Ap) in the 
hyperplane time = t. In view of Helmholtz's theorem we have 

/ pdx - Hdt - / pdx — Hdt = / pdx — Hdt - / pdx — Hdt 

and hence, since dt = 0 on /x and ^t,t' and dx = 0 on \i: 

Wt,v (x + Ax, x') - Wttt> (x, x')= pdx . 

The choice of the curve /x being arbitrary we can assume that nt,t' is the line 

x{s) = x + sAx , p(s) = p + sAx 
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(0 < s < 1) in which case the integral along /xt)t' becomes 

/ pdx = pAx -\—(Aa;)2 

and hence 

Wt,t,(x + Ax,x')-Wt,t,(x,x') 1 
= p + - A x Ax ^ 2 

from which follows that 

p = -g^yx'x ;*.*) 

letting Aa; ->• 0; we have thus proven (4.29). (2) Fixing the starting point x' 
and the initial time t', x will depend only on t. Writing $ = $V,t' we have, by 
the chain rule: 

d$ d<& 
— (x,t)=Vx${x,t)-x+—(x,t) (4.30) 

that is, since p = \7x$>(x,t): 

~(x,t)=p-x+—(x,t). (4.31) 

On the other hand, by definition of <&: 

$(x,t)= / (p(s)x(s) - H(x(s),p(s),s))ds 
Jf 

so that 

— (x,t)=p-x-H(x,p,t). (4.32) 

Equating the right-hand sides of Eq. (4.31) and Eq. (4.32), we finally get 

— (x,t) + H(x,p,t) = 0 

which is Hamilton-Jacobi's equation for $ since p = Vx$(x, t). m 

Definition 93 We will call the function Wtit' defined by (4-25) the gener­
ating function determined by the Hamiltonian H, and write Wt,t'(x,x') — 
W(x,x';t,t'). The function W is thus defined on twice space-time. 
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Here are two classical examples: 

Example 94 The free particle. The generating function determined by the 
free particle Hamiltonian H = p 2 /2m is 

W i r ^ t ^ m ^ . 

Example 95 The one-dimensional harmonic oscillator. The generating 
function determined by the one-dimensional harmonic oscillator Hamiltonian 

H = — (p2 + m2ui2x2) 
2m v ' 

is the function 

W(x, x'; t, t') = o . ™" ((x2 + x'2) cosw(i - t') - 2xx') . (4.33) 
2s\noj{t — t ) 

Notice that W is defined only for t — t' ^ kir/u) (k an integer), and that it 
reduces to the free particle generating function in the limit w —>• 0 + . 

4-4-% Action vs. Generating Function 

One must be careful to note that the action A and the generating function 
W are represented by different mathematical expressions. For instance if H = 
p2/2m, then 

A = p'(x-x')-^(t-t') (4.34) 

while 

W(x,x';t,t') = m(^~^. (4.35) 

However, inserting the value 

m-
t-t' 

in (4.34) yields (4.35). This difference between both notions is much more 
subtle than it seems at first sight, and has led to many confusions, especially 
in the literature around Feynman's path integral. A "thumb rule" is that S 
depends explicitly on the initial (or final) momentum, while W does not: S is 
the gain in action as the particle proceeds from x' to x, with initial momentum 
p', with transit time t — t', while W rather answers the question: 
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"the departure and arrival times t and t' being given, what 
amount of action do we need to send the particle from x' to x?" 

One should remark that the action needed to "go from x to a;" (that 
is, to stay at the point x) is not, in general, zero! For instance, if H is the 
Hamiltonian of the harmonic oscillator in one spatial dimension (Example 95) 
then it follows from the expression (4.33) of the generating function that 

/N 2 U)(t-t') 
W(x,x;t,t ) = —mx tan . 

The generating function determined by a Hamiltonian depends on the 
gauge in which that Hamiltonian is expressed: 

4-4-3 Gauge Transformations and Generating Functions 

Although the free generating function determined by a Hamiltonian only de­
pends on the configuration space variables x and x' (and time), it is sensitive 
to gauge transformations. Consider a Maxwell Hamiltonian 

n-t^-Atf + u 

and a gauge transformation 

(A,U)^(A + VXX,U-^) (4.36) 

taking H into the new Hamiltonian 

The following result relates the generating functions of H and Hx: 

Proposition 96 Let W be the free generating function determined by a Maxwell 
Hamiltonian H. Then 

W*(x, x'-X *') = W(x, x'; t, t') + X{x, t) (4.37) 

is the free generating function of the transformed Hamiltonian Hx. 
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Proof. When one performs the gauge transformation (4.36), the con­
jugate momentum p = mv + A becomes px = p + Vxx, and hence 

px = Vx(W + X) , p'x = -Vx,{W + X)-

It follows that Wx indeed is a generating function for fft,. One immediately 
verifies that Wx — W + \ solves the Hamilton-Jacobi equation 

dWx 

— +Hx(x,VxW
x,t)=0 

for Hx, hence Wx is, as claimed, the generating function determined by Hx. • 

Example 97 Free particle in a non-trivial gauge. Consider the Hamil­
tonian function 

which is the free-particle Hamiltonian in the gauge x = xt. The free generating 
function determined by H is 

and that determined by Hx is thus 

Wx(x,x';t,t')=m^~^ + xt 

in view of formula (4-37). 

Generating functions can be used to solve Hamilton's equations: 

4-4-4 Solving Hamilton's Equations with W 

Let H again be a general Maxwell Hamiltonian 

j=\ J 

and W the generating function that it determines. We are going to show that 
the datum of W allows us to solve explicitly the Hamilton equations 

x = VpH(x,p,t) , p=-VxH(x,p,t). 
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Proposition 98 Let W be the generating function determined by a Maxwell 
Hamiltonian H. The equations 

(p = VxW(x,x',t) 
{ 4.38 

\p' = -Vx,W(x,x',t) 

determine, for given (x',p') and t' two functions 

t>—>x(x',p',t) , t>—>p(x',p',t). 
These functions are the solutions of Hamilton's equations for H with initial 
datum x(t') = x' and p(t') = p'. 

Proof. Differentiating the second equation (4.38) with respect to time 
yields 

dp' „,„ . „ (dW\ 

which can be written, since dp'/dt = 0: 

-W^x,x(t) + Vx>(H(x,VxW,t)) = 0. 

Now, by the chain rule, 

Vx,(H(x,p,t)) = (^-\ (VpH)(x,p,t) = Wx'tX,(S/pH)(x,p,t) 

so that 

Wx[x,(x-(VpH)(x,p,t))=0. 

Since the matrix Wx'x, is non-singular (see Proposition 90), this is equivalent 
to 

x = S7pH{x,p,t) 

which is the Hamilton equation for x. Similarly, differentiating the first equa­
tion (4.38) with respect to t and taking Hamilton-Jacobi's equation into account 
we get 

= -Vx(H(x,VxW)) + Wx[x,x 

= -(VxH)(x,VxW,t) + Wx[x,(VpH(x,VxW,t) - x) 

= -(VxH)(x,VxW,t) 

= ~(yxH)(x,P,t) 
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(4.39) 

which ends the proof of Proposition 98. • 

Let us illustrate this result on the harmonic oscillator: 

Example 99 Again the Harmonic oscillator. The generating function at 
t' = 0 determined by 

H=—(p2 + mWx2) 
1m 

is 

W(x, x', t) = n " ^ (cosfx2 + x'2) - 2xx'). 
2sinwt 

The equations (4-38) are thus 

fxcosut — x'\ , fx'cosuit — x\ 
p — muj , P = —mu) : 

\ smujt J \ sinwi J 

which, solved for x and p, yield the solutions 

{ x(t) = x'(0) cos ut + p'(0)^j sin u>t 

p(t) = —mu)x'(0) sin wt + p'(0) coswf. 

The flow determined by H thus consists of the symplectic matrices 

( cos u}t -^- sin u>tN 

—rrajsmut coswt 
We next use the apparatus of generating functions to solve the Hamilton-

Jacobi Cauchy problem. 

4-4-5 The Cauchy Problem for Hamilton-Jacobi's Equation 

We briefly discussed in Chapter 1 the Cauchy problem 

— + tf(r,VP$,t)=0 

* ( r , 0 ) = $ o ( r ) 

for Hamilton-Jacobi's equation, and mentioned that the solution is given by 
the formula 

$(r,t) = <f>0(ro) + W(r,r0;t,0) (4.40) 

where W(r, ro;t, 0) is the action needed to reach the point r from ro after a 
time t. We are going to prove this claim in arbitrary dimension, by using the 
properties of the Poincare-Cartan form. 
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Proposition 100 Suppose that there exists e such that for 0 < \t - t'\ < e the 
mappings are / t ) t/ free symplectomorphisms when defined. The Cauchy problem 

-+H(x,Vx$,t)=0 ( 4 4 i ) 

.$(x , t ' ) = *'(x) 

has then a unique solution $ = $(x,t), defined for 0 < \t — t'\ < e, and that 
solution is given by the formula 

rx,t 

$(x, t) = $'(x') + / Pdx- Hds (4.42) 
Jx'.t' 

px,t 

x',t' 

where the initial point x' is defined by the condition 

(x,p) = ft,t,(x',Vx$(x')). (4.43) 

Proof. We first note that formula (4.43) really defines x': since fttt' 
is free, the datum of x and x' unambiguously determines p and p'; assigning 
x and p' = Vx<5>(a;') thus also unambiguously determines both p and x'. Now, 
it is clear that limt<_>t &(x, t') = &'(x) since x' —> x as t' —> t, so that the 
Cauchy condition is satisfied. To prove that $ is a solution of Hamilton-Jacobi's 
equation one proceeds exactly as in the proof of Proposition 92 (for n = 1) to 
show that 

$(x + Ax, t + At) - $(x, t) = / pdx - Hdt 

where (3 is the line in phase space joining (x,p,t) to (x + Ax,p + Ap,t + At), 
p and p + Ap being determined by the relations p = VxW(x, x'; t, t') and 

p + Ap = VxW{x + Ax, x' + Ax'; t + At, t') 

(Ax' is the increment of x' determined by Ax). Thus, 

$(x + Ax, t + At)- $(x, t) = pAx + -ApAx -

I / H{x 
Jo 

At H(x + sAx, p + sAp, t + sAt)ds 
/o 

and hence 

Jo 
*(z,t + /SQ-*{x,t)=_l H{x>p + sApjt + sAt)ds 
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from which follows that 

dt(x,t) = -H(x,p,t) (4.44) 

since Ap —> 0 when At -» 0. Similarly, 

$(x + Ax, t) - $(x, t) = pAx + -ApAx 

and Ap —» 0 as Ax —> 0 so that 

^ ( M ) = p . (4-45) 

Combining (4.44) and (4.45) shows that $ satisfies Hamilton-Jacobi's equation, 
as claimed. • 

4.5 Shor t -T ime Approximat ions to t h e Act ion 

It is in most cases impossible to solve explicitly Hamilton-Jacobi's Cauchy 
problem (4.41). We are going to see that it is however rather straightforward 
to obtain asymptotic solutions for small times of that problem. 

Physicists working on the Feynman integral (about which we will have 
much to say in Chapter 6) use the following "approximation" for the generating 
function determined by a Maxwell Hamiltonian in a gauge (A, U): 

WFeyn(x, x1; t) = nSX~^ - (x - x') • A(x") - U(x')t (4.46) 

where x" = (x' + x)/2 is the middle of the segment [x',x] (see Schulman 
[123] for variants of that "midpoint rule"). However, this is really a very crude 
approximation. To illustrate this, assume that H is, say the harmonic oscillator 
Hamiltonian 

H = -L(p2+m2wV). 
2m 

Formula (4.46) then yields 

WFeyn(x,x';t) = m[X *' - ^-x'H. 

However, we will see (Subsection 4.5.1, Example 101) that the correct formula 
is 

W(x,x';t,t') = m{X~2f
)2 - ^ ( x 2 + xx' + x'2)t + 0(t2) 
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so that in this elementary case (4.46) is already false at the first order! 
We will see that it actually requires little effort to get correct and 

tractable asymptotic formulae for short-time actions. These formulae have 
moreover the merit that they allow to understand the apparition of these em­
barrassing "midpoint rules" in the "Feynman-type" approximations. 

We begin with the straightforward situation of a particle moving along 
the x-axis under the influence of a scalar potential. 

4-5.1 The Case of a Scalar Potential 

We begin by considering a particle with mass m moving along the x-axis un­
der the influence of a time-independent scalar potential U. The Hamiltonian 
function is thus 

H = ^ + U(x). 

The generating function determined by H satisfies the Hamilton-Jacobi equa­
tion 

3W 1 (dW\2
 TT n ,A _ , 

Let us denote by Wf the free-particle generating function: 

Wf(x,x'-,t,t') = m^0¥- (4.48) 

and look for a solution of Hamilton-Jacobi's equation of the form W = Wf + R. 
Inserting Wf + R in (4.47), and expanding the squared bracket, we see that 
the function R — R(x,x';t,t') has to satisfy the singular partial differential 
equation 

dR 1 (dR\2
 TT 1 , ,.dR n lA An. — + — — +U+ -(x-x1)— = 0 . (4.49) 

dt 2m\dx) t-t'y ' dx K ' 

Expanding R to the second order in t — t' 

R = W0 + Wx(t - t') + W2{t - t')2 + 0({t- t')3) 

where the Wj (j = 0,1,2) are smooth functions of x and x', we immediately see 
that we must have W0 = 0, and that W\ and W2 must satisfy the conditions: 

dWi 
W1 + (x-x')^- + U = 0 

dWo 
2W2 + {x-x')-^=0. 
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The general solution of the first of these equations is 

W^x, x') = -^— [X U{x")dx" + —*— 
JLl dU I rjit *MJ •AJ 

where k is an arbitrary constant. Since we only want smooth solutions we must 
choose k = 0 and we get 

W1 = -U 

where U(x, x') is the average value of the potential U on the interval [xr, x\: 

U(X,X') = —^—; f U(x")dx" . 
x — x Jx, 

Similarly, the only possible choice leading to a smooth W2 is W2 = 0. It follows 
that the generating function has the asymptotic form: 

W = W + 0((t-t')3) (4.50) 

where 

W(x, x'; t, t') = m^~_ff - U{x, x')(t - t'). (4.51) 

Let us illustrate this on the harmonic oscillator. 

Example 101 Short-time action for the harmonic oscillator. We sup­
pose that H is given by 

H=^-(p2 + mWx2) . 
2m v ' 

Formula (4-51) yields the expansion W = W + O ((£ — i')3) with 

W(x, x'; t, t') = m(
2
X

(~_^)2 - ^f{x2 + xx' + x'2)(t - t'). (4.52) 

We now consider the n-dimensional case; thus x = (xi,...,xn). We 
begin by introducing some notation: 

Notation 102 Let f : R™ —> R be a continuous function. We denote by 
f(x, x') its average value on the line segment joining x' to x: 

f(x, x') = I f(sx + (1 - s)x') ds (4.53) 

Jo 

and we set f(x) = f{x,0). If f = (/1, ... ,/„) : R™ —> R£ is a continuous 

function, then f = ( /1, . . . , / „ ) . 
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When n = 1 formula (4.53) can be rewritten in the familiar form 

/ > , x ' ) = ^ r f(x")dx". 
x — x Jxi 

Note that the average / has the following properties: 

f(x,x') = f(x',x) , f{x, x) = f(x) (4.54) 

Vxf(x,x') = Vx,f(x',x) , Vj(x,x) = ^Vxf(x). (4.55) 

The formulas (4.54) are obvious; the first formula in (4.55) is obtained observing 
that 

f{x, x') = I f(sx + (1 - s)x') ds 
Jo 

f1 1 
Vxf{x,x) = / sWxf(x)ds = -Vxf(x); 

and hence 

the second formula (4.55) is obtained in a similar fashion. 

Proposition 103 Suppose that H is the Hamiltonian of an N -particle system 
in a scalar potential: 

P2 

H=£- + U(x,t). 

The generating function determined by H satisfies 

W(x, x'; t, t') = W(x, x'; t, t') + O ((t - t')2) 

where W is defined by the formula 

W(x,x';t,t') = m ^ 0 ^ -U(x,x';t')(t-t'). 

The proof of Proposition 103 is absolutely similar to that of formula 
(4.51), using following lemma on singular first-order partial differential 
equations: 
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Lemma 104 For any continuous function f : R™ —> R the equation 

(x - x') • Vxu + u = f (4.56) 

has u = f(x,x') as the only smooth solution defined on all o/R™. 

Proof. It is immediate to check that if u and v are two solutions of 
equation (4.56) then we have 

u(x) - v(x) = Y^~ 
3 = 1 Xj 

so that Eq. (4.56) has at most one solution defined on all of R™. Let us show 
that u = f indeed is a solution. It is of course sufficient to assume that x' = 0 
and to show that u(x) = f(x) satisfies x • V xu + u = 0. We have 

(x • Vxu + u) (x) = / (x • (Vx / )(sx)s + f{sx)) ds 
Jo 

n -1 

Si ' dxi 
SXJ--^(SX) + f(sx) ) ds 

I (sf(sx)) ds 
o ds 

m 
hence the result. • 

4-5.2 One Particle in a Gauge (A, U) 

Before we study the general case of a Maxwell Hamiltonian on extended phase 
space R™ x R™ x R ( , we consider a single particle with mass m in a gauge 
(A, U). The Hamiltonian function is thus here 

where A = A(r, t) and U = U(r,t). Recall from Chapter 2 that we assume 
that there exists a vector field B = B(r, t) such that B = V r x A. We will use 
the following lemma: 

Lemma 105 Let f = ( / i , . . . , /n) : K™ —>• K™ be a vector-valued continuous 
function. Then 

u(x) = (x — x') • f(x, x') 
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is the only smooth solution defined on all of E™ of the equation 

(x — x') • Vxu = {x — x') • f . 

The proof of this result is quite similar to that of Lemma 104, and is 
therefore omitted. 

Proposition 106 The generating function determined by the Hamiltonian func­
tion (4-57) is asymptotically given, for t — t' -* 0, by W = W + O ((£ — t')2) 
where 

W = mii^^ + ^-^-M^'^)-nr,r';t')(t-t') 

where V = V(r,r';t') is the average on [r, r'] at time t' of the function r i—• 
V(r,r';*') defined by 

where B , dA/dt and U are calculated at time t'. 

Proof. We look for a solution W = W(r, r'; t, t') of Hamilton-Jacobi's 
equation 

dW 
— +H(r,VrW,t)=0 

such that 
, t\2 oo 

W(r, r'; t, t') ~ m^^L + £ Wj(v, r'; t')(t - tj . 

Insertion of that expression in Hamilton-Jacobi's equation leads to the condi­
tions 

(r - r ') • (V rW0 - A0) = 0 (4.59) 

and 

(r - r') • (V rWi - Ai) + Wi = - - * - (V rW0 - A 0 ) 2 - U0 (4.60) 
2m 

where Uo = U(x,t'). Equation (4.59) is immediately solved, applying Lemma 
105, and we get 

Wo = ( r - r ' ) - A 0 (4.61) 
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where Ao = A(r , r ' ; t ' ) is the average of Ao = A(r , i ' ) evaluated on [r',r]. To 
solve equation (4.60), it suffices to apply Lemma 104, which yields: 

Wi = - 5 £ (V*W° " Ao)2 + (r - r ') • Aj - U0 

= - 2 ^ (V*W° - Ao)2 + (r - r ') • Ax - U0 

where we have set Ai = dA/dt(r, t'). To complete the proof it thus suffices to 
show that 

VrW0 - Ao = (r - r') x B 

(calculated at (r, r'; t')). In view of the classical formula from vector calculus 

V r(f • g) = (f-Vr) • g + (g-Vr) • f + f x (V r x g) + g x (VP x f) 

we have 

VrWo - Ao = ((r - r') • VP) Ao" + 

( A ^ - V r ) ( r - r ' ) - A o " + ( r - r ' ) x (V r x A^) 

that is where we have used the fact that 

VrWo - Ao = V r ((r - r') • AT) - Ao" 

and V r x (r — r') = 0. Simplifying, we get 

VrW0 - Ao = ((r - r ') • V r ) Ao" + A ^ + (r - r ') x (V r x AT) 

that is: 

VrWo - Ao = (r - r') x (V r x Ao"). 

By definition of Ao we have: 

V r x Ao"(r, r'; t') = f s (V r x A) (sr + (1 - s)r'; t')ds 
Jo 

hence, since V r x A = B: 

V r x Ao"(r, r'; t') = / sB(sr + (1 - s)r'; t')ds 
Jo 



154 ACTION AND PHASE 

yielding 

(r - r') x (V r x A^) = / s(r - r') x B(sr + (1 - s)r'; t') ds 
Jo 

= (r - r ') x B . 

Thus 

V rW0 - A 0 = (r - r') x B (4.62) 

as claimed, and this completes the proof of the Proposition. • 

Example 107 The electron in a uniform magnetic field revisited. 
We consider, as in Chapter 2, an electron placed in a uniform magnetic field 
B = (0,0,B2), and we choose again the "symmetric gauge" defined by 

A = i ( r x B ) . 

Proposition 106 then yields the following short-time approximation for W: 

W = Wfree + -£(xy' - x'y) + | - ^ ( r + v'f{t - t') 

where Wfree is the free-particle generating function: 

Wfree(r,v';t,t')=mK
2{t_^. 

The results of this subsection can easily be generalized to many-particle 
systems: 

4-5.3 Many-Particle Systems in a Gauge (A, U) 

We now assume that H is an iV-particle Maxwell Hamiltonian 

N 1 
ff = E ^ ( P r A;fo,t)f + U(r,t) (4.63) 

with the usual notations r, = (xj,yj,Zj),pj = (pXj, pVj, pZj) and r = (ri,...,rjv). 
Writing 

H=^(p-A(x,t))2 + U(x,t) (4.64) 

where x = (n , . . . , rjv), p = (pi, ••-, PAT), and m is mass matrix, we have: 
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Proposition 108 The generating function W determined by the Maxwell Hamil-
tonian (4-63) is asymptotically given byW = W + 0((t- t')2) where 

'W=Wf + (x-x')-A^-V(t- t') 

Wf{x,x';t,t')=m^0^ 

and V = V{x,x,\tt) is the average on [x,x'] of 

N 

V = Y, ( f o - r;.) x B , ) 2 - (r - r') • °± + U. 

Proof. It is an obvious consequence of Proposition 106. In fact, setting 
Ao = A(x, t') equation (4.59) becomes 

(x - x') • (VXW0 - A0) = 0 

whose solution is WQ = (x — x') • AQ (cf. (4.61)). Similarly, setting A^i = 
(dAj/dt)(r,t'): equation (4.60) becomes 

(x - x1) • (VxWl -A1) + W1 = - (VXW0 - A0y - U0. 

Its solution is 

Wi = -^-(VXW0 - MY + {x- x>) -Ai-Uo 

and Eq. (4.62) thus becomes 

N 

V x W 0 - ^ o = 5 Z ( r , - r ; . ) x B i 

in view of the relation 

1 * 

-(v^o-v = E(ri-r;-)xBr 
m j = i 

Collecting these results ends the proof of the proposition. (Notice that if A = 0 
we recover Proposition 103.) • 
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4.6 Lagrangian Manifolds 

This is a somewhat more technical section. Lagrangian manifolds (whose gen­
eral definition seem to be due to V.P. Maslov) play an essential role in me­
chanics, both classical and quantum. As we will see, a Lagrangian manifold is 
attached to every quantum system, via the phase of the wave function; whereas 
it only makes sense in classical mechanics for Liouville integrable systems. One 
of the main properties of Lagrangian manifolds is that one can define a natural 
notion of phase on them (or, rather, on their universal covering manifolds). 

4-6.1 Definitions and Basic Properties 

Recall (see Appendix A) that a Lagrangian plane in R™ xR™ is an n-dimensional 
linear subspace I on which the symplectic form vanishes identically. That is, 
for every pair (z, z') of vectors of £, we have il(z, z') = 0. Every Lagrangian 
plane can be represented by a system of equations 

r PTX = XTP 
Xx + Pp = 0 with i 

[ rank(X, P) = n. 

In particular, a Lagrangian plane is transversal to the vertical plane I =0xR™ 
if, and only if, it has an equation 

p = Ax with A = AT. 

The set of all Lagrangian planes of R" x R™ is denoted by Lag(n); it is called 
the Lagrangian Grassmannian. 

Definition 109 An n-dimensional submanifold V of R™ x R™ is called a La­
grangian manifold if every tangent space £(z) = TZV is a Lagrangian plane. 
Thus, V is Lagrangian if and only if the symplectic product of two tangent 
vectors to V at a same point is zero. 

In the phase plane Rx x Rp every smooth curve is a Lagrangian man­
ifold: two tangent vectors at a point z of a curve are colinear, and their 
skew-product is thus zero. In higher dimensions an arbitrary manifold is not 
in general Lagrangian. 

A Lagrangian manifold remains Lagrangian if acted upon by a sym-
plectomorphism: 

Proposition 110 Let f be a symplectomorphism and V a Lagrangian mani­
fold. Then the manifold f(V) is also Lagrangian. 
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Proof. Suppose that X(u) and Y(u) are two tangent vectors to f(V) 
at u = f(z). Then there exist vectors X'(z) and Y'(z) tangent to V at z and 
such that 

X(u) = Df(z)X'(z) , Y(u) = Df{z)Y'(z) 

where Df(z) is the Jacobian matrix. Hence 

n{X{u),Y(u)) = n(X'(u),Y'(u)) = 0 

since Df(z) is symplectic, and V is Lagrangian. It follows that f(V) is also 
Lagrangian, since it is connected and has the same dimension n as V. • 

Notice that in general f(V) will not be a graph even if V is: the map­
ping / can "bend" V in such a way that several points have the same projection 
on configuration space. The points of f(V) which have a neighborhood which 
fails to be diffeomorphically mapped on R™ form a set of measure zero, called 
the caustic of f(V). These caustic points are at the origin of the technical 
difficulties appearing in the traditional "configuration space" descriptions of 
semiclassical mechanics. More generally: 

Definition 111 Let V be an arbitrary Lagrangian manifold. The caustic of 
V is the set £ y of all z G V which do not have a neighborhood projecting 
diffeomorphically on R™. Alternatively, 5V is the set of points z G V at which 
£{z) = TZV is not transversal to the vertical plane lp = 0 x R"; 

£ v = {z€ V : £(z) C\ £p =£ 0} . 

The Maslov cycle is the subset of Lag(n) consisting of all Lagrangian planes (. 
such that tntp ^ 0. 

We will see in the next subsection that outside the caustic, we can 
always find an open set 17 in R™ x R™ such that U C\V can be represented by 
an equation p = Vx<$>u{x) for some smooth function <&[/ (called a local phase 
of V). 

One should not forget that caustics have no intrinsic meaning what­
soever: they are just artifacts depending on the linear space on which we are 
"projecting" the Lagrangian manifold V. For instance, if we rotate V by an 
angle of TT/2 we obtain new Lagrangian manifold (because this rotation is just 
multiplication by —J), the caustic S is replaced by another set of points, which 
can very well be empty. (This is the case, for instance, when V is represented 
by an equation x — V p^(p) where ^ is some function of p.) 
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A loop in a manifold V is a continuous mapping t i—> j(t) of the 
interval [0,1] (or any other compact interval) into V, and such that 7(0) = 7(1). 
If 7 is a loop in the Lagrangian manifold V, we will call the real number 

C(7) = f pdx (4.65) 

the period of 7. 
We have the following result, which extends to arbitrary loops the 

invariance of the action of periodic orbits: 

Proposition 112 Let 7 : [0,1] —> V be a closed path in the Lagrangian 
manifold V and 7(7) its image by a local symplectomorphism f. Then 

C(/(7)) = C(7). (4.66) 

Proof. Let D be the piece of surface in V bounded by 7; we have, by 
Stoke's theorem 

and also 

<p pdx = / dp A dx = / ft 
Jj J D JD 

<p pdx = I dp A dx = I CI. 
J fin) Jf(D) Jf(D) 

Using the formula of change of variables, together with the fact that /„f2 = $7, 
we have 

d> pdx = / /»fi = / il = <p pdx 
J-y Jf{D) Jf(D) Jf(n) 

which proves formula (4.66). • 

Remark 113 Proposition 112 applies in particular in the following case. Let 
(ft,f) be the time-dependent flow associated with an arbitrary Hamiltonian 
function. Choose now a Lagrangian manifold, denote it by Vf, and set Vt = 
ft,t'{Vt'). If 7 ' is a loop in V? and"/ = ft,t'(l'), then 

<p pdx = <j> pdx . 
J~i Ji> 

In some texts this formula is taken as the definition of adiabatic invariance. 
The fallacy of this definition is obvious, as the formula above holds for all 
Hamiltonian flows! 
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4-6.2 Lagrangian Manifolds in Mechanics 

The simplest example of a Lagrangian manifold of general dimension n is the 
graph of the gradient of a function. Let in fact <& = $(x) be a smooth function 
defined on an open subset D of R™. We claim that the set 

V*={(x,Vx$(x)):xeD} (4.67) 

is a Lagrangian manifold. We first notice that V$ is an n-dimensional manifold, 
since the projection (x,p) <—> x is a diffeomorphism V$ —>• D. Let us next 
show that, for every XQ € D, the tangent plane to V$ at ZQ = (XQ, Vx<&(a;o)) is 
a Lagrangian plane. The definition of V$ means that we have 

{x,p) € V* <=• pj = g^(x) (1 < j < n) 

and hence the tangent space to V$ at ZQ is determined by the system of n linear 
equations 

ft-Efe^T^Xi, (4-68) 

that is p = $"(a;o)a;, where $"(a;o) is the matrix of second derivatives of $ 
calculated at the point XQ. Since &"(xo) is symmetric, it follows that the 
tangent plane to V$ at zo = (xo,Po) is Lagrangian. 

We will call Lagrangian manifolds of the type V$ exact Lagrangian 
manifolds. The terminology comes from the fact that the 1-form pdx is exact 
on V$, in fact: 

pdx = d§ on V$. (4.69) 

An exact Lagrangian manifold can be attached to every quantum-mechanical 
system via its wave function: 

Example 114 The Lagrangian manifold attached to a wave function. 
Let St be the wave function of a de Broglie matter wave. Writing *S> in polar 
form 

^{r,t) = e^r^R(r,t) 

the graph 

yt={(r,Vrf(r)):reEj} 

is an exact Lagrangian manifold. 
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Suppose next H is a Hamiltonian of a system which is Liouville inte-
grable. We are going to see that we can attach a whole family of Lagrangian 
manifolds to such a system (when the energy shells are compact and connected, 
these manifolds are the well-known "invariant tori"). 

Recall from Chapter 2 (Section 2.4) that a Hamiltonian system is said 
to be Liouville integrable if it has n independent constants of the motion in 
involution. That is, in addition to the Hamiltonian function Fi = H itself, 
there are n — 1 other independent functions F2,..., Fn which are constant along 
the solution curves to Hamilton's equations, and such that 

{Fj, Fk} = 0 for 1 < j , k < n 

where {•, •} are the Poisson brackets (see Chapter 2, Eq. (2.81)). When con­
nected, the manifolds 

V = {z : Fj (z) = fj,l<j<n} (4.70) 

are (except for exceptional values of the fj) symplectomorphic to products of 
circles and straight lines (if V is moreover compact, it is symplectomorphic to 
an n-torus). 

Proposition 115 The sets (4-70) are Lagrangian manifolds. In fact, through 
every point (x',p') of the energy shell {z : H(z) = E} passes exactly one La­
grangian manifold V containing the orbit of (x',p') by the flow of XH-

Proof. In view of formula (2.82) we have 

{Fj,Fk} = Sl(Xj,Xk) 

where Xj = (VpFj, — VxFj) is the Hamilton vector field associated to Fj, so 
the involution conditions can be as written 

n(Xj(z),xk(z)) = o 

for every z € V. Since the functions Fj are independent, the vector fields 
Xj span V. It follows that for all pairs Y(z), Y'(z) of tangent vectors at 
z € V, £l(Y(z),Y'(z)) can be expressed as a linear combination of the terms 
Q(Xj(z),Xk(z)) and hence Ct(Y(z),Y'(z)) = 0, so that V is Lagrangian. Let 
now (x',p') be a point of the energy shell defined by H(z) = E, and let 11—> 
(x(t),p(t)) be the orbit of that point. Then H(x(t),p(t)) = E by the law 
of conservation of energy, so that (x(t),p(t)) lies on the energy shell. The 
Fj(x(t),p(t)) being also constant along that orbit, we have (x(t),p(t)) € V for 
a l i i . • 
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4.7 The Phase of a Lagrangian Manifold 

What is a phase? According to Webster's New Encyclopedic Dictionary (1994 
edition) 

[...a phase is a] stage or interval in the development of a cycle, 
or the stage of progress in a regularly recurring motion or a cyclic 
process (as a wave or vibration) in relation to a reference point. 

I have added the emphasis in the last words to make clear that the 
phase of a system has to be calculated starting from somewhere: the phase is 
not a quantity intrinsically attached to that system. That problem is usually 
dodged in physics, because what one really is concerned with when one studies 
the evolution of a system, is the variation of the phase. We will show in this 
section that it is possible to define in a notion of phase for Lagrangian manifolds, 
and that the increment of that phase under the action of a Hamiltonian flow is 
precisely the integral of the Poincare-Cartan form along the trajectory. 

4-7.1 The Phase of an Exact Lagrangian Manifold 

Let V$ be an exact Lagrangian manifold, that is: 

V* : p = Vx${x) 

for some smooth function $ . We will call $ a phase of V$. Clearly, two 
phases of V$ differ only by a function V x x = 0, that is, by a locally constant 
function. We will therefore often commit the abuse of language consisting in 
talking about "the" phase of V$. An immediate property of the phase is that 
its differential is the action form pdx: 

d$(x)=pdx on V$. (4-71) 

The notion of phase of an exact Lagrangian manifold allows us to give a nice 
geometric interpretation of the solutions of Hamilton-Jacobi's equation. Recall 
from Subsection 4.4.5 (Proposition 100) that the Cauchy problem for Hamilton-
Jacobi's equation 

— + tf(x,Vx$,t)=0 

$(x, *') = $'(a;) 

can be (at least locally) solved for short time intervals 0 < \t —1'\ < e, and that 
the solution is 

i>X,t 

$(x,t) = &(x') + pdx- Hds (4.72) 
Jx',t> 
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where the point x' is defined by the condition 

(x,p)=ft,t>(x',Vx$(x>)). (4.73) 

Consider now the Lagrangian manifolds 

Vt> : p' = V x$(x ' ) , Vt: p = V x $(z , i ) . 

We claim that Vt is just the image of Vt> by the symplectomorphism jt,v '• 

Vt = ftAVf). (4.74) 

This is obvious, because formula (4.73) says that any point (x,p) of Vt is -by 
definition!- the image by /tjt< of a point (x',p') of Vt>. The formula 

${x, t) = $ V ) + / pdx - Hds 

yielding the solution of Hamilton-Jacobi's problem (see Proposition 100) is thus 
just the expression of the phase of Vt in terms of that of Vt>. This geometric 
interpretation of the solution of Hamilton-Jacobi's equation immediately makes 
us understand why the solutions are usually only denned for short time inter­
vals: when t — t' becomes large, jt,v will make the initial Lagrangian manifold 
Vf "bend" in such a way that it no longer is a graph, i.e., we can no longer 
define it by a relation of the type p = Vx$(x, t) because of the appearance 
of caustic points. However, and this should always be kept in mind, the La­
grangian manifold Vt defined by (4.74) will exist as long as ft,r is defined. 
This leads us to wonder whether it would be possible to define the notion of 
phase for general Lagrangian manifolds. While this question will be answered 
(affirmatively) in the next subsection, we note that this can already be made 
in a rather obvious way in the context of the Hamilton-Jacobi equation, whose 
solution is, as we have seen 

fX,t 

$(x, t) = $'(a;') + / pdx - Hds (4.75) 
Jx',t' 

where x determines x' by (x,p) = ft,t'(x',p'). We can thus define the phase of 
Vt = ft,t' (Vf) as being the function 

pZ,t 

tp(z,t) = $'(a;') + / pdx - Hds (4.76) 
Jz',t' 

where the integral is calculated along the extended phase space trajectory ar­
riving at (z, t) after time t — t'. Formula (4.76) obviously reduces to the formula 
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(4.75) when t — t' is sufficiently small, since we know that in this case the initial 
and final positions uniquely determine the momenta, hence also the points z' 
and z. 

Observe that formula (4.76) defines the phase of a "moving exact La­
grangian manifold" as a function of z € V (and of time), and not of x (the 
latter cannot generally be used as a local variable because of the appearance 
of the caustics). 

Another question which poses itself is whether it is possible to define 
a tractable notion of phase for arbitrary Lagrangian manifolds. Let us discuss 
this on the following simple but basic situation. 

Consider the unit circle S1; as every smooth curve, it is a Lagrangian 
manifold in the phase plane KxxKp . We want to find some function ip, defined 
on S1, and having the property dip = pdx. Passing to polar coordinates, we 
thus require that 

d<p(8) = - sin2 Ode 

and we find, by integrating, that 

v(e) = |(sin6>cos0 - 9). (4.77) 

Now, there is rub. It comes from the fact that the function <p just obtained is 
not single valued. For instance, <p{0) = 0, while <p(2n) = —TT, but nevertheless 
0 and 2-K are the angular coordinates of the same point on the circle. In fact, 
formula (4.77) should be interpreted as defining the phase, not on the circle 
S1 itself, but rather on the universal covering Rg of S1. In fact, that universal 
covering is defined by the mapping n : Rg —> S1 given by 

TT(0) = (cos 0, sin 0). 

More generally, the phase of a product of n circles ("the n-torus"): 

Tn = S1 x • • • x S1 

would be denned on the universal covering R6l x • • • x R9n of Tn by: 

1 " 
<p(0u ..., 0n) = - J2 ^(sinfl,- cosOj - 0j). 

In the following subsections we extend these constructions of the phase 
to the case where V is an arbitrary Lagrangian manifold. We first need some 
definitions and properties from the theory of covering spaces. 
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4-7.2 The Universal Covering of a Manifold* 

We begin by noting tha t , independently of the fact tha t it is Lagrangian or 
not, a manifold V always has a universal covering 

TT: V —>V. 

By this we mean tha t V is a simply connected manifold such t ha t the "projec­
tion" TT has the following properties: 

(1) TT is surjective, (2) TT is a local diffeomorphism. 

Let us shortly describe how the manifold V is explicitly constructed 
using homotopy classes of paths . For the reader who is unacquainted with 
this type of argument, I recommend the lovely little book [85] by Michio Kuga 
(6.1928). (At the t ime when Kuga wrote this book, in 1968, it got him in 
trouble with the local mathematical establishment because of the cartoons and 
the funny examples; it didn' t , however, prevent his book from becoming a 
best-seller!) 

Pick a base point ZQ € V, and for every point z € V consider all the 
continuous pa ths joining ZQ to z in V. The set of all these pa ths is parti t ioned 
into equivalence classes by the relation 

7 ~ 7 <=>• 7 and j ' are homotopic with fixed endpoints. 

We then define V as being the set of all these equivalences classes. Of course, 
if we restrict ourselves to loops in V, then we obtain the first homotopy group 
7Ti(V, zo)- The projection TT : V —> V is then defined as being the mapping 
which to every homotopy class z associates the endpoint z of a pa th 7 from ZQ 
to z and representing i . One can prove (but this is noticeably more difficult), 
t ha t there exists a topology on V for which V is a simply connected manifold, 
and such tha t TT effectively is a covering mapping. (One can in fact show tha t 
•K is a local diffeomorphism with maximal rank n = d i m V , see Godbillon's 
treatise [49].) 

Also observe tha t the fundamental group TTI{V,ZQ) acts on V in the 
obvious way: if 7ZoZ is a pa th representing z, and 72000 a 1°°P representing 
7o G T I ( V , Z O ) , then j0z is the homotopy class of the concatenation 
(i.e., the pa th ^ZoZa followed by the pa th 7Zoz)-

4-7.3 The Phase: General Case 

Let now V be a Lagrangian manifold, which we suppose to be connected (this 
is no real restriction, because the connected components of an arbi t rary La­
grangian manifold are also Lagrangian). We also assume tha t a "base point" 
ZQ is chosen once and for all. 
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Definition 116 The phase <p of a Lagrangian manifold is the function 

ip:V —>R 

defined as follows: if z is the homotopy class of a path 72oZ, then 

<p(z)= [ pdx. (4.78) 

Let us show that this formula really defines <p as a function V —> R. 
For this, we have to verify that the integral in Eq. (4.78) only depends on the 
homotopy class z of ^ZaZ. Let j ' Z o Z be another path representing z and set 
o~ = lz0z — l'z0z- Since both paths j Z o Z and 7ZoZ are homotopic, the domain £ 
in V enclosed by the curve a is shrinkable to a point. It follows, using Stoke's 
formula, that 

/ pdx = I dp A dx = I il 
Ja Jr. JT. 

but this is zero, since CI is zero on V. Hence 

/ pdx = 0 and / pdx = / pdx 
J° Ji*o* •'f'*0* 

as claimed. 
We next observe that Definition (4.78) truly extends the definition of 

the phase of an exact Lagrangian manifold. Suppose in fact that V = V$; in 
this case 

ip(z) = / d<& = $(x) — <&(x0) if z = (x,p) 
J i*o* 

where we have calculated the integral along the projection 7XoX of j Z o Z on 
configuration space. 

The phase <p has the following obvious property, which extends Eq. (4.71): 

dip(z) = pdx if 7r(£) = (x,p) 

where the differential d(p is calculated with respect to the local variable x. 
Conversely, every function ip : V —> R for which dip = pdx is a phase of V. 

Since the phase is defined on V", it does not, in general, make sense to 
talk about its value at z € V. (Using a somewhat older terminology, one would 
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say that ip is "multiply valued on V".) This "multi-valuedness" is reflected by 
the formula 

<p(jz) = if(z) + <x> pdx (4-79) 

for 7 e TtiiV). Thus ip is defined on V if and only if all the periods / pdx oi 
pdx vanish. 

4-7-4 Phase and Hamiltonian Motion 

We finally study the transformation of the phase of an arbitrary Lagrangian 
manifold under the action of a Hamiltonian flow (for more on that topic, and 
complete proofs, see our monograph [57]). 

Consider a function H = H(x, p, t) defined on the extended phase space 
R" x R™ x Rt (or on an open subset D x Rt of it). We do not assume that H 
has any particular form (for instance that it is a Maxwell Hamiltonian), but 
only that it is a continuously differentiable function. 

Suppose that we are given,at some time t', a Lagrangian manifold Vf 
on which we select a base point Zt'on. This allows us to define the phase <p'(z') 
of Vf by formula (4.78), with ZQ replaced by Zt>, z' being an element of the 
universal covering Vf of Vf: 

if'(z') = / pdx. o'(z') = f p 

The manifold Vj = ft,t'(Vf) is also Lagrangian; choosing as base point zt = 
ft,t'(zf), the phase of Vt is denoted by ip = <p(z). Notice that we can identify 
the universal coverings Vt and Vf, defining the projection irt : Vt —¥ Vf by 

TTt{z)=z(t) li-Kf{z)=z{t'). 

We next define a new function <p(-, t) : Vt —> R by 

<p(z,t) = <p'(z') + J pdx- Hdt, (4.80) 

where the integral is calculated along the trajectory s —> fs,t'(z') (f < s < t) 
leading from z' € Vf to z £ Vt. We claim that: 

Proposition 117 (1) The function y{-,i) is a phase ofVt; in fact dip(z,t) = 
pdx for fixed t and we have 

ip(z,t) = <p(z)+ / pdx-Hdt (4.81) 
J Z.l 
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where the integral is calculated along the phase space trajectory leading from 
the base point zt> £ Vv to its image zt £ Vt. (2) The local expression $(x, t) 
of that phase satisfies Hamilton-Jacobi 's equation 

— + H(x,Vx$,t) = 0 , $(x,t') = $'(x) 

where $ ' is the local expression of <p'. 

Proof. (1) Let XH = pdx — Hdt be the Poincare-Cartan form. In 
view of Helmholtz's theorem 79 (see Section 4.2), we have 

/ XH+ I *H= J \H+ XH 
J-(zt,z> J*' Jzt, J~/Ztz 

where 72( /2 ' is a path representing z' and 7ZtZ its image by fttf (its homotopy 
class is thus z). Since dt' = 0 on Vt> and dt = 0 on Vt this equality can be 
rewritten, in view of (4.78) as: 

<p'(z')+ pdx-Hdt = p(z)+ pdx-Hdt (4.82) 
Jz' Jzt, 

which is (4.81). Keeping t fixed we thus have 

d>fi(z, t) = dip(z) = pdx. 

(2) Follows from the fact that the local expression of (p is 

$(x,t) = <p(z,t) if nt(z) = (x,p) 

that is 
rz,i 

$(x, t) = $ V ) + / Pdx - Hdt 
Jz',t' 

px,t 

= &(x') + pdx- Hdt 
Jx',t' 

which is precisely the solution of Hamilton-Jacobi's equation with initial datum 
<£' at time t'. m 

Example 118 The harmonic oscillator. Suppose that H is a quadratic ho­
mogeneous polynomial (with time-independent coefficients) in the position and 
momentum coordinates. Applying Euler's identity for homogeneous functions 
to H, and using Hamilton's equations, we get 

<fi{z,t) = <p(z,t') + -(px-p'x'). 
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4.8 Keller-Maslov Quantization 

In physical literature, the Maslov quantization condition is often called the EBK 
(= Einstein-Brillouin-Keller) or Bohr-Sommerfeld quantization condition. It 
was actually Keller who was the first to state that condition in a mathematically 
correct form, in 1958, in connection with the study of WKB approximation. 
His celebrated paper [82] was the forerunner of Maslov's work [99, 100] on the 
quantization of Lagrangian manifolds. That work, which made use of an index 
of Lagrangian loops (the "Maslov index") was further developed and made 
rigorous by Leray [90, 89, 88]. (We will have more to say about Leray's work 
in Chapter 5.) However, one already finds a similar quantization condition, 
though in embryonic form, in an amazingly insightful 1917 article by Einstein 
(Einstein, [39]). 

4-8.1 The Maslov Index for Loops 

Let us explain on a very simple situation the idea underlying the Maslov index. 
Consider an arbitrary smooth loop 7 in the phase plane, defined on some closed 
interval [a, b], say a circle described k times: 

-y(t) = (cost,sint) , - kit < t < k-K. (4.83) 

As t varies from — kn to kit, the tangent £(t) to j(t) moves, and will become 
parallel with the p-axis. Each time this happens we count +1 , so after k 
complete turns we have recorded 2k. This number is, by definition, the Maslov 
index of the loop 7. This counting procedure extends to arbitrary loops as 
well: every loop 7 in the plane is homotopic to a loop in the circle, and since 
7ri(51) = (Z, +) every loop in the circle is homotopic to a loop (4.83). The 
Maslov index of 7 is, by definition, the even integer 

771(7) = 2fc. (4.84) 

It is of course here just twice the "winding number" of the circle relatively to 
the origin (or to any other interior point). 

In order to give a general working definition for the Maslov index for 
loops in an arbitrary Lagrangian manifold, we first recall that we have identi­
fied, in Subsection 3.3.1, the unitary group U(n,C) with a subgroup U(n) of 
Sp(n). This was done as follows: if R = A + iB is unitary, the real matrices A 
and B must satisfy the relations 

ATA + BTB = I and ABT = BAT 

AAT + BBT = I and ATB = BTA 
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and the 2n x 2n matrix 

A -B 
B A 

is thus symplectic. Now, the natural action of U(n) on Lag(n) induces an 
action of U(n, C) on Lag(n): if £' £ Lag(n), then £ = R£' is the image of the 
Lagrangian plane £' by the corresponding element r of U(n) C Sp(n). Let now 
7 be a loop defined on [a, b] in an arbitrary Lagrangian manifold V; we denote 
by £{t) the tangent vector to that curve at the point 7(£). The action of U(n) 
on Lag{n) being transitive (see Appendix A), so is the action of U(n, C), and 
hence we can find, for every t, a unitary matrix R(t) such that £(t) = R(t)£p 

where £p = 0 x R™. That matrix i?(i) is not uniquely defined, but the product 

W(t) = R(t)R(t)T (£(t) = R{t)£p) (4.85) 

is. This is because if £{t) = R\{t)ip and £{t) = R2(t)£p then R^t) = H{t)R2{t) 
where H{t) is an orthogonal matrix, and hence R\(t)R\(t)T = R2(t)R2(t)T 

(see Appendix E for a detailed proof). Now, the determinant of W{t) is a 
complex number with modulus one. As t goes from a to b, det W{t) makes 
a certain number of turns around the complex unit circle. By definition, the 
Maslov index 771(7) is that number of turns: 

J_ £ rf(det W) 
2Tt~i% deiW ™(-y) = ^-f : , - . „ / (4-86) 

(if 7 is a constant loop, we set 771(7) = 0)- Notice that it immediately follows 
from this definition that the Maslov index has the following additivity property: 

m(7 * 7') = 771(7) + »™(7') (4-87) 

where 7 * 7 ' denotes the loop 7 followed by the loop 7'. 
The Maslov index is obviously a homotopy invariant. In particular, if 7 

is homotopic to zero (i.e., contractible to a point), then its Maslov index is zero. 
(The converse of this property is generally not true in higher dimensions.) For 
further use we note that there is a simple relation between the Maslov index 
and the unitary group: 

Propos i t ion 119 The mapping which to every loop 7 in U(n,<C) associates 
the integer 

_ 1 fdjdetR) 
^-2-Kit detR ( 4 8 8 ) 
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is an isomorphism iri(U(n,C)) —*• (Z, +) whose restriction to W(n,C) is the 
Maslov index: 771(7) = ^7 for every loop in Lag(n) = W(n, C). 

Proof. See for instance [66, 88] for a proof of the fact that (4.88) is 
an isomorphism 7r1(C/(n, C)) - ^ (Z, +) . The equality 771(7) = ^7 is obvious in 
view of the definition of the Maslov index. • 

Let us check that definition (4.86) of the Maslov index coincides with 
that given by Eq. (4.84) for loops in the phase plane. 

Example 120 Maslov index of the circle. The circle S1 is a Lagrangian 
submanifold of the phase plane. Consider the loop 7(f) = elt, 0 < t < 2n. We 
have here u(t) = elt and hence 

More generally, the Maslov index of a loop homotopic to a loop running k times 
around S1 is 2k, and we thus recover formula (4-84). 

More generally: 

Proposition 121 Consider the Lagrangian manifold 

where Sj is the unit circle in the (XJ , pj) plane. Then the Maslov index of a 
loop 7 in V is the sum of the projections of the Maslov indices 771(7?) °f ^he 
projections 7^ of 7 on the planes MXj x M.Pj. That is, if 7 is homotopic to a 
loop (71, ...,7fe,0, ...,0) in R£ x R™ with ~/j(t) € S1, then 

k 

771(7) = 2 ̂ ] m j (4-89) 
J = I 

where rrij is the number of turns around the circle jj. 

Proof. Since the first homotopy group of V is 

7r1((51)fe x R"^fe) = 7n(51)fc = (Zfe,+) 

it follows that every loop in V is homotopic to a loop of the type: 

7(t) = (7i(*).->7fc(*).0,...,0) , 0 < i < T 
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where 7,- are loops on S1 , i.e., 7,(0) = 7fc(T). On the other hand, every loop 
on S1 is homotopic to a loop 

Ej{t) = (cosu)jt,smu)jt) , 0<t<Tj 

so there must exist positive integers mi , ...,mfc such that 

m\Ti = • • • = rrikTk = T. 

(In particular, the frequencies uj\,...,ujk must be commensurate: u>i : 00j is 
rational for all i and j.) We can thus identify 7, with m,j£j, the loop e, 
described "m^ times": 

mj£j(t) — (cosu>jt, sinu>jt) 0 < t < T. 

The tangent plane £(t) = -y(i) is obtained from the vertical p-plane £p by 
£(t) = R(t)ep where 

R(t)=(r{k)W 0 

R(k\t) being the fc x fc diagonal matrix 

/ e ^ i t . . . 0 

fl(fc>(i)= : •.. j 

\ 0 ••• eiWfc 

and hence the determinant of W(t) = R(t)RT(t) is 

det W(t) = e2i(^i+-+^)*. 

It follows, by definition of the Maslov index, that 

. . 1 fT d(det W(t)) T. 

which is precisely (4.89). • 

In Proposition 121 the Maslov index is always an even integer. One 
can in fact prove (see Souriau [133]) that this is always the case when the 
Lagrangian manifold is orientable. In fact: 

Proposition 122 (Souriau) / / V is an oriented Lagrangian manifold then 
the Maslov index of every loop 7 in V is an even integer. 
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There are however cases of interest where 771(7) can take arbitrary 
values. This occurs, for instance, when one has problems involving reflections 
between two walls (see Brack and Bhaduri [22]); these problems are interesting 
and deserve to be further studied. On the other hand, it may happen that the 
Maslov index is divisible not only by 2, but also by another number; or it may 
always be equal to zero (this is the case, for instance, for the plane rotator 
studied in next subsection). This, together with Souriau's result motivates 
following definition: 

Definition 123 A Lagrangian manifold V is said to be q-orientable (q an in­
teger > 1) if we have 

771(7) = 0 mod2</ 

for every loop in V. That manifold is said to be oo-orientable 4/771(7) = 0 for 
every loop in V. 

For a detailed study of g-orientability see Dazord [29] or Leray [88] 
(remark that Dazord says "2g-orientable" where we say "g-orientable"). For 
instance, an orientable Lagrangian manifold is 1-orientable. Any simply con­
nected Lagrangian manifold is oo-orientable, but the converse is not true, as is 
shown by the following example: 

Example 124 Exact Lagrangian manifolds. Recall from Subsection 4-6-2 
that V is an exact Lagrangian manifold if it is the graph of a gradient, i.e., if 
there exists a smooth function 3> = <&{x) such that V has the equation p = 
Vx3>(:c). The tangent vectors to V are in this case all transversal to tv = OxM™ 
and hence 772(7) = 0 for a^ l°°Ps in V. 

Using the properties of the first homotopy group TTI (V) one can show 
that if V is ^-orientable, then it is also q'-orientable if q divides q' (see Dazord 
[29] or de Gosson [57] for a proof). Notice that since 771(7) = 0 for all loops, an 
oo-orientable is automatically orientable. Since simply connected Lagrangian 
manifolds are oo-orientable, one thus has here a direct proof of the fact that 
a simply connected Lagrangian manifold is orientable (it is a well-known fact 
from differential geometry that every simply connected manifold is orientable). 

Let us next show how Maslov's index intervenes in the quantization of 
integrable systems. 
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4-8.2 Quantization of Lagrangian Manifolds 

Let V be an arbitrary Lagrangian submanifold of R™ x R™. Recall from Chapter 
2, Subsection 2.4.3, that for almost every E, the energy shells H = E are 
(2n - l)-dimensional submanifolds of K™ x R™. We also recall that i? is said 
to be completely integrable in the sense of Liouville if thee are n independent 
constants of the motion in involution, and that (see Proposition 38) through 
every point ZQ = (xo,po) of the energy shell passes a Lagrangian manifold V 
carrying the orbits passing through ZQ. Moreover, when V is connected (which 
we assume from now on) there exists a symplectomorphism 

/ : V —> (S1)k x M"-fe (4.90) 

where (S'1)fe is the product of k unit circles, each lying in some coordinate 
plane Xj,pj (cf. Proposition 121). In particular, if V is compact then it is 
symplectomorphic to a torus (51)™. 

Now, the minimum capacity/action principle imposes a condition on 
the energy shells of any Hamiltonian. That condition is that there should 
be no periodic orbits with action less than \h, and that there should exist 
"minimal periodic orbits" having precisely ^h as action. The following result 
is fundamental, because it ties the minimum capacity/action principle to the 
Maslov index of loops, and thus justifies the "EBK" or "Bohr-Sommerfeld" 
quantization condition by a purely topological argument: 

Theorem 125 Let V be a Lagrangian manifold associated to a Liouville inte­
grable Hamiltonian H and carrying minimal action periodic orbits. Then we 
have 

pdx = -771(7) (4-91) — f 
for every loop on V. 

Proof. Since the actions of loops are symplectic invariants (see Propo­
sition 112), we can use the symplectomorphism (4.90) to reduce the proof to 
the case V = (S1)k x Rn_fc. With the notations of the proof of Proposition 
121, it follows that the action of any loop 7 is 

fc 

<j> pdx = 2_]rni y Pjdxj. 

By the same argument as that leading to the proof of formula (3.93) in Propo­
sition 78, we must have 

f rjv-xj — 2 Pjdxj = \h (1 < j < k) 
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and hence 

j Pdx = - I Y^mi I h = ^p'1 

which was to be proven. • 

Remark 126 We urge the reader to note the emphasis on the word loop in 
the end of the statement of Theorem 125: the condition is independent of the 
existence of periodic orbits on the Lagrangian manifold. It thus applies, in 
particular, to the case of the n-dimensional harmonic oscillator with incom­
mensurate frequencies. 

The important result above motivates the following definition, which 
was arrived at by other means by Maslov [99], following previous work of Keller 
[82]: 

Definition 127 (Keller-Maslov) A Lagrangian manifold V is said to satisfy 
the Keller-Maslov quantization condition, or to be a quantized Lagrangian 
manifold, if 

I f 1 
— - / pdx mfj) is an integer (4.92) 
2irh Jy 4 

for every loop 7 in V. 

One easily verifies, by a direct calculation, that in the case of the n-
dimensional anisotropic harmonic oscillator with Hamiltonian (3.92), the La­
grangian manifolds singled out by the "selection rule" (4.92) are precisely on 
which the energy is 

n 

ENl,...,N„ = J2 (N3 + 2) ^3 
3 = 1 

which are the correct values predicted by quantum mechanics. For more general 
Hamiltonians, condition (4.92) does not in general yield the correct energy 
levels. The values obtained are nevertheless asymptotic to the exact values 
for large quantum numbers (see Brack and Bhaduri [22] for a very complete 
and detailed study of many cases of genuine physical interest). As we will 
see later in this Chapter, the Maslov condition (4.92) will allow us to define 
"semi-classical wave functions"; it is thus the quantization condition leading to 
semi-classical mechanics. 

Let us study, as an illustration of the methods introduced above, the 
plane rigid rotator (which is a crude model for a rotating diatomic molecule). 
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4-8.3 Illustration: The Plane Rotator 

Consider a particle with mass m constrained to move with constant angular 
velocity LJ along the circle x2 + y2 = r2 in the x, y plane. Setting I = mr2 

and C — xpy — ypx = IUJ (it is the angular momentum) and denoting by 0 the 
polar angle, the associated Hamiltonian function is essentially that of the free 
particle in the coordinates (0,£): 

H(0,£) = ±£2. (4.93) 

The associated Schrodinger equation is 

%n dt ~ 2 i de2 [ ' 

which we supplement by the periodicity requirement 

1>(0 + 2ir,t)=il>(0,t). (4.95) 

(That Eq. (4.95) not necessarily is a realistic condition, is discussed in Schulman 
[123], page 194, in connection with the occurrence of Bloch waves in a crystal 
lattice.) The stationary states of equations (4.94)-(4.95) have the form 

tpN(0,t) = CNe-iENt/hcos{Ne + 60) 

where the energy levels are given by 

EN = ^(Nh)2 , JV = 0 ,±1,±2, . . . . (4.96) 

Let us now apply Maslov quantization to the plane rotator. The solu­
tion curves 11-> (0(t),£(t)) of Hamilton's equations 

• dH c = _dH 

dc ' ae 
are given by 

0(t) = u)t + 0O , C(t) = CQ 

where CQ is the constant value of the angular momentum. Returning to the 
x, y coordinates we get 

x{t) =rcos0(t) , y(t) =rsin0(t) 

C C (4-97) 
Px(t) = cosG(t) , py(t) = —cos0(t) 
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and the trajectories t1-> (x(t),y(t),px(t),py(t)) thus lie on the manifold 

{ x2 + y2 = r2 

• (4.98) 

^Py - yfc = £o 
The functions x2 + y2 and xpy — ypx are constants of the motion in involution: 

{x2 + y2, xpy - ypx) = 0 onV 

and V is thus a Lagrangian manifold (this can of course also be verified by a 
direct calculation). Since we are allowed to give arbitrary values to, say, py in 
Eq. (4.98), it follows that V is topologically just the cylinder S1 x R, so that 
7Ti (V) = (Z, +) . Let us construct explicitly the universal covering of V. The 
mapping 

ir:V= {{6,6') : \6 - 6'\ < § } —> V 

defined by 

ta a>\ ( a • a £ ° sin9' C° cose' \ IT{6,6 ) = rcoso,rsmv, ——-—, •-——-
\ r cos(6-6') r cos(6 - 6')) 

is obviously continuous. It is straightforward to check that it is also surjective, 
and hence V is connected, being the image of the connected manifold V by 7r. 
The fibers of -K are easily calculated; they are the discrete sets 

7r_ 1(x,y,px ,py) = (6 + 2kTr,6' + 2fc?r) (k e Z) 

hence 7r : V —> V is in fact the universal covering of V. The generator jv 
of 7Ti (V) = (Z, +) is the projection on V of any path 7 in V joining a point 
(9,6') to the point (6 + 2TT,6' + 2n). Performing, if necessary, a re-scaling of 
the variables, we may assume without loss of generality that r = C — 1, and 
hence we can choose, taking 6 = 6', 

7y(£) = (cost,sint, — sint,cost) , 0 < t < 2-rr . 

Let us calculate the corresponding path (.(^v) in Lag(n). We first remark that 
the equations of the tangent plane £(t) to V at the point (cost, sini, — sint, cost) 
are 

{ x cos t + y sin t — 0 

—px sin t +py cos t = 0 
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so that an orthonormal basis of £(t) is 

Bt = ((sint, — cosi,0,0); (0,0, cost,sini)) . 

Setting 

« « - ( S Z ! ) ."(«>=("««'!!) 
one checks that the unitary matrix R(t) = A(t) + iB(t) takes the orthonormal 
basis ((0,0,1,0), (0,0,0,1)) of tp = 0 x R£ to the basis Bt of £(t), and hence 
e(t) = R(t)£p. We have 

W(t) = R{t)R{t)T = ( cos 2t sin 2t 
sin 2t — cos 2t 

so det W(t) = — 1 and hence, by definition 4.86 of the Maslov index: 

d(det W) x{lv) = hi 7V det W 
0. 

Remark 128 In particular, V is thus oo-oriented, but is however not simply 
connected since iri(V) is not trivial. 

Moreover, a straightforward calculation shows that we have 

pdr = 2-KC I 
-'7 V 

hence the quantum condition (4.91) reads L = Nh (N = 0,1,...). We thus 
recover the energy levels (4.96) predicted by quantum mechanics. 





Chapter 5 
SEMI-CLASSICAL MECHANICS 

Summary 129 The time-evolution of the wave functions of quantum mechan­
ics is essentially the Bohmian motion of half-densities. Semi-classical mechan­
ics is the study of wave forms on Lagrangian manifolds; their definition requires 
the Leray index. The shadows on configuration space of wave forms are the 
usual semi-classical wave functions. 

This Chapter is devoted to the definition and study of semi-classical 
mechanics in phase space. Except for the first section, it is a rather technical 
Chapter, and the involved mathematics is not always quite trivial (some work­
ing knowledge of covering spaces is certainly helpful at this point). The reader 
who is more interested in quantum mechanics from the metaplectic viewpoint 
is advised to proceed directly to Chapter 6, and to come back to the present 
Chapter following his needs. 

In the first section we show, using Bohm's theory of motion, that 
quantum mechanics, as well as semi-classical mechanics, are mathematically 
efficiently described by using the notion of half-density. We then define and 
study the Leray index, which is characterized by two properties, the first of 
cohomological nature, and the second of topological nature. The Leray index 
allows us to characterize the orientation (or, lack of) a Lagrangian manifold, 
and to define the argument of the square root of de Rham forms. This, together 
with the notion of phase of a Lagrangian manifold leads us to the definition of 
the wave-forms of the title of this Chapter. 

5.1 Bohmian Motion and Half-Densities 

We begin by showing that Bohm's approach to quantum mechanics allows us 
to view the wave function as a half-density on a Lagrangian manifold moving 
"without caustics", the motion being the quantum motion defined in Chapter 
1, Subsection 1.8.2. The idea to include half-densities in quantum mechan­
ics is not new. It is in fact immediately suggested by the fact that it is the 
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square-root of Van Vleck's density that appears in the explicit resolution of 
Schrodinger's equation as we will see in Chapter 7, but its systematic use ap­
parently goes back to the work of Blattner [15] and Kostant [84]. For detailed 
accounts of these theories, see Guillemin-Sternberg [66], Woodhouse [147] and 
the references therein. 

5.1.1 Wave-Forms on Exact Lagrangian Manifolds 

We will use in this Subsection the word density to qualify a function p which 
is a solution of a continuity equation 

^+Vx(pv)=0 (5.1) 

where v is some velocity field on space-time (the notion of density will be 
somewhat extended later in this Chapter, and studied from the point of view 
of differential geometry on manifolds). A half-density is then the square root of 
a density. We do not make any special assumption on the nature of the solution 
p of Eq. (5.1): it could be the density of a fluid, or Van Vleck's determinant. 
It turns out that we have, under adequate smoothness assumptions for p that 
will always be assumed to hold, the following relation between p(x(t),t) and 

p(x,0) = p{x{t),t)^ (5.2) 

(this is a straightforward consequence of Lemma 226 of next Chapter). Here 
t i—> x(t) is the trajectory followed by a particle initially located at x and 
dx(t)/dx is the Jacobian determinant of the "flow mapping" 11—> x(t) that is 

dx(t) _ fdxi(t) 

dx \ 9Xj , x<i,j<n 

Formula (5.2) can be rewritten in differential form as 

p(x(t), t)dx(t) = p{x, 0)dx (5.3) 

showing that the differential form pdx is constant in time (in fluid mechanics 
it is just another way of saying that the total mass is conserved during the 
motion). Consider now a solution 

y(x,t) = R(x,t)eTi*(x't) 
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of Schrodinger's equation 

5 * 1 o 
ih— = — {-iHVx - A)2 ¥ + U9. 

at 2m 

Assuming that SP does not vanish, the phase 3? and the amplitude R satisfy the 
equations 

(5.4) 
0i?2 

at 
+ divf^i?2(VI$-J4)J =0 

and setting p = R2, v = ( V x $ — A)/m the second of these equations becomes 
precisely the continuity equation (5.1), and hence 

R(x{t), tfdx(t) = R(x, 0)2dx. (5.5) 

Now, the second equation (7.38) is Hamilton-Jacobi's equation for the Hamil-
tonian function 

2m R 

and we know from the general theory of that equation that the solution 3> is 
such that 

$(x(t), t) = $(ar, 0) + / pdx - H^dt 

where x{t) is denned by (x(t),p(t)) = ff0(x,p), (f{0) being the flow determined 
by H*, and p(t) = Vx$(x(t),t), p = Vx$(a;,0). Multiplying both sides of 
Eq. (5.5) by exp(i$(x(t),t)/h) we get 

. ({ /•*(*).* \ l 

V(x{t),t)y/dx(t) = exp - / pdx - H^dt V(x,0)Vdx. (5.6) 

This equation highlights the fact that the evolution of the wave function be­
comes extremely simple if we view it as the motion of a "wave-form", involving 
the square root of dx (the argument of that square root being calculated using 
the Maslov index). Notice that we immediately see from Eq. (5.6) that the 
evolution of \P is unitary: taking the moduli of both sides of that equation, 
squaring, and then integrating yields: 

[\V{x(t),t)\2dx(t)= f\V(x,0)\2dx 
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that is 

for all t. 

[ \$(x(t),t)\2 dx(t) = f\^(x,0)\2dx 

Remark 130 As we have shown in [57], the notion of wave form yields a 
rather straightforward interpretation of various "geometric phase shifts", in­
cluding phenomena like "Berry's phase". 

5.1.2 Semi-Classical Mechanics 

Semi-classical mechanics is the mechanics we get if we replace, in all the con­
siderations above, the "Bohmian flow" (fft,) by the flow (ft,t') determined by 
the classical Hamiltonian H, that is, by neglecting the quantum potential 

ft2 V*R 
Q = — . 
^ 2m R 

It is usually contended that the passage from bona fide quantum mechanics to 
semiclassical mechanics is obtained at the "limit h —> 0", but such statements 
are meaningless. First, one does not see what taking the "limit K —>• 0" really 
means -after all, Planck's constant is a constant, not a variable quantity!-, and 
even if this were justified, it is not because "h~ is small" that —h2V2R/2mR 
can necessarily be neglected: if one really wants to consider h as a variable 
parameter, then the form of the equations (5.4) imply that both R and 3> must 
themselves depend on that parameter, and it could thus, in principle, very well 
happen that —h2V2,R/2mR does not tend to zero as h —> 0. 

The main problem which occurs when one passes to the semiclassi­
cal regime is that since the first equation (5.4) is replaced by the ordinary 
Hamilton-Jacobi equation 

» + _ L ( V , * - ^ + ! / = 0 (5.7) 

whose solutions are not, as we know, defined for arbitrary times. At the points 
where the phase $ is undefined we will get caustics (see Chapter 4, Subsection 
4.6.1). As we will see later in this Chapter, these caustics are actually most 
easily described using a "cohomological" object, the Leray index, of which the 
usual Maslov index studied in Chapter 3 is an ancestor, but let us first see what 
the semi-classical wave functions look like. We begin by noting that in view of 
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Eqs. (5.3) and (5.6) the solution of Schrodinger's equation can be written in 
the form 

yj^0)[ eH*(*W.*> (5.8) 

with (x(t),p(t)) = ffQ(x,p), and m(t) being associated to the argument of the 
square root of dx(t): 

argdx(t) = ( - l ) m W argdx. (5.9) 

(Formula (5.8), was actually already written down in 1928 by Van Vleck [137].) 
If we neglect the quantum potential, $ is a solution of Eq. (5.7), and 

is thus not defined (in general) for large values of t. As already discussed in 
Chapter 4, Subsection 4.7.1, this is related to the fact that the action of the flow 
(ft) determined by the classical Hamiltonian H makes the exact Lagrangian 
manifold 

V ' : p = V I $ ( i , 0 ) 

to "bend", so that caustics appear, and several points z of ft{V) can have 
the same projection x on configuration space R™. So what becomes formula 
(5.8) for large times? Suppose in fact that x is the projection of points z\ — 
(a;,pi),..., ZM = (X,PN) of the Lagrangian manifold Vt = / t (V') . Each of these 
points Zj is the image by ft of a point z'- = [x1,;, p'.•) of V, so we may define the 
action at time t along the trajectories leading from z'j to Zj by 

rx,t 

$j(x,t) = $(x,0) + pdx-Hdt. 
Jx'j:0 

One then proves (see Leray [88], Maslov [99], Maslov-Fedoriuk [100]) that the 
approximate wave function is then given by the formula 

N 

*(x,t) = Y/i
mj 

where mj is (up to the sign) the Morse index of the trajectory from z'j to Zj, 
obtained by counting the number of conjugate points along each trajectory (see 
Arnold [3], Appendix 11, for a discussion of the relationship between the Morse 
and Maslov indices). For short time intervals t formula (5.10) reduces to (5.8) 
if one sets x = x(t) and x' = x, since ft(V) remains a graph, so that there is 
only one trajectory joining z' to z. 

$(x(t) , t) = im ( t ) dx(t) 
dx 

dx 
dx7, 

— >-i* 

^ | p ( ^ , 0 ) | e i ^ ^ (5.10) 
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The expression in the right hand side of (5.10) can be viewed as the 
"shadow" of configuration space of a phase space object, which we will call a 
wave form. These waveforms are defined on quantized Lagrangian manifolds, 
and play the role of semi-classical phase space wave functions. Let us begin by 
exposing the idea on a rather elementary example, which nevertheless contains 
the main ideas that we are going to develop in the forthcoming sections. 

5.1.3 Wave-Forms: Introductory Example 

Consider the one-dimensional oscillator with Hamiltonian function 

H=l(p2 + x2). 

The associated phase-space trajectories are the circles Sy = {\z\ = r}, which 
carry a natural length element traditionally denoted ds = rdi? where •& is the 
usual polar angle (the notation dtf is standard, but somewhat abusive since d$ 
is not an exact form). 

One looks for stationary solutions of the type 

*(z) = e^v^a(z)y/ds (5.11) 

where the phase ip and the amplitude a are real functions, and Vds is supposed 
to have some well defined meaning. One then immediately ecounters two 
difficulties. First of all, any "reasonable" definition of the phase <p requires 
that the differential of the phase be the action form: 

dip = pdx = - r 2 s in2 •& d-d (5.12) 

Unfortunately there exists no such function ip on the circle, because the 1-form 
pdx is not exact on 5*. We can however <p on the universal covering of S^, 
that is on R together with the projection 

7T : R - > S* 

7r(i?) = r (cost?, sin •&). 

One immediately checks (see Subsection 4.7.1, Eq. (4.77)) that the function 

r2 

<p(0) = — (sintfcostf-tf) (5.13) 

satisfies (5.12). We are thus led to consider \P(z,4) as being an expression of 
the type 

tf (0) = e**wa{ti)Vr~dd (5.14) 
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where one allows 6 to take any real value. However, we then encounter a second 
more serious obstruction: one does not see how to define unambiguously the 
square root y/ds = s/rdd. The simplest way out of this difficulty is to decide 
that one should only consider the (for instance, positive) square root of the 
density \ds\, that is to take 

¥(0) = elirtz)a{$)y/\rdd\. (5.15) 

There is however a serious rub with that choice, because it leads to the wrong 
energy levels for the oscillator: since we are actually interested in single-valued 
objects on S*, we have to impose the condition 

¥ ( 0 + 2ir) = ¥(0) (5.16) 

to the expression (5.15), that is, the phase must satisfy 

ip{d + 2TT) = <p(i?) - 2Nirh (5.17) 

for some integer N. By definition 5.13, this condition is equivalent to r2 = 2Nh 
for Sy, which leads to the energy levels 

r2 

EN = - = Nh 

instead of the physically correct 

EN = (N+±)h. (5.18) 

The way out of these difficulties, and which leads to the correct quan­
tization conditions, is the following: define the argument of dO by 

argdi? = m(i?)7r (5.19) 

where the integer m{6) is given by 

m W = [ £ ] + ! (5.20) 

(the square brackets [•] mean "integer part of"). This allow us, in turn, to 
define the square root of ds = rd-d by the formula 

Vds = imW Vlrdtfl (5.21) 

which leads to the following definition of a wave form on S*: it is the function 
on Re defined by 

¥(0) = e* v W a (0 ) i m WvTrd£[ . (5.22) 
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Notice that this function is discontinuous at the points dk — kn(k € Z). With 
this definition, the single-valuedness condition (5.16) becomes 

* ( I ? + 2TT) = #(tf) , j = 1,2. (5.23) 

That condition requires that r2 = (2N + 1)H, which yields the energy levels 
(5.18) predicted by quantum mechanics. 

5.2 The Leray Index and the Signature Function* 

The Leray index will allow us to construct a Maslov index for arbitrary paths, 
which we need for the definition of wave-forms later in this Chapter. 

We begin by introducing some convenient notations and terminology 
from algebraic topology. The uninitiated reader is urged not to seek any deeper 
truths or difficulties in this subsection: there are none; we are just introducing 
a convenient way of expressing combinatorial properties of functions of several 
variables. 

5.2.1 Cohomological Notations 

Let X be a set, k an integer > 0, (G, +) an Abelian group. By definition, 
a (G-valued) k-cochain on X (or just cochain when the context is clear) is a 
mapping 

c : Xk+1 —>• G. 

To every k-cochain one associates its coboundary: it is the (k + l)-cochain dc 
defined by 

fe+i 

dc(x0,..., z fc+i) = ^ ( - l ) J c ( a ; o , . . . , £j,..., xk+i), (5.24) 
j=o 

where the cap " suppresses the term it covers. The operator 

d : {fc-cochains} —> {(k + l)-cochains} 

defined by (5.24) is called the coboundary operator (it would be more appro­
priate to denote that operator by d}. but we will pretend that the subscript k 
is always implicit). The coboundary operator satisfies the important (but easy 
to prove) equality 

d2c = Q 
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for every cochain c. A cochain c is called a coboundary if there exists a cochain 
m such that c = dm; a cochain c is called a cocycle if 

dc = 0 

so that any coboundary is a cocycle. 
Here is a simple example, which introduces a notation we will use quite 

often in the forthcoming Subsections: 

Example 131 The intersection cochain. Choose X = Lag(n) and G = 
(Z,+) . We will denote by dim the 1-cochain defined by: 

dim(^ ' ) = d i m ^ n f . 

The coboundary o/dim is then the 2-cochain defined by: 

ddim(£J',e") = d i m ( ^ ' ) - d i m ( ^ , 0 + dim(f ,£")• 

One immediately checks that d2 dim = 0. 

Let us now define the Leray index in the simplest case n = 1. The 
general case is technically more difficult, and will be treated in Subsection 
5.2.3. 

5.2.2 The Leray Index: n = 1 

Recall that [•] is the integer part function: by definition, for any real number 
a: 

[a] = largest integer < a . 

Note that [a + 1] = [a] + 1, and that 

r - H - 1 if ail 
[-a] = < 

{-[a] = - a if a e Z. 

We will denote by [-]ant the antisymmetric part of [•], that is 

[a}ant = g (["] - ["«]) 

which we can write, alternatively, as 

( [a] + I if a i Z 
Hon* = { (5.25) 

l a if a £ Z . 
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Definition 132 The Leray index on R2 is the Z-valued 1-cochain K defined 
by 

2vr 
ant 

tiW) = { 

(5.26) 

(5.27) 

M(M') = 2 

In view of (5.25), this definition is equivalent to: 

' 2 h s f l +l if 8-0' $ 2TTZ 

< 

2 (^f-) if 0-0' € 2TTZ. 

Notice that the Leray index is obviously antisymmetric: 
»(6,0') = -fi(0',0). (5.28) 

We now make the following essential observation: for all 6, 0', 0" the 

<T = ii(e,o') + n(d',6") + ft(o",e) 

will only depend on the classes modulo 7r of these numbers. Suppose, for 
instance, that we replace 0 by 0 + 2kn where k is some integer. Then fx(0,0') 
becomes 

li(0 + 2kn,e') = n(0,0') + 2k 

and, similarly, n(0", 0) becomes n{9", 0) — 2k, so that there is no overall change 
in the sum a. It turns out that the integer a has a simple geometric interpre­
tation: consider a line £ in the phase plane B.x x Rp passing through the origin, 
and denote by 0 twice the angle modulo 2ir of that line with the p-axis (0 is 
thus not the polar angle). We denote that line by £{0) (the overbar meaning 
"class modulo 27r of"). Thus, we may view £{0) as the oriented line through 
the origin, whose polar angle with the oriented a;-axis is 

•d = IT - 20 mod 2TT. (5.29) 

The sum a only depends on the lines £{6),£{0'),£{0") and we therefore denote 
it by a(6,0',0"). We thus have 

M#, 0') + M(0', 0") + n(9",6) = a(0,0', 0"). (5.30) 

Now, it is easy to verify, by exhausting all possible cases, that a{6,0',0") can 
only take the values 0 and ± 1 . In fact, for every triple (£, £', £") of lines through 
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the origin, we have 

<r(9,0',0") 

(-lif £(9) •< £(9') < 1(0") 

+1 if £(9) -< £(0') -< £(§») ( 5 3 1 ) 

0 */ £(0) = 1(0') or £(0') = 1(9") 
L or £(0) = £(0"), 

where the notation £(0) -< £(0') -< 1(0") means that the oriented line £(0') lies 
inside the angular sector determined by the oriented lines 1(0) and 1(0"). The 
function a is called the "cyclic order" or the "signature" of the triple of lines 
(£(0),£(0'),£(0")). 

Formula (5.30) has a straightforward cohomological interpretation: us­
ing the antisymmetry of the Leray index, we can rewrite that formula as 

H(0,0') - n(0,0") + fi(0', 0") = a(0,0', 0") 

and a thus appears to be a coboundary (and hence a cocycle). In more pedantic 
cohomological language, one would say that the coboundary of fi "descends to 
<r". I terms of the coboundary operator d we thus have: 

d(i(0,0',9")=a(d,d',d"). (5.32) 

We will see later in this Chapter that this relation, together with a topological 
property, is characteristic of the Leray index in any dimension. 

5.2.3 The Leray Index: General Case 

There are at least two strategies for constructing the complete Leray index, but 
both make use of the same "final trick" when one wants to extend it to the non-
transversal case. That trick is to use the cocycle property of the signature of a 
triple of Lagrangian planes. In his fundamental work on Lagrangian analysis, J. 
Leray [88, 89, 90] used rather abstracts methods from chain intersection theory 
to define an index /i(^oo, •££») when the projections £ and £' were transversal (i.e., 
when £ D £' = 0). We then gave a definition of M ( ^ O O , ^ ) for arbitrary £ and 
£' by using the signature function of triples of Lagrangian planes in our papers 
[51, 56]. We will use here a different method, already exposed in de Gosson 
[57], and which consists in identifying the Lagrangian Grassmannian Lag(n) 
with a set of matrices and to give directly a numerical definition of t^(£oo, ^ ) -
(The method is due to J.-M. Souriau [132] in the transversal case.) How we 
arrive at these identification of Lag(n) with a numerical space is exposed in 
some detail in Appendix E; the points to retain are the following: 
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(1) The Lagrangian Grassmannian Lag(n) is identified with the set of 
all symmetric unitary matrices: 

Lag(n) = {W 6 U(n, C):W = WT} . 

Under the identification of U(n, C) with a subgroup U(n) of Sp(n) (see Chapter 
3, Subsection 3.3.1), this identifies the Lagrangian plane (., image of the vertical 
plane 

by the matrix 

with the product 

A -B\ TT, N 

B A ) € U ^ 

... (A -B\ (AT -BT 

WW = {B A){BT AT 

(2) The universal covering of Lag{n) is then identified with the set 

Lag^in) = {{W,0):W e Lag(n) : det W = eie} 

the projection Lagooin) —> Lag(n) being denned by it(W,6) = W. 

Example 133 The case n = 1. Let t be the line with equation XCOSQ + 
p s ina = 0 in the plane Mx x Rp. It is the line whose angle modula TT with the 
p-axis is a: its polar angle is thus a + f fmod it). We have 

,,._fcos2a —sin 2a 
^ ' ^ sin 2a cos 2a 

and hence W = e2ia. In particular, if £ is the line in the plane whose polar 
angle is $, then 

w{£) = -e 2«? 

The universal covering of the Lagrangian of all lines through the origin 
in the plane is easily deduced from the example above: 
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Example 134 The universal covering of Lag(1). The universal covering 
of Lag(1) consists of all pairs (el9,6). In view of the axample above the angle 
6 is twice the angle of the line £ = W with the p-axis. 

Here is a very useful characterization of transversality in terms of the 
matrices W: 

Lemma 135 (1) Two Lagrangian planes £ = W and £' = W are transversal 
if and only ifW — W is invertible: 

£ n £' = 0 <=> det(W - W) ^ 0. 

(2) Equivalently, £C\£' = 0 if and only if —1 is not an eigenvalue ofW(W')~1. 

Proof. (1) Let w and w' be the images of W and W in U(n) C Sp(n); 
then : 

rank(w - w') = 2(n - dim(^ n £')). 

(see Appendix E) and hence w — w' is invertible if and only if dim(£ <l£') = 0 , 
that is, if £ and £' are transversal. But this is equivalent to saying that W — W 
is invertible. (2) Since W(W)~1 is a unitary matrix, its eigenvalues have 
modulus one. It thus suffices to show that +1 is not an eigenvalue ofW(W')~l. 
Assume that there exists a vector z ^ 0 such that W{W')~1z — z, then 
(W' ) - 1 2 = W~xz and {W')'1 - W~x would not be invertible. But then, in 
turn, 

W - W = WW'KW')-1 - W'1} 

would not be invertible. • 

Let us now define the Leray index in the general case: 

Definition 136 Let^ = (W,6) andf^ = (W',0) be two elements o/Lo5 o o(n); 
we suppose that their projections £ = W , £' = W are transversal: £ n £' = 0, 
that is det(W - W) j= 0. The Leray index of (4o,^o) is the integer: 

M ' o o , O = \{e~e' + i Tr(Log(-W(W')-1))} , (5.33) 

where Tr denotes the trace. 
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The logarithm in (5.33) is defined by analogy with the usual logarithm: 
noting that for every number m > 0 we can write 

i-ocU-^ 
L ° S ™ = / ( T ^ - X 3 l ) d A <5-34) 

we define 

,o 
Log M = / [(XI - M ) " 1 - (A - l ) - 1 / ] d\ (5.35) 

J — oo 

provided that M is invertible and has no negative eigenvalues. One checks 
without difficulty, by using for instance series expansions, that LogM has the 
following properties: 

{ exp(Log M) = M 

exp(Tr(Log M)) = det M (5.36) 

Log(M-1) = -Log(M) . 
Definition (5.33) indeed makes sense, since — W{W')~l has no negative eigen­
values in view of (2) in Lemma 135. Let us check that /x(^oo, t'^) is really an 
integer, as claimed in the definition. In view of the second formula (5.36) we 
have 

expTr i f i ^ocO = exp(t(0 - 0') - de t ( -W(W / )" 1 ) ) 

= exp(*(0 - 6> ' ) )exp(-TrLog(-W(W) _ 1 ) ) 

= exp(z(6> - 6')) det( -W^(W)" 1 )" 1 -

Now 

d e t ( - W ( W " ) - 1 ) - 1 = ( - l ) n d e t ( W ( W " ) _ 1 ) - 1 = exp(-i(6> - 6')) 

so that expTTi^^oo,^,) = (—1)™, and hence n(£oo,^o) € Z. 

R e m a r k 137 Since (—1)™ = emn, the argument above actually shows that we 
have 

/i(4o,C) = n m o d 2 (5-37) 

when I n (.' = 0. 
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Example 138 The case n = 1. The Leray index defined by formula (5.33) 
coincides with the function 

M(M') = 2 e-e' 
2TT 

(5.38) 

defined in Subsection 5.2.2. In fact, when n = 1 we have (W, 6) — (e%e,8) and 
hence, if 6 ^ 0' mod7r: 

n((W,9), (W',9')) = 1(0-0' + iLog(-e^-9'^) . 

Now, Definition (5.34) of the logarithm yields, by analytic continuation: 

Log(e ia) = i(a - 2kn) if (2k - 1)TT < a < (2k + 1)TT 

that is 

Log(e ia) = ia - 2TTZ [ S ^ L ] 

and hence 

n((w, e), (w',o')) = -(e-o'-(6-e') + 2* (6>-6>')+2TT 

2TT ) 

= 2[fc£ + l 

=2([^H) 
which is the same as (5.38) in view of Eq. (5.25). 

As far we have only constructed the Leray index in the transversal 
case; we will extend its definition to all pairs (^00,^0) in a moment. But first 
we note the following Lemma, due to Souriau [132]. 

Lemma 139 For all 1^, l'^, t'^ with pairwise transversal projections i, I', £" 
the sum / x ( 4 o , 0 + M C C C ) + M(C>.4o) only depends on t, (.', I". 

(For a detailed proof, see Guillemin and Sternberg [66], de Gosson 
[57].) This lemma motivates the following definition: 

Definition 140 Lett^, i'^, l'^ be three elements of Lag ̂ (n) such thatlT\V = 
I' n £" = £" n t = 0. The integer 

a(£,£',£") = ^ ( L / J + M C C ) + M(C^oc) 

is called the signature of the triple (£,£',£") of Lagrangian planes. 

(5.39) 
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Now it turns out (but this is not quite obvious) that the signature 
a(£, £', £") can be directly calculated in the following way: consider the quadratic 
form 

Q(z, z', z") = n{z, z') + n(z', z") + n(z", z) (5.40) 

on the product space £ x £' x £", that is, in coordinates 

n 
P'i Pi 
< < 

n 

fe=i 
X^ X-i 

Writing Q in matrix form 

fi(-) = \{-)Tn-) 

the symmetric matrix 1Z has a+ (resp. a_) positive (resp. negative) eigenval­
ues. Then a(£, £',£") is just the signature of 1Z: 

a(£,£',£") = a+-(T-. (5.41) 

The definition of the signature was first given by Demazure [30] (also see [29]); 
the definition we are using here is due to Kashiwara, and was originally exposed 
in Lion-Vergne [92]; also see de Gosson [56, 57]. For a very complete study of 
the properties of the signature, we refer to Libermann and Marie's treatise [91]. 
It turns out that the signature has the following property: let l\, £2, £3 and £4 
be four Lagrangian planes; then 

<r(*i,*2,*3) = ff(*i,*2,*4) + (r{£2,£z,£A) + a{£3,£1:£4) = 0. (5.42) 

This property will allow us to construct the Leray index /z(^oo, i'^) for all pairs 
(̂ oo,̂ 'oo)> whether the projections £ and £' are transversal, or not. We begin by 
observing that while the Leray index is, so far, only denned for pairs (^oo;^) 
such that £<!£' = 0, the signature a(£,£',£") is defined for all triples {£,£',£") 
by formula (5.41) above. This observation motivates the following definition: 

Definition 141 Let (^x,,£'x) be an arbitrary pair of elements of Lag^n). 
The Leray index ^(4?oo)Co) *s then defined by the formula 

M ( 4 o , C ) = M 4 o , C ) - M C O + °(t,t,n (5.43) 

where £'^ is chosen so that £"n£ = £" f l f = 0, and /x(4o, C>)> M C O are 

calculated using formula (5.33): 

Q{z,z',z") = YJ 
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For this definition to make sense one must of course check tha t formula 
(5.43) defines unambiguously p,(£O0,£'oo) f ° r a n (^oo,^x>), tha t is, tha t the right 
hand side does not depend on the choice of l'^. This is however an immediate 
consequence of the property (5.42) of the signature (see de Gosson [51, 56, 57] 
for a detailed proof). It is easy to check tha t the extension (5.43) in the case 
n = 1 yields the value (5.38) in all cases. 

5.2.4 Properties of the Leray Index 

We begin by star t ing two elementary properties. The second of these properties 
generalizes Eq. (5.37): 

P r o p o s i t i o n 142 (1) We have / J ^ O O , ^ ) = —M(-COI^OO) for all (£00, f^); in 

particular ^i{£oo,£oo) = 0. (2) Moreover 

H{ioo,(-'oo)=n + <^m{£,l') mod 2 (5.44) 

for all ( ^OOJ^O) / *n particular fi(£oo,^oo) is an even integer for all £^0. 

Proof . (1) The ant isymmetry is obvious from definition (5.33) when 
£ n £' = 0. If £ n £' ^ 0, choose £" such tha t £" n £ = £" n £' = 0. In view of 
(5.43) we then have 

Since the signature a(£, £',£") changes sign under permutat ion of any two of 
the planes £, £', £" we will have 

M'00,4,) = -MC'oo) + M C . O - <*(!•',IX) = -MC,4o) 

which establishes the antisymmetry in the general case. (2) To prove formula 
(5.44) we begin by noting tha t it is trivially satisfied when £(!£' = 0 in view of 
(5.37). In the general case it follows from definition (5.43) and property (5.52) 
below of the signature. • 

Next theorem shows tha t the Leray index has two essential properties; 
the first is a topological property, and the second cohomological. 

T h e o r e m 143 The Leray index fi has the following properties: (1) / / ( ^ o o , ^ ) 
remains constant when £00 and t'^ move continuously in such a way that the 
intersection £n£' retains same dimension. (2) We have 

^ o o . C ) + M C C ) + M C U = ^ / / ' ) (5.45) 

for all triples (^oo,^»>^o) of elements of Lag^n). 
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Proof. It is beyond the scope of this book to prove (1) (it follows 
from the topological properties of the signature and of the definition of the 
Leray index). We refer to de Gosson [51, 56] for a complete proof when k = 0, 
and to de Gosson [57] for the general case. Formula (5.45) follows from (5.43) 
and Lemma 139. • 

Property (1) can be restated by saying that fi is locally constant of 
the subsets 

{(4o,0 :d im(*,0 = *} (5-46) 

(0 < k < n) of (La<7oo(n)) ; In view of the antisymmetry of the Leray index, 
Property (2) can be rewritten as 

M4o,<J - /*(<co,C) + M C . C ) = °i!,t!X)- (5-47) 

Restated in the cochain notations from Example 131, this means that the 
coboundary of /x is the signature: 

d^e00,t00,0 = a(t,fX) 

which we will write dfi = a, for short. 
The Leray index /i is the only mapping {Lag^n))2 —> Z having 

the properties (1), (2) in Theorem 143. Suppose indeed that fi' is a second 
mapping having these properties, and set v = \x — \J! . Then 

K^ocC) = K'oo.O - " ( C O (5-48) 

for all -^oo.^o'^oo- But then K^oo,^*,) remains constant when (^oo,^) moves 
in such a way that £ n £' keeps a constant dimension. It follows that v is 
a locally constant function on {Lag^n))2; since Lag^n) is connected v is 
actually constant. Taking <̂x> = ^ = ^ in Eq. (5.48), that constant value is 
0, hence // = / / . (See de Gosson [51, 56] for details.) 

It follows that the properties (1), (2) in Theorem 143 are characteristic 
of the Leray index. 

Remark 144 The properties of the Leray index allow the construction of a 
topological "Lagrangian path intersection index" generalizing the notion of Maslov 
index to arbitrary paths in a Lagrangian manifold (see de Gosson [59, 60]). 

Let us next study the action of the integer group (Z, +) on the Leray 
index. This will lead us to an important result that will be used in the definition 
of wave-forms. Recall that the first homotopy group of a manifold acts on the 
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universal covering of that manifold as a group of "deck transformations". For 
instance, if ôo G Lag^n) and A e iTi(Lag(n)), then Â oo will be another 
element of Lag^n) with same projection t as tec Also recall that we are 
identifying Lag(n) with the set W(n, C) of all symmetric matrices, and the 
universal covering Lag^n) with 

Lagoo{n) = {(W,9):W e W(n, C) : det W = eie} (5.49) 

where the projection Lag^n) —> Lag(n) is the mapping TT(W, 6) = W. The 
fibers Tr~1(W) are all discrete, in fact, if det W — el° then 

7r-1(W) = {(W,6 + 2kTr) :k€Z} 

so that we may identify the first homotopy group iri(Lag(n)) with the integer 
group (Z, +) , the action of that group on Lag^ri) being then given by 

k*ex = k*{W,6) = (W,6 + 2kit). (5.50) 

Of course k * ̂ oo and l^ have same projection £ on Lag(n): 

7T(fc * 4c) = 7T(4o) = I. 

It immediately follows from (5.50) and the definition of the Maslov index that 
(see de Gosson [57]): 

Proposition 145 The isomorphism TTi(Lag(n)) = (Z, +) described above as­
sociates to every 7 € iri(Lag(n)) the Maslov index 771(7) °f that loop. 

Using these identifications, the action of the integer group on the Leray 
index can be described as follows: 

Proposition 146 The action of Tti(Lag(n)) = (Z, +) on the universal cover­
ing Lagoo(n) is given by: 

fi(k *£00,k'* 4 ) = / i&o, 4 . ) + 2k ~ 2k' (5-51) 

for all integers k and k'. 

Proof. Suppose first that £n£' = 0. Then formula (5.51) immediately 
follows from Eq. (5.50), by definition (5.33) of the Leray index in the transversal 
case. If I D £' ± 0, write 

M4o,4) = M4o, C) - M C O + "(', 4 £") 
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where £'^ is chosen so that £" n I = £" n £' = 0 (see (5.43). Then, since ifc • £oo 
and k! • t'^ have projections k * £ and k' * £': 

hence, taking the first case into account: 

»(k*e00,k'*t'00) = fi(k*£00,0-»(k*i'00,C) + v(e,e,,n 
= M4o,C) + 2fc - K C . C ) - 2k'+ a(£, £',£") 
= (i(£00,£'00)+2k-2k' 

which proves the proposition in all cases. • 

5.2.5 More on the Signature Function 

The signature function a has the following properties: 

(1) Antisymmetry: a(£, £',£") changes sign when any two of the La­
grangian planes £, £', £" are swapped; in particular a(£, £',£") = 0 if i = £', 
£' = £" or £" = £; 

(2) Sp(n)-invariance: a(s£,s£',s£") = a(£, £',£") for all s G Sp(n); 

(3) Value modulo 2: for all Lagrangian planes £,£',£": 

a(£, £', £") = n + dim(£ n £') + dim(£ n £") + dim(£' n £") mod 2 (5.52) 

(4) Locally constant: a(£, £',£") remains constant when £, £', £" move 
continuously in Lag(n) in such a way that dim(^n£'), dim(^n£"), dim(£' tl£") 
do not change. 

While properties (1) and (2) are immediate ((1) follows from the 
antisymmetry of il and (2) from the definition of a Lagrangian plane), the 
proofs of (3) and (4) are somewhat lengthy exercises in linear algebra (see 
Marie and Libermann [91], or Lion-Vergne [92]). We remark that Property 
5.52 can be rewritten, in cohomological notation, as 

cr = n + ddim mod 2. 

The signature of a triple of Lagrangian planes can be viewed as a device 
measuring the relative positions of these planes, which for n — 1 reduces to the 
"cyclic order" of three lines. To see this, we note one-dimensional Lagrangian 
planes are just the straight lines through the origin in the phase plane, and the 
quadratic form (5.40) here reduces to the expression 

p 
X 

p' 
/ X 

+ p' 
f 

X 

p" 
ft 

X 
+ p" 

It 
X 

p 
X 
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Choosing for £ and £" the "coordinate planes" Rx and Rp , and for £' the line 
£a : p = ax, we have 

Q = —axx' — p"x' + p"x 

which can be put, after diagonalization, in the form 

Q = Z2-{X2 + sign(a)Y2) 

and hence: 

f - 1 if a > 0 

c,^a,Kp) — < 0 if a = 0 (5.53) 

+1 if a < 0 . 

The signature a(£, £', £") is thus 0 if any two of the lines coincide, —1 if the line 
£' lies "between" £ and £" (the plane being oriented in the usual way), and +1 
if it lies outside. An essential observation is that we would get the same values 
for an arbitrary triple £, £', £" of lines having the same relative positions as 
Rx x 0, £a, 0 x Rp because one can always reduce the general case to that of 
the triple (M.x x 0,^a,0 x Rp), by using a matrix with determinant one. More 
generally, in higher dimensions: 

Lemma 147 Let £A be the Lagrangian plane with equation p = Ax (A a sym­
metric matrix). Let £x and £p be, respectively, the x- and p-planes R™ x 0 and 
0 x-R£. Then 

(T(£x,£A,£p) = -sign(A) (5.54) 

where sign(^4) is the number of > 0 eigenvalues of A minus the number of < 0 
eigenvalues of A. 

(The proof is based on elementary calculations in linear algebra; since 
it is somewhat lengthy we do not reproduce it here and refer to de Gosson [57].) 

5.2.6 The Reduced Leray Index 

The concept of index of inertia of a triple of pairwise Lagrangian planes is due 
to Leray [88] (Ch. I, §2,4). The definition we give here is a generalization of 
that which was given in de Gosson [51, 56, 57]. 

Definition 148 The index of inertia of a triple (£,£',£") of Lagrangian planes 
is 

Inert(£, £',£") = hn + ddim{£, £',£") + a{£,£' ,£")) 

where d dim is the coboundary of the cochain dim(^, £') = dim(£n^') . 
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Writing explicitly 

Inert(A £', £") = \{n + dim(^ n £') - 6xm{£ n £") + dim(^' n £") + a(£, £', £") 

the claim that Inert(^, £',£") is an integer immediately follows from formula 
(5.52) of last subsection. One can prove that (see de Gosson [51, 56]) when 

£ n £' = £' n £" = £" n £ = o 

then Inert(^, £', £") is the common index of inertia of the quadratic forms 

z *-> il(z, z') , z' H> n(z', z") , z" M- il(z", z) 

defined on, respectively £, £', £" when z + z' + z" = 0. (This is Leray's original 
definition of the index of inertia in [88].) 

Let us next introduce the reduced Leray index: 

Definition 149 The reduced Leray index is the function m : Lag^fo) —>• Z 
defined by 

m(l00,t
,
00) = ^(iM(,t00,t00)+n + 6Sm(l,f)) (5.55) 

where £ and £' are the projections of £oo and ^ . 

That m(^oo, ̂ ) is an integer is an immediate consequence of Eq. (5.44) 
in Proposition 142), which implies that (M^oo,-CJ +n + dim(£,£') is an even 
integer. Notice that when £OQ = (W, 6) and ^ = (W',0') have transversal 
projections, then the reduced Leray index is given by 

1 77 

m{t00,t00) = — [e-e' + iTv(Log(-W(W')-1))]+^ (5-56) 

in view of definition (5.33) of M^oo,^»)-

Example 150 The case n = 1. We have seen in Subsection 5.2.3 that 

MM') = 2 

It follows that 

2TT 

m(e, 9') = 0-f l ' 
2TT 

that is, by formula (5.25): 

m(0,0') = 
0-8' 

lis 
(5.57) 

in all cases. 
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It follows from Theorem 143 that m enjoys the same topological prop­
erty as n (see (1) in Theorem 143), and that it satisfies 

mtfoo .C) - m ( 4 o , C ) + m ( 4 ) , C ) = I n e r t ( * , 4 0 (5.58) 

which we can write 9m = Inert for short. This formula allows us to calculate 
m ( 4 o , 4 ) for arbitrary pairs (̂ oo>^oo) ^y t*ĥ  same method as we used to 
extend the Leray index in Subsection 5.2.3. Also observe that the action of 
TTi(Lag(n)) = (Z, +) on the reduced Leray index is given by 

m(k * 4o , k' * 4 ) = m(4o, 4 ) + k - k' (5.59) 

in view of formula (5.51) in Proposition 146. It follows, using Proposition 145, 
that we have the following relation between the Maslov index and the reduced 
Leray index: 

m( 7 ) = 771(740,4) - m ( i o o , 4 ) 

for every 7 £ 7Ti(V); 7^0 is the element of Lag^^) obtained by concatenating 
a representant of 7 and one of i^,. 

5.3 De Rham Forms 

Roughly speaking, a de Rham form -also called "twisted", or "pseudo" form in 
the literature— is to ordinary volume forms what a pseudo-vector is to a vector. 
More precisely, a de Rham form is an orientation-dependent differential form: 
its sign depends on the (local) orientation. (The notion was defined by Charles 
de Rham [117] in the late 1950's.) 

5.3.1 Volumes and their Absolute Values 

To grasp the difference between de Rham and "ordinary" forms, let us con­
sider the following example. Suppose we want to calculate the volume of 
the parallelepiped spanned by three vectors r = (x,y,z), r ' = (x',y',z'), 
r" = (x"', y", z"). For this purpose we can use either the formula 

i /(r ,r ' , r") = det ( r , r ' , r" ) = 

which involves the determinant, or the formula 

X 

y 
z 

x' 

y' 
z' 

x" 
y" 
z" 

(5.60) 

K r , r ' , r " ) = ( r x r ' ) - r " . (5.61) 
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However, the latter only gives the same result as (5.60) once we have given Rj! 
the usual "positive" orientation: if we change that orientation, then the right 
hand side of (5.61) changes sign (one sometimes says that r x r' is not a true 
vector, but rather a "pseudo-vector"). In the language of differential-forms, 
(5.60) is the same thing as 

i/(r, r', r") = dxAdyA dz(r, r', r") 

whereas (5.61) is 

(r x r') • r" = ±dx AdyA dz(r, r', r") 

where we choose the sign + if we have oriented R^ positively, and — if we 
oriented it negatively. Now, there is a third option: if we feel puzzled by the 
fact that formula (5.61) is orientation-dependent, we have the option to define 
the volume by taking the absolute value of the right-hand side of (5.61): 

K r , r ' , r " ) = | ( r x r ' ) - r " | (5 .62) 

but we then lose linearity: while the properties of the vector product imply 
that 

(r x r') • (r'/ + r2') = (r x r') • r'/ + (r x r') • r2' 

we have, in general 

|(r x r') - (r'{ + r'2')| ^ |(r x r') • r'/| + |(r x r ') • r'2'|. 

Now, a "naive" remark. We can restore linearity in Eq. (5.62) by doing the 
following: replace |(r x r ') • r"| by 0 if the vectors r, r', r"are dependent, and 
by 

(_1)m('-,rV') |( I .x r ') . r ' ' | 

if they are independent; m(r, r', r") is an integer equal to 0 if the basis (r, r', r") 
is positively oriented, and 1 if it is negatively oriented. This remark is naive, 
because we have done nothing else than reconstructing (r x r') • r" itself: 

(r x r') - r" = (- l)m( r ' r ' ' r">|(r x r') • r"| (5.63) 

and one can of course wonder what is the point with this apparently cumber­
some reconstruction. It is of course totally useless in this precise situation, 
but we will see that it is the key to the construction of de Rham forms on 
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non-orientable manifolds, on which the notion of volume form does not make 
sense. 

For the purposes of semi-classical mechanics, the introduction of de 
Rham forms is essential, because one can define unambiguously their square 
roots, using the properties of the Leray index (more precisely the Lagrangian 
path index deduced from the Leray index). 

The introduction of de Rham forms in physics should not be too sur­
prising after all. It is well-known that many phenomena really exhibit this 
dependance on orientation, the most elementary example of this phenomenon 
being the magnetic field, which is a "pseudo-vector" in physicists terminology. 
For more about the use of de Rham forms in physics, I highly recommend 
Frankel's book [46]. 

One can define, more generally, a de Rham form on R™ in the following 
way: if v = a(x)dx\ A...Adxn is a differential n-form or R™ then the associated 
de Rham form is v* = Or^™)^, where Or(R") is ± depending on whether R£ 
is positively or negatively oriented. 

Remark 151 A de Rham form on R™ can thus be viewed as an ordinary differ­
ential form defined on the union of two copies of RJ. On a more sophisticated 
level, a de Rham form on a manifold V is actually just an ordinary differential 
form, but defined on the oriented double-covering V of that manifold. 

We will however proceed a little bit differently in the forthcoming sub­
sections. It turns out that there is another (equivalent) approach, constructing 
directly de Rham forms from densities on a manifold. We will then specialize 
our constructions to the case of Lagrangian manifolds. 

5.3.2 Construction of De Rham Forms on Manifolds 

By definition, an s-density (s > 0) on a vector space L is a mapping p asso­
ciating to every n-tuple (£i, ...,£„) a number (real or complex), and such that 

p(Mu-,Mn) = | d e t ( A ) | s p ( 6 , . . . , U (5.64) 

for every nxn matrix A. We will often write this formula in the more compact 
form 

p(M) = \det(A)\s p(Z) 

where we are thus using the notations 
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Definition 152 An s-density p on a manifold V is the datum, for every z £ V 
of an s-density p(z) on the tangent space TZV at z, and depending smoothly on 
z. A 1-density is called a density; a ^-density is called a half-density. 

One can always construct s-densities on a vector space: it suffices to 
take 

p (6 , - - - , £n ) = |det(£i,-••,£«) Is- (5.65) 

One can moreover prove that this is essentially the only example, because all 
s-densities are proportional, and hence proportional to |det|s (see Appendix 
D). It follows that an s-density has the property that 

p(&,..., Afc,...,£„) = |A|V(£i, • •- ,£„) (5.66) 

for every scalar A ̂  0. (This property follows at once from (5.64), choosing A 
such that A£j = \£j and A£k = £fc if fc ^ j ; alternatively, one can note that 
since p(£i,..., A£j, ...,£„) and p(£i,--- ,£n) are both s-densities, they must be 
proportional; using Eq. (5.64) one finds that the proportionality constant is 
precisely |A|S.) 

Let now V be a manifold (we do not suppose that V is Lagrangian at 
this point). It follows from the discussion above that every s-density p on V is 
locally of the type 

p(z)(0 = \a(x)dx1 A • • • A dxn(£)\s 

where a is some smooth function of the coordinates x = (x\, ...,xn), and £ = 
(£ii •"' , £n) is a tangent vector to V at z. If / is a diffeomorphism of a manifold 
V onto V, the pull-back f*p of an s-density p on V by / is defined by 

/V(*')(0 = P(/(*'))( /V)0 
where we have set 

/ V ) £ = ( / ' ( * % , • • • , / ' ( * % > ) ; 

f'(z') is the Jacobian matrix of / at z'. 

Formula (5.63) relating a volume to its absolute value suggests the 
following definition: 

Definition 153 Let p be a density on the manifold V. The two de Rham forms 
p and —p associated to p are defined by 

i \(c\ — / ^ if the vectors £i, ...,£„ are dependent; . . 
M*K£) = | (-l)™(*:«p(.z)(f) if they are independent ^ ' 

where m(z;^) = 0 if the vectors £i, . . . ,£n determine the positive orientation of 
the tangent space TZV, and 1 if they determine the negative orientation. 
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The following result connects this definition with the definition given 
at the end of the Subsection: 

Proposition 154 A de Rham form is an antisymmetric linear form at each 
ze V: 

f M(z)(ft, - , Aft, ...,£„) = A/i(z)(0 

/or o l I A e l and £ = (ft, ...,£„), ft = (ft7, ...,£,) in TZV. Moreover, 

M(z)(Aft = (detA)(M(z)(ft) (5.69) 

/or every invertible n x n matrix A. 

Proof. Let us begin by proving formula (5.69). If the vectors ft,..., £n 

are linearly dependent, then both p,(z)(A£>) and n(z)(t;) are zero, so that (5.69) 
trivially holds in this case. Suppose next that ft,..., ft. are independent, and 
that they determine the positive orientation of TZV. If det A > 0, the vectors 
Aft,..., A£n are also linearly independent, and determine the same orientation, 
so that 

n(z)(M) = P(Z)(M) 

= (det A)p(z)(0 

= (detA)/i(z)(ft\ 

If det A < 0, then A reverses the orientation, and hence 

»(z)(A0 = \ det A\p(z)(£) 

= - | det ,%(*) ( 0 
= det Afj,(z)(£). 

The case where ft,..., ft is a negatively oriented basis is similar. It immediately 
follows from (5.69) that the function £ >->• n(z)(£) is antisymmetric. The first 
formula (5.68) follows from property (5.66) of densities: suppose that A > 0 
and let ft, ...,£„ be a positively oriented basis; then so is ft,..., Aft, ...,ft, and 
we thus have 

^(z)(ft,.. . ,Aft,... ,ft) = A/z(z)(ft,--- , f t ) . 

If A < 0, then ft,..., Aft, ...,ft is negatively oriented and thus 

M^Xft,...,Aft,...,£„) = -(-A/x(z)(ft,--- , f t)) 

= A//(z)(ft,-" ,Cn)-
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The case where £1,..., £„ is negatively oriented dealt with in the same way. Let 
us now show that p,(z) is additive, that is that we have 

In view of the antisymmetry, it actually suffices to show that we have, say 

(we are using the shorter notation (£1 +£i, . . . , £„) in place of (£1 +£[, £2, 
In view of the definition of a de Rham form we have 

ti*)(tl +&,-,&) = (-l)m(i!Cl+€i--€"W)(6 +ei,-,en) 
that is, writing £J = V . ajCj: 

where A is the upper triangular matrix: 

,&))• 

/ l + ai a2 
0 1 

i4 = 
0 

1 / \ 0 0 -

Since det A = 1 + a\ we have 

M*)(6 + £ , - . £» ) = (-i)m(*.«i+«i.--€-)|i + a i |P(z)(0. 

Suppose now, for instance, that 1 + a i > 0; then det A > 0 and £i + £i, &j •••) £n 
thus has the same orientation as £1,62, ••-,€n- It follows that 

m ( z , 6 + C i , - , ^ n ) = m{z,ii,...,U) 

and hence 

/*(*)(& + & -,&.) = ( - i ) m ^ - - « - ) ( i + Ol)p(z)(0. 

Assume now ai > 0; then 

ai/>(z)(0 = P ( z ) ( a i 6 , - , f n ) 
= p{z){ai£\,-,£,n) 

= p(z)(Ejaj^j,...,^n) 

= p{zM,-,Z») 
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so that we have 

M*)tt + O = M*)(0 + M*)(O 

proving the linearity when ai > 0. The cases a\ < 0 and 1 + a\ < 0 are treated 
quite similarly (see page 487 in Abraham et al. [1] for details; Lang [87] gives 
a very nice related proof). • 

In the next subsection we specialize our study to the case where V 
is a Lagrangian manifold; we will see that the deRham form associated to a 
density on such a manifold can be expressed using the Leray index. 

5.3.3 De Rham Forms on Lagrangian Manifolds 

Consider a line £ through the origin in the plane: it is an element of the La­
grangian Grassmannian Lag(l), and can be identified with the complex number 
el6, where 0 is here twice the angle a of £ with the p-axis. Taking twice a is 
just a way to say that we do not care about the orientation of the line: if we 
rotate £ by an angle 7r we get the same line, and this is reflected by the relation 
ei(0+27r) _ e%8 Suppose now that we do care about the orientation of £, that is 
that we want to be able to distinguish between two "arrows" £+ and £~ having 
same support £. We can then identify these "arrows", or oriented lines, by 
writing £+ = {el6,6) and £~ = {el6 ,6 + 2-K). Since each of these oriented lines is 
invariant by a rotation of 2ir, we could actually write as well £+ = (eie,6 + 4kir) 
and £" = (el6,6 + 2n + 4kir) where k is an arbitrary integer. The best choice 
is thus to write 

£+ = (eie,§) and £~ = (eie, (f+2n)) 

where the tilde ~ means here "class modulo 4ir of". Since the universal covering 
Lagoo(l) is identified with the set of all (e%e, 6 + 2kir) it follows that £+ and £~ 
are just elements of the double covering space 

Lag2(l) = Lag(l)/4irZ 

of Lag(l). In higher dimensions, the situation is quite similar: 

Proposition 155 (1) Let Lagoo{n) = {(W,0) : det W = eie} be the universal 
covering of Lag(n). The elements of the double covering 

Lag2{n) = Lag(l)/4wZ 
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of Lag(n) are the oriented Lagrangian planes. (2) The first homotopy group 
of Lagiin) is the subgroup 

7n(La<7(n)) = {0,l} 

0/Z2 = Z/2Z. That group acts on Lag2{n) by the law 

0 * (W, 0) = (W, 0) and I * (W, 0) = (W, (f+2n)) (5.70) 

(cf. the definition (5.50) ofk*{W,0)). 

(All the statements in this proposition are obvious in view of the stan­
dard theory of covering spaces; see for instance Frankel [46], Godbillon [49], or 
Kuga [85].) 

We will denote the generic elements of Lag2(n) by ^± , t^, etc. The 
choice of what we call the "positive" orientation of an oriented Lagrangian 
plane ^± is of course arbitrary. Proposition 155 shows that "*-multiplication" 
by 1 reverses the orientation of an oriented Lagrangian plane: 

l*f = r , i * r =t+. 

We now proceed to study de Rham forms on a Lagrangian manifold 
V. We begin by noting that we can always assign to every z e F a n oriented 
Lagrangian plane (^{z) by choosing (arbitrarily, see the remark above) an 
orientation on the tangent plane £(z) = TZV. Assume now that V is oriented. 
Then we can choose once for all a positive orientation on one tangent plane 
£(ZQ) and induce the same orientation on all t(z) by letting z vary smoothly 
in V. That is, we can construct a continuous mapping z >-» £+(z) from V to 
Lag2(n) such that the projection of £+{z) on Lag(n) is precisely £(z). Since 
the choice of what we call "positive orientation" is purely a matter of taste, we 
can actually construct two such mappings: 

z^£+{z) , z^r{z). (5.71) 

We can even do a little bit more. Consider two paths j Z o Z and •J'ZQZ in V joining 
a point ZQ to a point z. If we transport the tangent plane £(z) from ZQ to z 
along any of theses curves, we will end up at z with the same orientation (that 
this property does not hold in non-oriented manifolds is easily seen by making 
such "transports" in, say, the Mobius strip). Recalling from Subsection 4.7.2 
in Chapter 4 that the universal covering V of a manifold V is the set of all 
homotopy classes z (with fixed endpoints) of continuous paths in V originating 
from some "base point" ZQ, the mappings (5.71) induce mappings 

Z^Zto{z) . Z ' - ^ o c ( z ) (5.72) 



De Rham Forms 209 

of V in Lagoo(n). These mappings ^ ( - ) are constructed as follows: consider a 
continuous path 7ZoZ:[a, b] —> V, and let ^+(7ZoZ) be its image by the mapping 
£+(•) : V —> Lag2(ri) that to every point z of V associates the oriented tangent 
plane £+(z). Thus, ^+(7ZoZ) is the path in Lag2(n) defined by 

i+(lz0z)(t)=l+(lZoZ(t)), a<t<b. 

If we choose (+(zo) as base point IQ in Lag2(n), then the image of the ho-
motopy class z by the mapping l+(-) becomes the homotopy class of £+(7ZoZ) 
in Lag2(n), in fact an element of Lag^n), since Lag(n) and Lag2(n) have 
the same universal covering. It is this element of Lag^n) that we denote by 
^+,(z). The mapping £"(•) is constructed in a similar way. 

Summarizing, we have two commutative diagrams 

V ^ 4 Lagoo(n) V ^-> Lag^n) 
•n \. \.-K and 7r 4- I ^ (5.73) 

V '-H Lag2(n) V ^ Lag2(n) 

where 7r is a collective notation for the covering projections. 

We will use in the sequel the following notation: £+ is the datum of 
a positively oriented basis £ = (£i, ...,£«) of Rn (identified with £{z)), and £~ 
the datum of a negatively oriented basis. 

To each la,oo £ Lag^n) we associate two integer valued functions 

m a> m a : ^ > ^ 

by the formula 

m±(z) = m(*a i0O)£±(z)). (5.74) 

Lemma 156 (1) For every 7 € 7Ti(V) we have 

m±(7i) = m ( / Q i 0 0 , ^ ( i ) ) mod2 (5.75) 

and the functions m+, m~ are thus defined modulo 2 on the oriented Lagrangian 
manifold V. (2) These functions are constant on each connected subset of 
V \ E a where 

S a = {z e V : £(z) n ta ± 0} 

is the caustic of V relative to ta. 
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Proof. (1) Since V is oriented, the Maslov index m(-y) is even; formula 
(5.75) then follows from the fact that 

m±(7i) = m(4*,oo,^o(7z)) 

= m ( 4 , o o , m ( 7 ) * 4 ( z ) ) 

= m ( £ a > 0 0 , ^ ( i ) ) -m(j) 

where we have used (5.59) to obtain the last equality. (2) In view of the topolog­
ical property of the Leray index (property (1) in Theorem 143), m(£a:00, £^(z)) 
is locally constant outside the caustic E a , and hence constant on the connected 
components of V \ SQ . • 

The properties of the functions m * allow us to construct de Rham 
forms on oriented Lagrangian manifolds: 

Proposition 157 Let p be a density on the oriented Lagrangian manifold V, 
and ia G Lag(n). (1) The de Rham forms p and ±p associated with p are 
given, outside the caustic EQ = {z € V : t(z) fl £a ^ 0} by 

MaW(̂ ) = (-lr-^pizKO (5.76) 

where the sign ± in m^(z) is determined by the sign ± of the basis £ = 
(£i> •••,£n) of the tangent plane £(z). (If the vectors £i, ...,£„ are linearly depen­
dent, then /z(z)(£) = 0.) (2) Two such expressions pa and pp, corresponding 
to the choices ^a,oo and ip,oo are related by 

pa{z) = (_i)-m(<«.~.V~)+in«t(<«.Wto) / i /j(z). (5.77) 

Proof. (1) In view of Lemma 156, the right hand side of (5.76) is 
really defined on V. In view of the same lemma (—l)m« W keeps a constant 
value on each connected subset of V \ S Q once an orientation is chosen, and 
changes signs when the orientation is reversed. (2) Formula (5.77) immediately 
follows from the cohomological property (5.58) of the reduced Leray index, 
since 

ro±(£)-m^(z) = m ( £ a , 0 0 , ^ ( 2 ) ) - m ( f / 3 , o o , ^ ( z ) ) 

= -m(£a)00,£Pi00) +lneit{ea,£p,£{z)) 

where £{z) is the projection of l^{z). • 

The following example shows that Proposition 157 contains as a partic­
ular case the construction of the de Rham form on the circle in the introductory 
Subsection 5.1.3: 
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Example 158 The circle. Consider the density r |d#| on the circle 5* with 
radius r, where •& is the usual polar angle. The positively oriented line i.+ whose 
polar angle is i? is thus identified with —e -2"5 , and hence 

/+(rf) = ( - e - w
l T - 2 # ) 

is an element of Lag'oo(l) with projection £+. Choose now for £a the x-axis, 

that is £a = —1, and £a<00 = (—l,7r). It follows, using formula (5.57) for the 

reduced Leray index, that 

which is just formula (5.20) in Subsection 5.1.3. The de Rham forms associated 
with r\d"&\ are thus ±fi where 

H = (-l)li]+1r\d&\. 

The non-orientable case. Until now we have supposed the manifold 
oriented. To deal with the non-orientable case, where we can no longer define 
mappings •£*(•), it suffices to use the following very simple trick. We begin by 
noting that in Proposition 157 the de Rham form \x is defined on V by the 
expression 

Ma(z)(^) = ( - l ) m - ( i ) p ( * ) ( 0 

involving the variable z of the universal covering; the fact that p,a is really 
defined on V coming from the fact that the Maslov index of every loop in 
an orientable Lagrangian manifold is even. This suggests that in the non-
orientable case we define the de Rham form /x on the universal covering V, 
rather than on V itself, by the formula 

Ma(i)(^) = (-ir« ( iV(*)(0 (5-78) 

where p(z) is viewed as a density on V (this amounts to identify the density 
p on V with its pullback ir*p to V). The functions rn^(z) are defined as in 
(5.74): 

m±(*) = m(*a i0O)£±(z)) (5.79) 

l^o(z) and ^(z) corresponding to two orientations of V. (V is orientable, 
being simply connected.) If we now define a de Rham form on a Lagrangian 
manifold by (5.78) in all cases, Proposition 157 holds mutatis mutandis for all 
Lagrangian manifolds, whether they are orientable, or not! 
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Remark 159 A Lagrangian plane £a being given, the choice of the element 
£a,<x with projection £a is arbitrary. We will therefore assume that such an 
element is fixed once and for all. If we change £ai00 into another element £'a ^ 
with same projection £a, we will have 

"*(4,oo> £>(*)) = m(e«,oo,t£(z)) + ka 

where ka is an integer only depending on the pair (4,oo,Coo) ' and the effect on 
[ia will simply be a change of overall sign. In order to avoid this ambiguity one 
can for example decide to choose, once and for all, the base point of Lag^(n) 
as being £a, and to take for £ay0o the constant loop. 

These constructions motivate the following definition of the argument 
of a de Rham form on a Lagrangian manifold: 

Definition 160 Let fi be a de Rham form on V, and la,oo € Lag0O(n). Set 
^oo(-z) = ^oo(-S)- The argument of p, relative to £a%oa is 

arg a p.(z) = ma(z)-K mod27r (5.80) 

where the integer ma(z) is defined by: 

ma{z) =m(£ctt00,e00(z)). (5.81) 

Notice that this definition cannot in general be used to define a global 
argument for a de Rham form on the manifold V itself. For instance, the de 
Rham form d"& — ± |rfi?| on the circle S 1 has no well-defined argument (but it 
has, if we view it as a form on R^, the universal covering of S1). However, if 
we denote by /j.a the restriction of p, to the set V \ T,a ( S a the caustic of V 
relative to £a), then it makes sense to define 

a,Tgp,a(z) = ma{z)-K mod27r. (5.82) 

We are now, at last, able to define the wave forms in the general case. 

5.4 Wave-Forms on a Lagrangian Manifold 

Recall from Subsection 5.1.1 that we called "wave form" an expression of the 
type ty(x)Vdx involving the square root of dx, and where ^(x) = e* (x>R(x) 
was a wave function. In this section we show that similar objects can be defined 
on arbitrary quantized Lagrangian manifolds, and relate our constructions to 
the usual formulae of semi-classical mechanics. 
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5.4.1 Definition of Wave Forms 

We begin by defining the square roots of a de Rham form on a Lagrangian 
manifold. This is made possible by Definition 160 above. Let fi be a de Rham 
form on the universal covering V of the Lagrangian manifold V. For each 
^a,oo € Lagao^n) we define 

vOTX**) = i^^VpiW)- (5-83) 

Using the short-hand conventions of Definition 160 this can be written simply 
as 

V ^ ( i ) = r , " « ^ . (5.84) 

The following straightforward lemma relates the different square roots of a de 
Rham form: 

Lemma 161 (1) Two square roots of a de Rham form corresponding to dif­
ferent choices £a,cxi, £(3,00 ore related by the formula 

yfJ^(z)=i™«^)^{z) (5.85) 

where the function mag is given by 

ma3(z) = m(£at0O,£ptOO) - \nert(£a,£B,£(z)). (5.86) 

(2) The function mag is constant on each connected subset UofV such that 
E7 fl E 0 = C/nS/3 = 0 (Ha, T,0 the caustics of V relative to la and £g, 
respectively). 

Proof. (1) Formula (5.86) follows from the cohomological property 
(5.58) of the reduced Leray index. Property (2) follows from the fact that 
IneTt(£a,£(3,£(z)) is locally constant when £(z) moves in such a way that it 
remains transversal to £a and £Q (as follows from Property (4) of the signature 
in Subsection 5.2.5). • 

Recall from Chapter 4, Subsection 4.7.3, that the phase of a Lagrangian 
manifold V is the function ip defined on the universal covering V of V by the 
formula 

tp(z) = I pdx 
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where z is the homotopy class of the path -yZoZ joining the base point ZQ to z 
in V. That phase <p satisfies: 

dip(z) = pdx if 7r(i) = (x,p) 

where the differential dtp is calculated with respect to the local variable x. 

Definition 162 (1) Let p, be a de Rham form on V and £a,co G Lagoo(n). 
The wave-form associated to the pair (p,£a) is the expression 

*«(*) = e**(i)VfcT(*)- (5-87) 

(2) The set ty = (tya)a of all wave-forms (5.87) determined by the same density 
p is called the catalogue of p} and the ^ a are called the pages of the catalogue 
^ . The set of all catalogues on V is denoted by Cat(V). 

In terms of the density p associated to p. we thus have 

9a(z) = eiv^imaWy/p(z). (5.88) 

The pages of a given catalogue are easily deduced from one another. 
Let in fact £a, lp be two Lagrangian planes; in view of formula (5.85) we have: 

* a ( z ) = im<"»W*f,(z), (5.89) 

where 

map(z) = -m(£a<00,ept00) +Inert(£a,tpJ(z)). 

Every page of a catalogue thus contains all the information about all the other 
pages of that catalogue. 

A wave-form is a priori defined on the universal covering V, and_ not 
V itself. However, if we impose to the manifold V to be quantized, then \Pa is 
single-valued: 

Propos i t ion 163 A wave form is defined on the manifold V if, and only if, 
Maslov's quantization condition 

-L[pdx-^m(j)eZ (5.90) 

holds for all loops jinV. 
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Proof. To say that &(z) is single-valued amounts to say that it keeps 
the same value if we replace z with another element of V with same projection 
z on V. Every such element being of the type 72 where 7 € 7Ti(V, ZQ), it suffices 
to show that if Eq. (5.90) holds, then ^(-yz) = \l>(£) for every 7 e TTI(V,ZQ). 

Now 

tp^z) = pdx+ I pt )dx 
'-lz0z J-1 

and 

m a (7 i ) = m(^a j00 , ^00(72)) = m a (7 i ) +771(7) 

hence, in view of the expression (5.88) of the wave form: 

4f{yz) = exp - / pdx+-171(7) 
* ( * ) • 

It follows that ^f(jz) = ^(z) for all 7 if and only if the exponential on the right 
hand side is one for all 7; but this is equivalent to Maslov's condition (5.90). • 

5.4.2 The Classical Motion of Wave-Forms 

Let H be a Hamiltonian function (not necessarily of Maxwell type) and (ft) 
the time-dependent flow it determines. Let ^ = (^Q) be a catalogue on a 
Lagrangian manifold V. We define the action of ft on 

*„(z) = e*v& y/j£(z) = eivWim°Wy/p(z) (5.91) 

by the formula: 

0a(z) = e**™im-M(ft).Jp(z) (5.92) 

where (ft)*y/p is the push-forward to Vt = ft(V) of y/p: 

ift).y/p{z) = vUM*)-

The functions (p(z,t), ma(z,t) are defined as follows: <p(.,t) is the phase of 
Vt = ft(V), that is 

rz(t) 

<p(z, t) = if(z) + / pdx - Hds (5.93) 
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where the integration is performed along the trajectory going from the point 
z € V to z(t) = ft(z) G Vt. (See Proposition 117 of Section 4.7.) To define 
the integer ma(z,t) we have to introduce a few supplementary notations. Let 
st(z) be the Jacobian matrix of ft(z) at the point z: 

st{z) = fi(z). 

Since ft is a symplectomorphism, we have st(z) G Sp(n) for every z, and 

*(/,(*)) = st(z)£(z). 

The image ft(z) of z G V is an element of Vt. Denoting by (-ooiftiz)) the image 
of ^oo(^) by st(z), z = 7r(i), that is: 

* « , ( / * ( * ) ) = St{z)£oo(z) 

ma(z,t) is then the integer 

(/*(*)))• (5-94) 

(^oo(') being here defined on Vj = ftiY)-) Notice that we have ma(z,Q) = 
ma(z). Formula (5.92) defines ft^a as a wave-form on Vt equipped with the 
phase (5.93). We will denote the corresponding catalogue by \P(.,t). 

That the image of a single-valued wave form by ft is also single-valued 
follows from: 

Lemma 164 If the Lagrangian manifold V is quantized, then soisVt= / t (V). 

Proof. It is obvious, since the Keller-Maslov condition is in essence 
a condition on the universal covering of V, which is identical to that of Vt 

(alternatively one can use the symplectic invariance of the action along loops 
together with the fact that rria^z, t) = ma(z, t) + m{-y) for all t). • 

It turns out that the mapping 

ft : Cat(F) -» Cat(K) 

defined by (5.92) is an isomorphism in the following sense: suppose we choose 
the phase <p(.,t) of Vt as being given by (5.93). Then, if 

^ ( i , f ) = e ; * , ' i ' " j " , ' ( i V ( z ) 

for some half-density /i on Vt, we can determine uniquely \Pa such that ft^a = 
typ by choosing la,oo = St̂ /3,oo and p = (/t)*M- (See de Gosson [55].) We will 
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denote the catalogue on V thus defined by (ft)
 1 * . For St € Cat(Vi') and 

arbitrary t, t' we define 

ft^{z,t')=ft{fv)-^{z,t'). 

In view of the discussion here above it is clear that the Chapman-Kolmogorov 
law 

ft,t>ft>,t"V = ft,t"V 

holds for all t, t', t" and \P 6 Cat(Vt</). In fact, we have the somewhat stronger 
result 

ft,t'ft',t"*c = fe,t»*a 

which shows that the Chapman-Kolmogorov law holds even for the individual 
pages of a catalogue (see de Gosson [55, 58] for details). 

5.4-3 The Shadow of a Wave-Form 

We are now going to see why, and how, these abstract geometrical constructions 
are related to the semi-classical solutions (5.10) of Schrodinger's equation. 

In what follows we assume that the Lagrangian manifold V is quan­
tized: 

2^hipdX-\m{l)eZ 

and we choose for £a the vertical plane £p = 0 x R™. 
We assume that for every x there exist at most a finite number of 

points Zj = (x,pj) in V. Denoting by x the projection of V on K™, this means 
that x~l(x) is always a finite (or empty) set: X~1{x) = 0 or 

X - 1 ^ ) = {zi,...,zN}. 

Let ^ p be a wave form on V associated to (.p and a density p: 

* p ( i ) = e*vWim'Wy/p(z). 

For a point z = {x,p) of V outside the caustic S = S p the local expression of 
$ p is 

*„(x) = e^xhm^a(x) \dx\1/2 
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-I In 

where a(x) \dx\ is the local expression of the half-density yfp and $(x), m(x) 
are defined as follows: 

$(x) = ip(z) , m(x) = mp(z) 

where z is any point of the universal covering V whose projection on V is z. The 
choice of that z is irrelevant because V is quantized: if we change z into another 
point z! with same projection z on V, then z! = 72 for some 7 € IT\(V) 

and thus 

<p(iz) = <p(z) + pdx , m a (7 i ) = mQ(72) + 771(7) 
J-y 

which causes no overall change in ^p(x). 

Definition 165 The shadow of the wave form \PP is the function ^ = S $ p of 
x defined by: ty(x) = 0 if there are no points Zj in V such that Zj = (x,pj), 
and by 

*(x) = S*p(x) ^ e i ^ W j ^ W t t j W (5.95) 
3 

otherwise. The functions aj(x), &j(x) and m,j(x) in (5.95) are defined as 
follows: (1) aj(x)\dx\1'2 is the local expression of the density p(x) near the 
point Zj = (x,pj) G V; (2) the functions $ j and rrij are given by 

^j(x) — if(zj) , mj(x) — mp(zj) (5.96) 

where, for each j , z.j is any point of V with projection Zj. (See de Gosson 
[55, 58] for a the definition of shadows on an arbitrary Lagrangian plane.) 

That the choice of the Zj in the formulas (5.96) is unimportant is again 
a consequence of the fact that V is quantized. 

Here is the essential result of this section; it shows that the semi-
classical wave functions are just the shadows of our wave forms. We assume 
that the wave form is defined, as in Subsection 5.1.1, on an exact Lagrangian 
manifold 

V :p = Vx$(a;). 

The local expression of $p on configuration space is thus globally denned and 
can be written in the form: 

* p (x ) = e**(x)a(x)\dx\1/2. 
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We assume, for simplicity, that V is simply connected, but the result remains 
valid in the general case (see our articles de Gosson [55, 58]). Since we then 
have V = V we can identify the variables z and z. 

Theorem 166 Let (ft) be the time-dependent flow determined by a Hamilto-
nian function H. Let \ tp be a wave form on the exact Lagrangian manifold V. 
The shadow of^p(-,t) = ft^p at a point x(t) such that there exists Pj(t) with 
(x(t),pj(t)) € Vf is given by the formula 

N , , s - 1 / 2 

3 = 1 
dxj 

(5.97) 

where the dx(i)/dxj are the Jacobian determinants of the diffeomorphisms 
Xj i—> x(t) defined in a neighborhood of the points Xj such that (x(t),pj(t)) = 
ft{xj,pj). The functions 3>j are given by 

rx(t),t 
$j(x(t),t)=$(xj,t)+ pdx-Hdt' (5.98) 

Jxj.O 

and the functions mj by: 

rrij(x(t)) = m(ePt00, s^z^l^Zj)). (5.99) 

Proof. We set z(t) = ft(z) in the proof. We first note that we have 

*<,(*, t) = e^A^t^t\-m^t^t\e^x\ft)^(z)) (5.100) 

where 

and 

A{z(t),t)= pdx-Hdt' (5.101) 

m(z(t),t) = ma(£a<00, st(z)£ai00). (5.102) 

(Formula (5.101) is obvious, and (5.102) follows from the fact that £(z(t)) = 
st(z)(.(z).) The local expressions of A(z(t), t) and of m(z(t), t) near Xj are given 
by, respectively and 

rx(t),t 

A(xj,t) = / pdx - Hdt' 
Jxjfi 
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(5.99). Writing the local expression of p near (x(t),pj(t)) as 

Pj(x(t)) = aj(x(t))\dx(t)\ 

we have 

a,j(x(t)) = a(xj) 

by the transformation properties of densities (see Appendix D), so that we see 
that the local expression of *ka(z,t) is 

*P(x(t)) = e^'^^^i^^^aixj^dxj^2. 

The theorem follows, by definition (5.95) of the shadow of a wave form. • 

We thus recover the semi-classical formula (5.10), changing x(t) in x 
and x in x'j in (5.97). 

We refer the reader interested in various extensions of Theorem 166 to 
our articles [55, 58], where we have used a more cohomological approach than 
here. In these articles the relation between the function 

m(z(t),t) =ma{eat00,st(z)eat00) 

(see (5.102)) and the Maslov index on the metaplectic group Mp(n) (which 
we shall study in next Chapter) are also made explicit. In [57] we analyzed 
geometric phase shifts ("Berry's phase") in terms of wave forms on quantized 
Lagrangian manifolds. 

dx(t) 

dxi 

- v i. 



Chapter 6 
THE METAPLECTIC GROUP AND THE MASLOV 

INDEX 

Summary 167 The symplectic group has a double covering which can be real­
ized as a group of unitary operators on L2(R"), the metaplectic group Mp(n). 
Each element of Mp(n) is the product of two "quadratic Fourier transforms". 
This property allows the definition of the Maslov index on Mp(n), which can 
be expressed in terms of the Leray index. 

Here we touch one of the central themes of this book, the metaplectic 
representation of the symplectic group. It is a deep and fascinating subject of 
mathematics, unfortunately unknown to most physicists. It is however essen­
tial to the understanding of the relationship between classical and mechanical 
mechanics. For the readers who do not want to absorb all the technicalities 
underlying the construction of the metaplectic group and the Maslov index, I 
suggest to only read the Introduction, and then proceed directly to the next 
Chapter, which is devoted to the Schrodinger equation. 

6.1 Introduction 

6.1.1 Could Schrodinger have Done it Rigorously? 

No doubt that this question will provoke strong reactions, going from stupor 
to horror and indignation among many readers. You see, it is often sustained 
that there is no way, whatsoever, to derive quantum mechanics from classical 
mechanics. And this is right, no doubt, because there is no loophole for intro­
ducing Planck's constant in Newtonian mechanics, which is a "self-sufficient" 
theory. However, I claim that the answer to the question in the title of this 
subsection is: 

"Schrodinger in a sense did it rigorously, because he used ar­
guments that could have led him to discover a deep mathematical 
property, the metaplectic representation of the symplectic group" 



222 THE METAPLECTIC GROUP AND THE MASLOV INDEX 

In order to understand this statement, let us first review what Schrodinge 
did (for detailed arguments, see for instance, Jammer [79], Messiah [101], or 
Park [111]). 

6.1.2 Schrodinger's Idea 

Remember that Schrodinger was desperately looking for an equation governing 
the time evolution of de Broglie's matter waves. He did not finally arrive at his 
equation by a rigorous argument, but reasoned as follows (see e.g. [79, 115]). 
Elaborating on Hamilton's mechanical-optical analogy (which are discussed in 
Arnold [3] or Park [111], §46), Schrodinger made the assumption that this 
analogy remains valid even for de Broglie's matter waves. Using Hamilton-
Jacobi's theory as guideline, he postulated the equation 

V ^ + ^ ( £ - C / ) V = 0 (6.1) 

which is of course just the same thing as 

Hip = Ex}) (6.2) 

where H is the quantum operator 

Realizing that Eq. (6.1) is an eigenvalue problem, and that the energy E thus 
in general only takes a discrete sequence of values, and consequently must not 
occur in the wave equation, Schrodinger eliminated E by setting 

( 2TTI 

h~Et 

and finally obtained the equation 

/ i 2 „ 2 T TTT h 8V 
2m r 2iri dt 

which is the same thing as 

ih— = HV. (6.3) 

While it is true that Schrodinger's argument was not rigorous (it was 
rather a "sleepwalker" argument*), all the mathematically "forbidden" steps 

*As described in Arthur Koestler's book "Sleepwalkers". 
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he took ultimately lead him to his famous equation (6.3). But it all worked so 
well, because what he was discovering, using rudimentary and awkward math­
ematical methods, was a property of pure mathematics. He in fact discovered 
the metaplectic representation of the symplectic group, to which this Chapter 
is devoted. 

6.1.3 Sp(n) 's "Big Brother" Mp(n) 

The metaplectic group Mp(n) has, as such, a rather recent history (it goes back 
to the 1950's) although its implicit appearance can probably be traced back to 
Presnel's and Gouy's work in optics around 1820; see the historical account in 
Folland [44] or Guillemin-Sternberg [66, 67]. The first rigorous constructions 
of Mp(n) as a group seem to have been initiated by the work of I. Segal [125] 
and L. van Hove [138]. D. Shale [127] remarked about a decade later that 
the metaplectic representation of the symplectic group is to bosons what the 
spin representation of SO(2n, R) is to fermions. The study of the metaplectic 
group was generalized by A. Weil [145] to arbitrary fields in connection with 
C. Siegel's work on number theory. Historically it seems that V.P. Maslov 
was the first to observe in 1965, following the work of V.C. Buslaev [24], the 
role played by the metaplectic group in the theory of asymptotic solutions to 
partial differential equations depending on a small parameter, in particular 
WKB theory (Maslov actually considered the subgroup of Mp(n) generated 
by the partial Fourier transforms in his work [99, 100]). Maslov's theory was 
clarified and improved by J. Leray [88] who used the properties of Mp(n) 
to define a new mathematical structure, Lagrangian Analysis. For a slightly 
different approach, together with many interesting applications (for instance 
the Fock-Bargmann complex representation or R. Howe's "oscillator group") 
we refer to Folland's book [44]; also see Dubin et al. [35] which addresses the 
metaplectic group from a somewhat different point of view. We also refer to A. 
Voros [140, 141] for an interesting discussion of the metaplectic group applied 
to semi-classical expansions of the wave function. 

Let us begin by very briefly discussing things from an abstract point 
of view. 

The symplectic group has covering groups of all orders g = l ,2 , . . . + oo. 
By this we mean that there exist connected groups Sp2{n), Sp3(n),..., S'po^n) 
together with homomorphisms ("projections") 

n 9 : Spq(n) —• Sp(n) 

having the following properties: if q < +oo then: 
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(1) 7Tg is onto and g-to-one: every s € Sp(n) is the image of exactly q elements 
S\,...,Sq elements of Spq(n); equivalently II~1(7) consists of exactly q 
elements; 

(2) Ilg is continuous, it is in fact a local diffeomorphism of Spq{n) onto Sp(n): 
every s G Sp(n) has a neighborhood U such that the co-image II~1(W) is 
the disjoint union of neighborhoods U\,...,Uk of Si,..., Sq. 

In the case q = +oo: 

(3) Spoo(n) is simply connected (i.e. contractible to its identity element) and 
n~1(J) = (Z,+) (the integer group). 

The existence of the covering groups Spq(n) follows from a standard 
argument from algebraic topology. That argument goes as follows: since Sp(n) 
is topologically the product [ / (n )xE n ' n + 1 ' , the first homotopy group 7Ti(Sp(n)) 
is isomorphic to iri(U(n, C)) = (Z, +) . It follows that Sp(n) has covering groups 
Spq(n) which are in one-to-one correspondence with the quotient groups Z/gZ 
for q < oo, and Sp^n) is simply connected. 

It turns out that one of these "companion groups" can be realized as 
a group of unitary operators: 

Among all these covering groups, there is one which plays a privileged 
role for us. It is the double covering Sp2(n), and it is the only covering group 
of Sp(n) that can be represented as a group of unitary operators acting on 
the space L2(R™) of square integrable functions on configuration space. This 
"realization" of Sp2(n) is called the metaplectic group, and it is denoted by 
Mp(n). We will see that Mp(n) is generated by a set of operators that are 
closely related to the Fourier transform 

FV(x) = (£i)n/2 fe-ixx'v(x')dnx' 

where the product x • x' is replaced by non-degenerate quadratic forms in the 
variables (x, x'), which are the generating function of free linear symplectomor-
phisms. In fact (see Subsection 6.4.2) we could, for this purpose, as well use 
any Fourier transform 

***(*) = ( 2 ^ ) " / 2 / e " " X X ' * ( a ; ' ) ^ ' 

where £ is a positive parameter (for instance h, as in the applications to quan­
tum mechanics). 

In terms of representation theory Mp(n) is thus a unitary representa­
tion of the double cover Sp2(n) in the square integrable functions. One can 
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show that this representation is reducible, but that its sub-representations on 
the spaces L„dd(R") and Llven(R

n) are irreducible (see Folland [44], Chapter 
4)-

6.2 Free Symplectic Matrices and their Generating Functions 

In this section we complement our discussion of the symplectic group of Chapter 
3. In particular, we study thoroughly the free symplectic matrices and their 
generating functions. 

We will write as usual symplectic matrices in the block-form 

Ac I) <"> 
where the entries A, B, C, D are subject to the equivalent constraints: 

{ ATC, DTB symmetric, ATD - CTB = / 

ABT, DCT symmetric, DAT - CBT = I (6.5) 

ACT, DBT symmetric, ADT - BCT = I 
(see Chapter 3, (3.4)). Also, when P is a symmetric n x n matrix we will use 
the shorthand notation Px2 for the quadratic form xTPx and for an arbitrary 
n x n matrix L we will write Lx • x' for x'TLx. 

6.2.1 Free Symplectic Matrices 

Recall from Subsection 4.3, Lemma 85, that a symplectic matrix (6.4) is free if 
and only if its right upper corner is invertible: 

det B ^ 0 . (6.6) 

This condition is equivalent to 

s(RJJ) nRp
n = 0 (6.7) 

where we are using the shorthand notation R£ for the vertical plane 0 x R™. 
We next study the generating functions of free symplectic matrices. 

Proposition 168 (1) Suppose that s is a free symplectic matrix. Then a 
generating function for s is the quadratic form 

W(x, x1) = \DB~xx2 - B~xx • x' + \B~xAxn (6.8) 
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(the matrices DB 1 and B XA are symmetric in view of (6.5)). (2) If, con­
versely, W is a quadratic form of the type 

W(x, x') = \Px2 - Lx • x' + \Q'xa 

(6.9) 
P = PT , Q = QT , d e t i ^ O 

then the matrix 

( L-^Q L"1 \ 
sw = (6.10) 

\PL-lQ-LT PL-1 J 

is a free symplectic matrix whose generating function is given by Eq. (6.9). (3) 
If (x,p) = s(x',p'), then that generating function is given by the formula 

W(x,x') = \{p-x-p'-x'). (6.11) 

Proof. (1) Formula (6.8) is obtained by a routine calculation using 
the relations 

p = VxW{x,x') , p' = -Vx.W{x,x'). 

(2) Using the expression (6.8) for W, we see that 

p = Px — LTx' 

p' = Lx — Qx 

and since detL ^ 0, we can solve explicitly these equations in (x,p); this 
yields (6.10) after a few straightforward calculations. That the matrix sw is 
symplectic can be checked using for instance the conditions (6.5). (3) For­
mula (6.11) is just Euler's formula for homogeneous functions applied to the 
quadratic polynomial W. u 

There is thus a one-to-one correspondence between the quadratic forms 
(6.8), and free symplectic matrices. In fact, to every such quadratic form W one 
can associate the free symplectic matrix and, conversely, every free symplectic 
matrix can be written in this form, and thus determines W. 

Corollary 169 The inverse ( s v c ) 1 ^s the free symplectic matrix given by 

(sw)-1 = sw- , W*(x,x') = -W(x',x). (6.12) 

(x,p) = sw(x',p') 
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Proof. To prove (6.12), it suffices to note that the inverse of the 
symplectic matrix sw is 

{L-YP -(L-T\ 

-Q(L-l)P + LT QiL-YJ 

which shows that the inverse matrix (SVK) - 1 is associated to the quadratic form 
W* obtained from W by changing the triple of matrices (P, L, Q) into the new 
triple (-Q,-LT,-P).m 

Notation 170 We will use the shorthand notation W = (P, L, Q) for quadratic 
forms (6.9). 

The fact that there is a one-to-one correspondence between the set of 
all W = (P,L,Q) and the set Spo(n) of free matrices can be used to count 
"how many" free matrices there are in Sp(n). In fact: 

Proposition 171 The subset Spo(n) of Sp{n) consisting of all free symplectic 
matrices is a submanifold with dimension (n+l)(2n — l)ofSp(n). Thus Spo(n) 
has codimension 1 in Sp(n) (and has therefore measure zero). 

Proof. Topologically Spo{n) and the set of all W = (P,L,Q) are 
identical. The latter being essentially the product 

Sym(n,R) x Gt(n,R) x Sym(n,R) = R ( " + I ) ( 2 " - * ) 

(Sym(n, K) the real symmetric nxn matrices), it follows that the free symplec­
tic matrices form a submanifold of dimension (n + l)(2n — 1) in the symplectic 
group Sp(n) and hence, since Sp(n) has dimension n(2n + 1): 

dim Sp(n) — dim Spo(n) = 1 

as claimed. • 

It follows from Proposition 171 that free symplectic matrices are the 
overwhelming majority in Sp(n), and that those who are not are the exception! 

(sw)-1 
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6.2.2 The Case of Affine Symplectomorphisms 

Recall from Subsection 3.5 that ISp(n) denotes the inhomogeneous symplectic 
group, that is, the group of all symplectomorphisms 

T(Z0) os = SOT(S~1Z0) 

where s € Sp(n) and T(Z0) is the phase space translation z i—> z$. We identified 
ISp(n) with the group of all matrices 

( s ' Z o ) " ( o l x
S

2 „ ? ) • 

The following result characterizes the generating functions of the free 
elements of ISp(n): 

Proposition 172 An affine symplectomorphism (S,ZQ) is free if and only if 
s is free. A free generating function of f = T(ZQ) O sw (ZO = (xo,po)) is the 
inhomogeneous quadratic polynomial 

WZo(x,x') = W(x-x0,x')+p0-x (6.13) 

where W is a free generating function for s. Conversely, ifW is the generating 
function of a symplectic transformation s, then any polynomial 

WZo {x, x') = W(x, x') + a • x + a' • x' (6.14) 

(a, a' € R") is a generating function of an affine symplectic transformation, 
the translation vector ZQ = (XQ,PQ) being 

{x0,p0) = (Ba,Da + p) (6.15) 

when s is written in block-matrix form (6.4). 

Proof. Let WZo be defined by (6.13), and set (x',p') = s(x",p"), 
(x,p) = T(ZO){X',P'). We have 

pdx - p'dx' = (pdx - P"dx") + {p"dx" - p'dx') 

= pdx — (p — po)d(x — xo) + dW(x", x') 

= d(p0 • x + W(x - x0, x')) 

which shows that WZo is a generating function. Finally, formula (6.15) is ob­
tained by a direct computation, expanding W(x — XQ, X'). • 
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Corollary 173 Let f = (sw,zo) be a free affine symplectic transformation, 
and set (x,p) = f(x',p'). The function $Zo defined by 

$>Zo{x,x') = \{px - p'x1) + \Sl{z,z0) (6.16) 

(SI the symplectic form) is also a free generating function for f; in fact: 

$Zo(x,x') = WZ0(x,x') + \p0 • x0. (6.17) 

Proof. Setting (x",p") = s(x,p), the generating function W satisfies 

W{x",x') = \{p" -x" -p' -x') 

in view of (6.11). Let <frzo be defined by formula (6.16); in view of (6.13), we 
have 

WZo (x, x') - $Zo (a;, x') = \p0-x-\p-x0- \p0 • x0 

which is (6.17); this proves the corollary since all generating functions of a 
symplectomorphism are equal up to an additive constant. • 

6.2.3 The Generators of Sp{n) 

We next study the relationship between free symplectic matrices and the gen­
erators of the symplectic group. 

Lemma 174 Let sw and sw1 be two free symplectic matrices, associated to 
W = (P, L, Q) and W = (P1, L', Q'). Their product Swsw is a free symplectic 
matrix sw" if and only if 

det(P' + Q) ^ 0 (6.18) 

in which case we have W" = (P",L",Q") with 

' P" = P-LT{P> + Q)'1L 

< L" = L'{P' + Q)~1L . (6.19) 

Q" = Q'-L'{P' + Q)-1L'T 

Proof. In view of Eq. (6.10) the product swsw is given by 

L~lQ L-1 \ / L'-^Q' L'-1 

KPL~XQ-LT PL-1) \P'L'-1Q'-L'T P'L'-1 
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and performing the matrix multiplication, the right upper-corner of that prod­
uct is L-X(P' + Q)L'~l which is invertible if and only if (6.18) holds. If it 
holds, set 

/ L"-XQ" L"-1 

Sw" = 

\P"L"-1Q"-L"T P"L"-X 

and solve successively for P", L", Q". m 

Let P and L be two nx n matrices, P symmetric and L invertible. It 
immediately follows from the conditions (6.5) that the following matrices are 
symplectic: 

<V=(_P ;) . « * - ( V £ ) . «uo) 
We will prove that the set of all matrices vp, m^,, together with the matrix 

0 Is 

J~'-I 0 

generates the symplectic group Sp(n). To my knowledge, there are at least 
four proofs of this fact. One can either use a topological argument (see for 
instance de Gosson [57] or Wallach [143]) or elementary linear algebra, as in 
the first Chapter of Guillemin-Sternberg [67] (but the calculations are then 
rather complicated). One can also use methods from the theory of Lie groups 
(see for instance Mneime and Testard [102]). We are going to present a fourth 
method, which consists of using the properties of free symplectic matrices we 
have developed above. This approach has the advantage of giving a rather 
straightforward factorization of an arbitrary symplectic matrix. We begin with 
two preparatory results: 

Lemma 175 Every free symplectic matrix sw can be (uniquely) written as a 
product 

sw = V-PTULJV-Q (6-21) 

where V-p, V-Q, and mr, are defined by (6.20). 

Proof. Performing the product on the right hand side of Eq. (6.21) 
we get 

sw = I 
\PL-1Q-LT PL-1 
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(c/. (6.10)). Writing % in the usual block-matrix form (6.4), we get the 
following equations for P, L and Q: 

A = L~XQ , B = L~X 

C = PL~1Q-LT , D = PL~1. 

Since B is invertible, we get L = B _ 1 , P = DB'1, Q = B~xA. m 

The following important Lemma can, in principle, be proven by a direct 
calculation. But we will rather give a neat geometrical proof, using the notion 
of Lagrangian plane (see Appendix A). 

Lemma 176 Every symplectic matrix is the product of two free symplectic 
matrices. 

Proof. Set i = K™ and choose £' transversal to both t and st. 

i'ni = i'nsi = o. 

Since Sp(n) acts transitively on pairs of transversal Lagrangian planes (see 
Appendix A), there exists si € Sp(n) such that (s£,£') = si(£',£), and we 
can thus find s'2 G Sp{ri) such that (.' = s'2i.. Hence s£ = sis'2£, and we have 
s = sis'2h for some h G Sp(n) such that hi = i. Now, si and s^ = s'2h satisfy 

sii<M = i'r\i = Q , s2in£ = s'2ini = £'ni = o 

and are hence free symplectic matrices. • 

Combining the two Lemmas above we get: 

Proposition 177 The matrices vp, mi, and J generate the symplectic group 
Sp(n). 

Proof. In view of Lemma 176, every s € Sp(n) can be written as a 
product swsw and hence, by formula (6.21) in lemma 175, 

s = V-pmiJv-^pt+Q^miJ'Jv'_Q (6.22) 

which shows that s is a product matrices of the type vp, mi, and J. • 

6.3 The Metaplectic Group Mp(n) 

We begin by defining the "quadratic Fourier transforms" associated with free 
symplectic matrices (or, rather, their generating functions). 
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6.3.1 Quadratic Fourier Transforms 

The unitary Fourier transform F is defined by 

F^x) = (£l)n/2 J e"*V(z') dnx' (6.23) 

(ip in the Schwartz space .S(]R"); the integral is calculated over R£). In this 
formula the argument of i is 7r/2, so the normalizing factor in front of the 
integral should be interpreted as 

(^r /2=(^r /2e-m7r/4- (^4) 
The inverse F _ 1 of F is given by 

F~ V(x) = ( £ ) n / 2 f e-ixx'iP(x') dnx' (6.25) 

that is 

F'1^ = (Ftp*)* (6.26) 

where the star * denotes complex conjugation. Both F and F~x are unitary 
Fourier transforms, in the sense that 

\\Ftl>\\L2 = IMIL* (6-27) 

where || • \\L2 is the usual norm on L2(R"), defined by 

2 
L 2 

Let now sw be a free symplectic matrix, with W = (P,L,Q). Recall 
that P and Q are symmetric and that 

HessXtX>(-W) = d e t i ^ 0 . 

To sw we associate the two "quadratic Fourier transforms" defined, for ip in 
the Schwartz space <S(R"), by the formula 

Sw,m1>(x) = (£-)n/2A(W) f em^xMx')<rx' (6-28) 

where 

A(W)=imyf\fetT\. (6.29) 
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The integers m are defined by the condition 

arg det L = mn mod 2ir (6.30) 

Thus: 

{ m is even if det L > 0 
(6.31) 

TO is odd if det L < 0. 

Formula (6.30) can be written 

m = argHessx,x,(-W r). (6-32) 

The formulae above motivate the following definition: 

Definition 178 A choice of an integer TO satisfying (6.31) is called a Maslov 
index of the quadratic form W = (P,L,Q). Thus, exactly two Maslov indices 
modulo 4 are associated to each W, namely TO and TO + 2. The Maslov index 
of a quadratic Fourier transform Sw,m *s then, by definition, the integer m; we 
write m(Sw,m) = m-

In particular, 

m(F) = 0 , m(F-x) = n (6.33) 

since we obviously have F = -S^o./.o),!) a n d -F1-1 = £(0,-/,<)),«• 
We will see later in this Chapter the relation between the Maslov index 

as defined above, and the Maslov index for Lagrangian paths. 

Notation 179 We will denote by N the set of all pairs (W, m), where m is one 
of the two integers modulo 4 defined by (6.30). 

It is time now to define the metaplectic group: 

Definition 180 The metaplectic group Mp(n) is the set of all products 

b = Swi,mi " " " Swk,mk 

of a finite number of quadratic Fourier transforms. 

Notice that it is not at all clear from this definition that Mp(n) really is 
a group! That Mp(n) is a semi-group is clear (it is closed under multiplication, 
and it contains the identity operator / , because / = FF"1), but one does 
not immediately see why the inverse of a product of two quadratic Fourier 
transforms should also be such a product. 

We will actually see that: 
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(1) Mp(n) is a connected Lie group; 

(2) There exists a group isomorphism II : Mp(n) —> Sp(n) (hereafter called 
the "the projection") whose kernel I I - 1 (I) consists of the two elements 
±1 of Mp(n). 

Remark 181 The proof of the connectedness of Mp(n) is beyond the scope of 
this book; the reader who wants to find out how this is done is referred to Leray 
]88] or de Gosson [57]. 

6.3.2 The Operators ML,m and VP 

We defined in subsection 6.2.3 (formulae (6.20)) the symplectic matrices TUL 
and vp, and we proved that these matrices, together with J , generate Sp(n). 
We are going to see that, similarly, Mp(n) is generated by operators ML,™ and 
Vp together with the Fourier transform J. 

The operators Sw,m are essentially Fourier transforms as the denom­
ination "quadratic Fourier transform" is intended to suggest. To make this 
statement more precise, we define operators M t , m and V-p acting on func­
tions i]) by 

ML,m^{x) = i " V | d e t Z # ( £ z ) (6-34) 

where L is an invertible nxn matrix, the integer m being defined, as in (6.30), 
by 

arg det L = rmr mod 2ir 

and 

VPip(x) = exp {-{Px2) ip{x) (6.35) 

where P is a symmetric nxn matrix. The operators ML,™, and Vp have the 
obvious group properties 

ML,mML,ml = ML'L,m+m' , ( M L , m ) _ 1 = ML-^_m (6.36) 

(beware the ordering in the first formula: it is L'L, and not LL', that appears 
in the right-hand side), and 

VpVp, = Vp+p, , (Vp)'1 = V-p . (6.37) 
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Remark 182 The group M£(n) = {ML,™ '• det L ^ 0} is sometimes called the 
"metalinear group" in the literature. It plays an important role in various areas 
of geometric quantization. (See Guillemin-Sternberg [66], Woodhouse [150] and 
the references therein.) 

In addition to (6.36), (6.37) the operators Mi^m, Vp satisfy the follow­
ing intertwining relations (the proofs are omitted, because they are pedestrian): 

f ML<mVP = VLrPLML:m [ FMLim = M ( L T)- i , m F 
< < (6-38) 
{ VPML,m = ML ,mV ( LT)-ipL-i { F-xML<m = M^ryi^F-K 

These formulas are very useful when one has to perform products of quadratic 
Fourier transforms. They will, for instance, allow us to find very easily the 
inverse of Sw,m- Let us first prove the following factorization result {cf. Lemma 
175): 

Lemma 183 Let W = (P, L, Q) be a quadratic form, and m an integer defined 
by 

argdet L — run mod27r (6.39) 

(that is (W,m) e K, with Notation 179). We have the factorization 

Sw,m - V-PML<rnFV-Q. (6.40) 

Proof. Since VpV-p = I we have, by definition of Sw,m'-

VPSw,mVQiP(x) = ( 5 i . ) " / 2
v

/ d e l L / e-iLx-x'l>(x')<rJ 

that is 

VpSWtmVQi) = ML^mFtp. 

It follows that we have VpSw,mVQ = ML<mF, hence Eq. (6.40) since (Vp) - 1 = 
V-P and (VQ)-1 = V-Q. m 

Lemma 183 allows us to prove very easily that the inverse of a quadratic 
Fourier transform is also a quadratic Fourier transform: 

Corollary 184 The inverse of the quadratic Fourier transform Sw,m is given 
by: 

(W*{x,x') = -W(x,x') 
(Sw,m) = Sw,m' with < (6.41) 

^ m* =n — m mod 4. 

(That is, ifW = (P, L, Q), then W* = ( -Q , LT, -P).) 
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Proof. In view of (6.40) we have 

(Sw.m)-1 = VQF-l{MLim)-lVP 

and a straightforward calculation, using the formulas in (6.38), shows that 

F-'iM^m)-1 = F^ML-I^ = MLT^F-1 = M_LT,n_mF 

and hence 

(Sw^r1 = VQM_Lrin_mFVP 

from which (6.41) immediately follows. • 

It follows from this result that Mp(n) is a group: as we have seen, 
Mp(n) contains the identity (in fact Sw,mSw,m* = Sw,m{Sw,m)~1 = I), and 
the inverse of a product S = S\ylTni • • • Swk,mk ^ 

S = Sw* ,mj • • • Sw; ,mj 

and is hence also in Mp(n). It also follows from the factorization formula (6.40) 
that the elements of Mp(n) are unitary operators acting on the space L2(M") 
of square integrable functions: the operators V-p, ML,™ and F are denned on 
the Schwartz space <S(R") and are obviously unitary for the L2-norm, hence 
so is Sw,m- Every S G Mp(n) being, by definition, a product of the Sw,m is 
therefore also a unitary operator on L2(R"). 

Remark 185 It follows from the discussion above that the metaplectic group 
Mp{n) is generated by the set of all operators ML,m, Vp together with the 
Fourier transform F. We could in fact have defined Mp(n) as being the group 
generated by these "simpler" operators, but this would have led to more in­
conveniences than advantages, because we would then have lost the canonical 
relationship between free symplectic matrices and quadratic Fourier transforms. 

It follows from Lemma 174 about products of free symplectic matrices 
that we have the following criterion for deciding whether a product of quadratic 
Fourier transforms is itself a quadratic Fourier transform: 

Lemma 186 We have Sw,mSw',m' = Sw",m" for some {W",m") € K if and 
only if 

det(P ' + Q) ± 0 (6.42) 

and in this case W" = (P",L",Q") is given by Eq. (6.19). 

(The proof of this result is somewhat technical, and will not be given 
here; see Leray [88] or de Gosson [53, 57].) 
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6.4 The Projections II and IF 

Let us now investigate more precisely the relation between Mp{n) and its "little 
brother" Sp(n). It will result in the construction of a projection I I : Mp(n) —> 
Sp(n) which is a surjective group homomorphism with kernel {—/, + / } . 

6.4.I Construction of the Projection II 

Recall that the operators Sw,m are associated to the free symplectic matrices 
sw by the integral formula (6.28). The relation between the set Spo(n) of all 
free symplectic matrices, and the set Mpo(n) of all quadratic Fourier transforms 
is two-to-one: to every sw are associated exactly two elements (W, TO) € N (see 
notation 179), corresponding to the two possible choices (modulo 47r) of the 
argument of the determinant HessX]:E' (W) of the matrix of second derivatives 
of W. 

Notation 187 We denote by IIo the mapping Mpo(n) —¥ Spo(n) which to 
each quadratic Fourier transform S\y,m associates the free symplectic matrix 
sw-

The mapping IIo has the following properties, which makes it a perfect 
candidate for being a "partial" projection: 

Lemma 188 The mapping IIo : Mpo(n) —> Spo(n) satisfies 

(Uo((Sw,m)-1) = (swr1 

( Ro{Sw,mSw,m') = SwSW' 

when swsw is itself a free symplectic matrix. 

(6.43) 

Proof. Recall that Sw
1
m — Sw*,m- where W*(x,x') = -W(x',x) and 

n — m (see Corollary 184). If sw* = n0(SW*,m*) then 

that is 

(x,p) = sw-(x',p') 

(x,p) =sw*(x',p') 

p=VxW*(x,x') 

p' = -Vx,W*(x,x') 

fp=-Vx,W(x,x') 

\p> = VxW(x,x') 

and hence (x, p) = sw* {x',p') is equivalent to (a;',p') = sw(x',p'), which proves 
the first formula in (6.43). The proof of the second formula (6.43) follows from 
Lemma 186, using Proposition 174; see de Gosson [57] (pages 86-88). • 
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The formulae (6.43) suggest that it might be possible to extend the 
projection IIo to a globally define homomorphism 

n : Mp{n) —> Sp(n) 

which is at the same time a group homomorphism: 

Theorem 189 (1) The mapping IIo which to Sw,m £ Mp(n) associates sw € 
Sp(n) can be extended into a mapping H : Mp(n) —> Sp(n) such that 

U{SS') = U(S)U(S'); (6.44) 

(2) That mapping II is determined by the condition 

(p = VxW{x,x') 
(x,p) = U(Sw,m)(x',p') « = M , , ,N 

[p' = -Vx>W(x,x') 

(3) IT is surjective (=onto) and two-to-one, hence II is a covering mapping, 
and Mp(n) is a double cover of Sp(n). 

Proof. We will be rather sketchy in the proof of the first part of the 
Proposition (the reader wanting to see the complete argument is referred to de 
Gosson [57]). The obvious idea, if one wants to define 11(5) for arbitrary S is 
to write S as a product of quadratic Fourier transforms: 

O = £>Wi,mi ' ' ' &Wk,mk 

and then to simply define the projection of S by the formula 

11(5) = sWl • • • swk • 

There is however a true difficulty here, because one has to show that the right 
hand side does not depend on the way we have factored S (the factorization 
of an element of Mp(n) is never unique: for instance, the identity operator 
can be written in infinitely many ways as <SV,m(SV,m)_1 — Sw,mSw,m')-
However, once this is done, formula (6.44) showing that II is a homomorphism 
is straightforward. Let us show in detail the last part of the theorem, namely 
that II is onto and two-to-one. Let s = swi ' •' swk be an arbitrary element of 
Sp(n). Then, for any choice of (Wj,m,j) € N (1 < j < k), we have 

n(5'w1,mi • • • Swk,mk) = % i • • • s\vk 

and hence II is onto. Let us next prove that II is two-to-one. For this it suffices 
to show that Ker(II) = {±1}. Now, the inclusion Ker(II) D {±1} is rather 
obvious. In fact, II(J) = / and 

I I ( — / ) = H(Sw,mSw*,m') = SwSW" = I-
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Let us prove the opposite inclusion Ker(II) C {±1} by induction on the number 
k of terms in the factorization S — Swi,rm • • • Swk,mk- We first note that if 
II(S) = I, then we must have k > 2, because the identity is not a free symplectic 
matrix. Suppose next that 

U(Sw,mSw> m>) = I. 

Then, either swsw> = I, or s\ysW' = —I, depending on whether m' = m* or 
m' = m* + 2. This establishes the result when k = 2. Suppose now that we 
have proven the implication 

S = Swi,mi"" • Swk,mk I 
} =>S = ±I, 

n(5)=J J 

and let us prove that we then have 

S = Swi,rm • • • Swk+i,mk+1 I 
> => S = ±1. 

U(S') = I j 

Since II is a group homomorphism, we can write 

U(S') = U(SMSWL+i<mk+1) = ssw,+i 

and it then follows from the induction assumption that we must have either 
S = Sw' 1,m% j or S = —Sw* x,m'k j - But this means that we have either 

or 

S — SwZ+1,ml+1Swk+1,mk+1 - I 

& — OW* T77* Sw* m* ^ —1 

which concludes the proof of the inclusion Ker(II) C {± /} - • 

Every symplectic matrix is the product of two free symplectic matrices, 
and a similar result holds for operators in Mp(n) replacing the locution "free 
symplectic matrix" by "quadratic Fourier transform": 

Proposition 190 Every S € Mp(n) is the product of two quadratic transforms 
S\v,m andSw',m'-
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Proof. Let S be an arbitrary element of Mp(n), s = H(S) its projec­
tion. Set s = swsw and let Sw,m, Sw,m' be two quadratic Fourier transforms 
with projections sw and % - : 

n(SW)TO) = sw and U(S\v',m') = s\v>-

Then S = Sw,mSw,m' or 5 = — Sw,mSw,m' = 5W,m+2<SW',m'- Either way S 
can be written as the product of two quadratic Fourier transforms. • 

Corollary 191 The projections of the operators F, ML,™ and Vp are 

11(F) = J , n (M L , m ) = m L , U(Vp) = vp. (6.45) 

Proof. The fact that 11(F) = J is obvious because F = S(0)/,o),o- To 
prove that U.(ML,m) = mi, it suffices to note that the equality 

n ( M L , m F ) = n (M L , m )n (F ) 

implies that we have U(ML,m) = U(ML,mF)J~1 and hence 

The equality II(Vp) = vp is proven in a similar fashion, using for instance the 
equality n(V_PF) = n(V_p) J. • 

6.4-2 The Covering Groups Mp£(n) 

The metaplectic group Mp(n) endowed with the projection II is a twofold 
covering group of Sp(n). However, a covering group can be "realized" in many 
different ways. Instead of choosing II as a projection, we could as well have 
chosen any other mapping Mp(n) —> Sp(n) obtained from II by composing it 
on the left with an inner automorphism of Mp(n), or on the right with an inner 
automorphism of Sp(n), or both. The essential point is here that the diagram 

Mp(n) - ^ Mp(n) 

iu in' 
Sp(n) —» Sp(n) 

CT 

is commutative, i.e., that we have II' o F = G o II, because for all such IT we 
will have 

Ker(lT) = {± 1} 
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and II' will then be another honest covering mapping. We find it particularly 
convenient to define a new projection as follows. Set, for A > 0: 

Mx = Mxifi- (6.46) 

(Mx € Mp(n) is thus a "scaling operator" acting on functions on configuration 
space); we denote by mx (= mxi,o) its projection on Sp(n)). Let now £ be a 
constant > 0 (for instance Planck's constant ft), and define 

S e = My^SM^ (6.47) 

for S € Mp(n). The projection of Se on Sp(n) is then given by: 

U(Se) = 8e = m1/y/i8my/i. (6.48) 

Now, we would like, for reasons that will become clear later, have a projection 
of Mp(n) onto Sp(n) that to S£ associates, not se, but rather s itself. This can 
be achieved by defining the new projection 

IT : Mp(n) —> Sp(n) 

by the formula 

n £ ( 5 £ ) = m ^ ( n ( 5 £ ) ) m 1 / V I (6.49) 

which is of course equivalent to 

IF (5e) = n (5 ) . (6.50) 

Defining the "£-quadratic Fourier transform" S£
Vm associated with Sw,m by 

S£w,m = My^Sw^M^ (6.51) 

we have explicitly 

S£w,mi>(x) = {^Y12 A(W) J eiw^*y(x>) cfV. (6.52) 

This is easily checked using the fact that W is homogeneous of degree two in 
{x,x'); the projection of SfVm on Sp(n) is then the free matrix % : 

n £ ( ^ , m ) = sw. (6.53) 

When we use the covering mapping IF instead of II, we will talk about the 
"metaplectic group Mp£(n)". The reader should keep in mind that this is just 
a convenient way to say that we are using the projection IF instead of II; of 
course Mp(n) and Mpe(n) are identical as groups! 
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Remark 192 It follows from formula (6.51) that if e and s' are two positive 
numbers, then we have 

This means, in the language of representation theory that the representations 
Mpe{n) and Mp£ (n) are equivalent. On the other hand it is possible to define 
Mpe (n) also for e' < 0, but one can then show that Mp£(n) and Mpe (n) are 
inequivalent representations (see Folland, [44], Chapter 4, Theorem 4-5.7). 

6.5 The Maslov Index on Mp{n) 

We have defined in Chapter 5 a notion of Maslov index for paths in Lagrangian 
manifolds. We are now going to define an integer-valued function modulo 4 on 
the metaplectic group, which we also call "Maslov index". Is that to say that 
we are using a clumsy and confusing terminology? Yes, and no. It is of course 
somewhat unfortunate to use the same name for two different things. However 
-whether one deplores it, or not- this is common usage in the literature; it 
comes from the fact that both indices are closely related: they are, so to say, 
by-products of a "master object", the Leray index, studied in last Chapter. 

By definition, the Maslov index of a quadratic Fourier transform Sw,m 
is the integer m modulo 4. Since every S € Mp(n) is the product of operators of 
the type Sw,m> it is natural to ask whether it is possible to extend this definition 
so we can attach a "Maslov index" to an arbitrary element of Mp(n). We thus 
want to construct a Z4-valued function m(-), the "Maslov index on Mp(n)", 
whose restriction to the quadratic Fourier transforms is given by m(Sw,m) = m-

We begin by making an essential observation: any continuous path 
7 : [a, b] —>• Sp(n) (not necessarily a loop) can be lifted, in infinitely many 
ways, to a continuous path in Mp(n). This is achieved by first assigning to 
each 7(f) = St the two operators in Mp(n) with projection St, and then by 
only retaining the operators St such that t i—>• St is continuous. If 7 = (st) 
is a loop (i.e., if sa = S(,), then the "lift" t 1—> St (t € [a,b]) will be a loop 
only if 7 "turns" an even number of times around the "hole" in Sp(n): this 
simply reflects the fact that Mp(n) is a double covering of Sp(n). If we require 
that the path 11—> St passes through a given element of Mp(n) at some time 
to, then the choice is unique. This "lifting procedure" is of course not specific 
to the situation we are considering here; in fact, it is a well-known property 
of homotopy theory (it is called the "path lifting property"). Moreover, if the 
path 11—t st is a one-parameter subgroup of Sp(n): st+t> = stst>, SQ = I, and 
if we impose that So = / , then 11—> St will also be a one-parameter subgroup 
of Mp(n): St+t> = StSt>. 
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6.5.1 Maslov Index: A "Simple" Example 

We recall that Sp(n) is a connected Lie group, whose first homotopy group is 
isomorphic to 7ri(51) = (Z, +) . Intuitively, Sp(n) thus has a "hole", and to 
each loop 7 in Sp(n) corresponds an integer k = k(j) only depending on the 
homotopy class of 7, and counting the number of times the loop "turns around 
the hole". 

Suppose now that n = 1, so (s t) is a one-parameter subgroup of 
Sp(l) — S£(2,R); we assume that SQ = S2TT = I- Up to a homotopy, we 
may assume that 

cos t sin t 
St sin t cos t 

which is the flow of the harmonic oscillator 

H=\(p2 + x2). 

The lift (St) of (st) passing through / e Mp(n) at time t = 0 is explicitly given 
by 

/

oo 

G(x,x',t)ip(x')dx' (6.54) 
-00 

where the kernel G is given by 

((x2 + x'2) cost - xx') G(x,x',t)=i~^\ .} exp 
V 2-KI sini 2sinf 

(6.55) 

for t ^ k-K and 

G(x, x', fcTr) = i~kS(x - (-l)kx') (6.56) 

(k an integer); by convention argi = 7r/2 and the brackets [•] denote the "integer 
part function". These formulae readily follow from the fact that the generating 
function of St is 

W(x,x',t) = — :— ((a;2 + x'2) cost - xx') 
2 sin t 

for t ^ k-K. The factor i-!*/*'! in (6.55) is there to ensure us that the mapping 
t i—> St is continuous, and that l im^o St = I, as desired (see Dittrich and 
Reuter, [34], Ch. 16, pages 196-198, for detailed calculations; it turns out that 
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G is the Green function for Schrodinger's equation for the harmonic oscillator; 
we will return to this property in the next Chapter). Formula (6.55) can be 
rewritten as 

G(x, x', t) = \ —-T-.— exp —\— ((x2 + x'2) cost - 2xx') v ' ' ; V 2msint [2smt vv ' ' 

provided that we define 

(6.57) 

arg Hessx,X' [-W(x, x', t)] = arg - — = - [£] IT (6.58) 

for t ^ kir. We will call the integer 

HSt) = ~ [£] 

the Maslov index of the operator St. We notice that in particular m(SkTr) = —k; 
this is consistent with the appearance of the factor i~k in the right-hand side 
of (6.56). 

In view of the group property of the St we have 

m(StSf) = m(St+t.) =-[*£•] 

and hence 

m(StSt.) - m(St) - m(St,) = -[*£]+ [£] + [£] (6.59) 

and this is in general different from zero. To evaluate the right-hand side of 
this equation, we notice the following property of the integer-part function: for 
all real numbers a and b that are not integers, we have 

[o + b] _ [o] _ [b] = Inert ( ^ + ^ ) (6-60) 
\sina7rsin07r/ 

where the "index of inertia" Inert(a) of a real number a is defined as being— 
+ 1 if a < 0, and zero otherwise. This is easily proven if one notes that for 
k < a < k + 1 and m < 6 < m + l w e have 

{0 if k + m<a + b<k + m + l 

1 if k + m + l<a + b<k + m + 2. 

Formula (6.60) can thus be rewritten 

m{StSt>) = m(St) + m(StO - Inert (S-^±lT\ 
\ sin t sin t' J 
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that is 

/ ^ ^ N , „ ^ / ~ N -r / cos t cos t' 
m{StStl) = m(St) + m(Stl) - Inert - — + - — • 

\ sin t sin v 
Expressed in terms of the generating function W, this yields 

m(StStl) = m(St) + m{Sf) - Inert 
d2W,n . . d2W. . n ..' 

(6.61) 

for t and t' non-integer multiples of 7r. 
This formula is the key to the general definition of the Maslov index 

in the next Subsection. 

6.5.2 Definition of the Maslov Index on Mp(n) 

We begin by stating two essential lemmas. The first of these lemmas gives us an 
explicit formula for calculating the Maslov index of a product of two quadratic 
Fourier transforms when that product is itself a quadratic Fourier transform. 

Lemma 193 Suppose that the quadratic Fourier transform Sw",m" is a prod­
uct SW,m.SW',m' with W = (P, L, Q), W = (P'7 V, Q'). Then: 

m" = m + m' - Inert(P' + Q) mod 4 (6.62) 

where Inert(P' + Q) is the number of negative eigenvalues of P' + Q. 

The proof of this result is due to Leray (see [88], Ch. I, §1,2, pages 
19-20). The second lemma shows that there are invariants modulo 4 attached 
to arbitrary products of quadratic Fourier transforms: 

Lemma 194 / / Sw,mSw',m' = Sw",m"Sw'",m'" then P' + Q and P'" + Q" 
have the same rank, and 

m + m' - Inert(i" + Q)= m" + m!" - Inert(P"' + Q") (6.63) 

(both modulo 4). 

The proof of this result was given by the author in [53] (also see de 
Gosson [54, 57]). It relies on the following asymptotic estimate, whose proof is 
long and technical (it involves repeated use of the method of stationary phase): 
defining Gaussians f\ € «S(R") by 

/A(x) = exp (-A|z|2) , A > 0 
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one shows that 

Sw,mSw>,m>h(0) = CWtW,im+m'-nl'1 (e**)* \-r'2 + O ( i ) (6.64) 

for A -» oo. The integers s and r are, respectively, sign(P' + Q) and rank(P' + 
Q), and the factor Cw,w is a positive constant depending only on W and W. 
If Sw,mSw,m> = Sw",m"Sw",m'", then (6.64) implies that we will have 

Cw,wim+m' {?*)' \~r/2 = Cw„,w„im"+m'" ( e ' 5 ) ' ' X~r''2 + 0 ( £ ) 

with s' = sign(P'" + Q") and r ' = rank(P'" + Q"); the lemma follows. 

These two lemmas motivate the following definition: 

Definition 195 The Maslov index of S = Sw,mSw',m' *s the integer modulo 
4 defined by 

m(S) = m + m' - Inert(P7 + Q) (6.65) 

ifW = (P,L,Q),W' = (P',L',Q'). 

In view of Lemma 194 the left-hand side of (6.65) is independent of 
the factorization of S, so that m(S) is indeed well-defined. We observe that 
this definition extends the Maslov index calculated in the previous subsection, 
since formula (6.65) can be written 

m(S) =m + m'- Inert Hess^ [-(W(0, x) + W'(x', 0))] (6.66) 

which is (6.61) if S = St, S' = St>. 

Proposition 196 The Maslov indices of the identity operator and of its oppo­
site are given by 

m{I) = 0 , m(-I) = 2 (6.67) 

and the Maslov indices of Mi,tm, Vp are: 

m(VP) = 0 , m{MLtm) =m + n. (6.68) 

(All equalities modulo A.) 

Proof. Since we have / = Sw,mSw,m* with m* = n - m (Corollary 
184) and W* = {-Q,-LT,-P) if W '= (P,L,Q), Eq. (6.67) follows at once 
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from the definition (6.65) of the Maslov index. The Maslov indices of F and 
F _ 1 are 0 and n (see (6.33)), so we have 

VP = (VpF)F" = S'(p,j,o),oS'(o,--.r,o),n 

and hence m(Vp) = 0 — Inert 0 = 0. Similarly 

MLtm = {MLtTnF)F~ = S(0,L,0),mS(0,-I,0),n 

and hence 

fn(MLim) — m + n — Inert(O) =m + n 

which completes the proof. • 

6.6 The Cohomological Meaning of the Maslov Index* 

We note that Eq. (6.62) implies that the differencern(»SV,m'SW',m')—wi(Siy,m) — 
™>(Sw,m') depends only on the projections aw, sw' of Sw,m, Sw',m'- We are 
going to see that, more generally, we have for any S, S' in Mp(n) 

m(S) + m(S') - m(SS') = q(s, a') (6.69) 

where q is a function Sp(n) x Sp(n) —>• Z4. The function q is a "group cocycle" 
(one also says "multiplier"), that is 

q(ss', a") + q{s, a') = q(a, a'a") + q(a', a"). (6.70) 

(This immediately follows from (6.69) together with the fact that m((SS')S") = 
m(S(S'S")).) We also remark that by definition of m we have 

q(sw,sw) = Inert (P ' + Q). 

We are going to see that the cocycle q can be expressed in terms of the 
index of inertia of a triple of Lagrangian planes, and that 

q{a,a') = Inert(ss'€p,s£p,^p) 

where ip is the p-plane O x l J . That is, 

m(SS') = m(S) + m(S') - Inert(ss'^p, alp, tp). (6.71) 
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6.6.1 Group Cocycles on Sp(n) 

Let a be the signature function for triples of Lagrangian planes. Let £ be a 
fixed Lagrangian plane, and s, s' two symplectic matrices. We define, for every 
£ € Lag(n), a mapping 

at : Sp(n) x Sp(n) —> Z 

by the formula 

ae(s, s') = a(ss'£, si, I). (6.72) 

When I is the "p-plane" £p = R™ we will use the abbreviated notation a(s, s') = 
aep(s,s'). Thus, by definition: 

a(s, s') = a(ss'lp, s£p, lp). (6.73) 

It turns out that at is a group cocycle, that is: 

ae(ss', s") + ae(s, s') = ae(s, s's") + ae(s', a") (6.74) 

for all symplectic matrices s,s',s". This property immediately follows from the 
cocycle formula (5.42) and the 5p(n)-invariance of the signature of a triple of 
Lagrangian planes. Also notice the obvious formulae: 

at(s,s-1) = ae(s,I) = 0 , <n{s\s) = a ^* - 1 , * ' " 1 ) . (6.75) 

The following result allows easy explicit calculations of the cocycle a: 

Lemma 197 For W = (P,L,Q), W = (P',L',Q'), set: % = ^ ^ V 

% ' =\QI D> J and swsw = f c,i D„ I • We have 

a(sw, sw) = - s ign(5- 1 B"(B')" 1 ) = - sign(P' + Q). (6.76) 

Proof. We will use the notations £p — R™ and £x = R™. The second 
equality (6.76) follows from Proposition 168. In fact, by (6.10) we have: 

'* L-\P' + Q)L' 
S\V" = S\\rSW 

and hence 

B" = L~l{P' + Q)L'~l = B(P' + Q)B' 
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so that we have P' + Q = B^B'^B')'1. Let us first prove (6.76) in the 
particular case where sw{£p) = £x, that is when 

(A1 B' 
sw> = ^ c , 0 

Using successively the antisymmetry, the Sp(n)-invariance, and again the an­
tisymmetry of the signature, we have, since sw'(£p) — £x-

a(sw,sw) - -<r{£x,sw£p,£p) . (6.77) 

Now 

and thus 

8-i_(DT -B? 

*Hi)-(-tr> pj \A2p 

so the Lagrangian plane sw£p has the equation Ax + Bp = 0; since B is 
invertible because sw is free, this equation can be written p = —B~1Ax. It 
follows, by Lemma 147 and (6.77), that we have 

a (sw, sw) = sign(—B~1A) 

= -sign (B-'iAB'^B')-1) 

= - s i g n ( B - 1 B " ( B ' ) - 1 ) 

which is (6.76) in the case sw'£P = £x- We can reduce the general case to the 
former, using the fact that the symplectic group acts transitively on all pairs 
of transverse Lagrangian planes. In fact, since 

swtp n lp = £x n £p = o 

we can find h e Sp(n) such that (£p,sw'£P) = h(£p,£x), that is sw'£P = h£x 

and hip = £p. It follows, using again the antisymmetry and 5p(n)-invariance 
of <T that: 

<j(sw,sw) = —a {£x,(swh)~1£p,£x) 

which is (6.77) with sw replaced by swh. Changing sw> into h~1swi (and 
hence leaving swsw unchanged) we are led back to the first case. Since h£p = 
£p, h must be of the type 

h=(p (L-V) ' d6t(L) ̂  °' P = PT-
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Writing again s\y in block-matrix form we have 

-(:*?-).*-w-(: ir) 
and hence 

a(sw,sw,) = -sigu{LTB-lB"B'-lL) 

= -sign(B~1B"B'-1) 

proving (6.76) in the general case. • 

6.6.2 The Fundamental Property ofm(-) 

We begin by noting the following elementary Lemma: 

Lemma 198 (1) For any n-plane £ : Xx + Pp = 0 in R!J x R™ we have 

dim(^ n £p) = corank(P) = n - rank(P). (6.78) 

(2) For any symplectic matrix s = I n n I we have 

rank(B) =n- dim(s^p n £p). (6.79) 

Proof. (1) The intersection £C\£P consists of all (x,p) which satisfy 
both conditions Xx + Pp = 0 and x = 0. It follows that 

(x,p) e£Ci£p <̂ => Pp = 0 

and hence (6.78). (2) Formula (6.79) follows from the obvious equivalence 

(x,p) e s£pr\£p <=> Bp = o 

which is an obvious consequence of the definition of £p. • 

Next lemma expresses m(S) in terms of the cocycle a(-, •): 

Proposition 199 The Maslov index of S = Sw,mSw,m' *s given by 

m(S) =m + m' - ± (n - dim(s£p n £p) + <r(sw, sw>))• (6-80) 
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Proof. Definition (6.65) of the Maslov index can be rewritten: 

m(S) =m + m'-\ (rank(P' + Q) - sign(P' + Q)). (6.81) 

In view of the second part of Lemma 198 we have 

rank(P' + Q) = r<mk(B-1B"B'-1) 

= rank(B") 

= n — dim(s^p n £p) 

and in view of formula (6.76) in Lemma 197 

sign(P' + Q) = -o-{sw,sw)-

Formula (6.80) follows. • 

Proposition 199 allows us to express the Maslov index of a product of 
quadratic Fourier transforms in terms of the group cocycle <r. We are going to 
extend that result to arbitrary products of elements of the metaplectic group. 
Recall the "cohomological" notations from last Chapter (see Example 131): for 
any pair (£, £') of Lagrangian planes in R™ x R™ we set dim(^, £') = dim(^ n £') 
and denote by d dim the coboundary of dim: 

dd\m{£,£',£") = dim{£,£') - dim(*,*") + d i m ( ^ , 0 -

For s,s' € Sp(n) we define 

dim(s,s') = ddim(ss'£p,s£p,£p). 

Obviously dim(s,s') is a group cocycle on Sp(n), that is: 

dim(ss', s") + dim(s, s') = dim(s, s's") + dim(s', s"). 

Definition 200 The index of inertia of a pair (s, s') of symplectic matrices is 
the integer 

Inert(s, s') = lnert(ss'£p,s£p,£p) 

where Inert(£, £',£") is the index of inertia of the triple (£,£',£") of Lagrangian 
planes. That is: 

Inert(s, s') = \ (n + 5dim(s, s') + a(s, s')) 

where a(-,-) is the group cocycle of the last subsection. 
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With these notations, we can rewrite formula (6.80) as 

m(Sw,mSw>,m') = m(Sw,m) + m(Sw,m') - lnert(sw, sw) • 

In fact, since swtp n £p — sw'tp n £p = 0 (because sw and sw are free), we 
have, by definition of d dim: 

ddim(sw, sw) = dim(swsw£P n % ^ ) — dim(svKSw"^P n £p) + dim (syv^p n £p] 

= d\m(sw'£p n ^p) - dim(sv^svK'^p n ^p) + dim(sv^P n £p) 

= — dim(swsw£p H ^p) 

and hence 

Inert(svV)sw) = | (n — dim(s£p C\£p) + <T(SW,SW)) 

which is precisely (6.80). 

We have, more generally: 

Theorem 201 The Maslov index on Mp(n) has the two following properties, 
which characterizes it: (1) m(S) remains constant when S moves continuously 
in Mp(n) in such a way that dim(s£pn£p) remains constant. In particular, m(-) 
is a locally constant function on the set of all quadratic Fourier transforms. (2) 
For all S, S' G Mp(n) we have 

m(SS') = m{S) + m(S') - Inert(s, s') (6.82) 

where s,s' are the projections of S,S' on Sp(n). 

We established this result in [53] (also see [54, 57]; the proof being 
again long and technical, we do not reproduce it here). It actually follows 
from Theorem 143 and the following essential relation between m(-) and the 
(reduced) Leray index: 

Theorem 202 The Maslov index m(-) and the reduced Leray index m are 
related by the formula 

m(S) = m(s00£Py00,ip,oo) (6.83) 

where Soo, t-p,oo and Soo£Pt00 are defined as follows: (1) SQO is the homotopy 
class of a path £ in Sp(n) going from I to s (the projection of S); (2) £Pi00 

is the homotopy class of any loop A in Lag(n) through lv, and (3) Soo£Pt00 is 
then the homotopy class of the path £ 7 in Lag(n). 
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The proof of that result is beyond the scope of this book; see de Gosson 
[52, 56, 57]. 

We also mention that we have reconstructed the Leray index modulo 
4 from the Maslov index on Mp(n) in [54]. This shows that the Maslov index 
of this Chapter, and that defined in Chapter 3, really are (as already pointed 
out) by-products of the Leray index. The latter is the fundamental object in 
any theory involving Maslov indices. 

Remark 203 The set Sp(n) x Z equipped with the operation 

(s, m) * (s', m') = (ss1, m + m! — Inert(s, s')) (6.84) 

is a (non commutative) group \Sp(n) x Z] with unit {1,0), and the inverse of 
(s,m) is 

(s,m)~1 = (s~1,n-m). (6.85) 

Using the properties of the Maslov index that will be defined below, one can 
identify Mp(n) with the subgroup 

G = {(s,m) : m = m{±S),U{S) = s} 

of [Sp(n) x Z] /4Z. (See de Gosson [53, 54, 57].) 

Our study of the metaplectic group would not be complete if we didn't 
mention the group IMp{n) obtained by replacing the homogeneous quadratic 
forms W = (P, L, Q) by general (non-degenerate) quadratic polynomials. 

6.7 The Inhomogeneous Metaplectic Group 

The metaplectic group Mp(n) was defined using "quadratic Fourier transforms" 
associated to homogeneous non-degenerate quadratic forms. If we relax the 
homogeneity condition in the definition of the quadratic Fourier transforms 
we obtain the "inhomogeneous metaplectic group." We begin by studying a 
related notion, the Heisenberg group, which appears in many contexts related 
to quantization (some additional properties of that group are given in Appendix 
C). 

6.7.1 The Heisenberg Group 

Consider the set, 
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and the group law is the exponentiated version of (C.6), i.e.: 

(z, u)(z',u') = (z + z',«'e^(z'z,)) . (6.86) 

It is straightforward to check that the unit of U(n) is (z, 1), and that the inverse 
of (z, C) is given by: 

(zxr^i-z^-1). 
We next construct an explicit unitary representation of the Heisenberg group 
in the square integrable functions K™. We proceed as follows: to every point 
(zo,Co) = (zo,elt°) in H(n), we associate the (obviously unitary) operator 

T(z0,Co):£2(l£)-+£2(K£) 

defined by 

T(z0, Co)/(x) = Qle-^x°e^xf{x - x0). (6.87) 

Notice that if po and to are zero, T(zo,Co) is a translation: 

T((x0,0),l)f(x) = f(x-x0) (6.88) 

and if xo and to are zero, it is multiplied by a complex number 

T(0,p0)f(x) = e^xf(x). (6.89) 

The inverse of the operator T(ZQ, Co) is 

T{zoXo)-1=T(-z0,^
1). 

Proposition 204 The mapping T which to every (ZOJCO) associates the uni­
tary operator defined by (6.86) is a true unitary representation of H(n). That 
is, T(0,1) is the identity on L2(R"), and we have: 

T((zo,Co)(zi,Ci)) = T(*b,<o)T(zi,Ci). (6.90) 

Moreover, for every s € Sp(n), we have the metaplectic covariance formula: 

T(szo,Co) = ST(z0,Co)S-1 (6.91) 

where S is any of the two operators in Mp(n) with projection s. 
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Proof. Formula (6.90) is straightforward to check by a direct calcu­
lation. To prove (6.91) it is sufficient to assume that S is a quadratic Fourier 
transform Sw,m- Suppose indeed we have shown that 

T{swz0, Co) = Sw,mT{z0, Co)S#m . (6-92) 

Writing an arbitrary element S of Mp(n) as a product Sw,mSw,m', we will 
have 

T(szoXo) = Sw,m{Sw,rn'T(z0,C,o)Sw, ml)SWm 

= Sw,mT(sw'Zo, Co)S\V,m 

= T(swsw zo, Co) 
= Sw,mSw,m'T(Zo, Co)SwmSw, m, 

= ST(z0,(:0)S-1 

that is (6.91). Let us thus prove (6.92); equivalently: 

T(sz0, Co) Sw,m = Sw,mT(sw zo(o)- (6.93) 

Let us first study the term 

g(x) = T(z0, Co) Sw,mf(x). 

By definition of a quadratic Fourier transform, we have, taking into account 
definition (6.87) of T(z0,Co): 

g{x)= (^i)
n,2Co1^{W)e-^PoXo Iei{w{x-xo'x')+poxf{x')dnx'. 

In view of formula (6.13) in Proposition 172, the function 

W0(x,x') = W(x-x0,x')+po-x (6.94) 

is a generating function of the free affine symplectic transform T(ZQ) O S, hence 
we have just shown that 

T(swz0,Co)Sw,m = C^1e-^p°-XoSWo,m (6.95) 

where Sw0,m is the generalized quadratic Fourier transform defined by 

Sw0,mf(x) = {^)n/2 A(W) f e ^ ' ^ / M ^ . (6-96) 
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On the other hand, setting 

h(x) - Sw,mT(s^zoCo)f(x) and z'0 = s^z0 

we have 

h(x) = (2^) n / 2C 0
_ 1A(W) f eiW(x'x'h-ip'°x'°eip'°x' f{x' - x'^cFx' 

that is, performing the change of variables x' >—> x' + x'0 : 

h(x) = ( 2 ^ ) n / 2 C 0
_ 1 A ( W ) I jW(x,x'+x'o)e-hPo<eip'0-x'f(x')d

nx'. 

We will thus have h(x) = g(x) as claimed, if we show that 

W(x, x' + x'0) + \p'Q • x'0 + p'0 • x'0 = W0(x, x') - i p 0 • x0 

that is 

W(x, x' + x'0) + \p'0 • x'0 + p'0 • x'0 = W(x - xo, x') + po • x - \p0 • x0. 

Replacing x by x + XQ this amounts to prove the identity 

W(x + x0, x' + x'0) + \p'0 • x'Q + p'0 • x'0 = W(x, x') + po • x - \po • x0. 

But the latter immediately follows from formula (6.11) in Proposition 168. • 

6.7.2 The Group IMp(n) 

Let us show that the set IMp(n) of all operators TS (or ST) where S € Mp(n) 
and T is of the type (6.87) is a group. We begin by showing that IMp(n) is 
closed under products. Setting T = T(ZQXO), T' = T{z'0,Qo) > w e have, using 
successively the metaplectic covariance formula (6.91), and the product formula 
(6.90): 

(TS)(T'S')=TT(sz0,('Q)SS' 

= T((z0,(o)(sz'0,(o))SS' 

= [T (z0 + sz'0, CoCo exp (^(z, z')))} SS' 

so that (TS)(T'S') e IMp(n). Now, T(0,1) is the identity operator; using 
again metaplectic covariance, it is immediate to check that the inverse of TS 
is given by 

(TS)-1 =T{-sz0,Q
1)S-1 

so that the inverse of an element of IMp(n) is also in IMp(n). 



The Inhomogeneous Metaplectic Group 257 

Definition 205 The group IMp(n) of all operators TS (or ST) is called the 
inhomogeneous metaplectic group. 

Every S € Mp(n) can be written as the product of two quadratic 
Fourier transforms; similarly: 

Proposition 206 The inhomogeneous metaplectic group IMp(n) is generated 
by the generalized quadratic forms Sw0,m associated to the (not necessarily 
homogeneous) non-degenerate quadratic forms Wo by (6.96). In fact, every 
U G IMp(n) can be written as a product uS\y0,mSw,m where u is a complex 
number with modulus one, and Sw,m S Mp(n) (i.e., W is homogeneous). 

Proof. Every U = TS € IMp(n) can be written in the form U = 
TSw,mSw',m'; if T = T(ZQXO) we have, by (6.95): 

TSw<m = Qle-y°-x'°SWo,m 

where sw{x'0,p0) = (xo>Po) and hence U = uSwa,mSw,m'- Conversely, if 
U = uSw0,mSw',m', w e can define (x'0,p'0) by the conditions 

' sw(x'o,Po) = (x0,Po) 

Po = VxW0{x0,x'0) 

p'Q = -Vx,W0(x0,x'Q) 

and then find £o £ S1 such that 

u - Co1e~%p'0'x'°. 

We then have U = T(z0,Co)Sw,mSw',m', which is in IMp(n). m 

Let us now study the relationship between IMp{n) and the inhomoge­
neous symplectic group ISp(n) which was defined in Section 3.5. Recall that 
ISp(n) consists of all linear mappings of the type TO s (or SOT) where s G Sp(n) 
and T is a translation in phase space. We identified ISp(n) with the group of 
all (2n + 1) x (2n + 1) matrices 

/ \ fs zo 
< s ' * o > ^ 0 i 

where s e Sp(n), z0 G R£ x R™ (written as a column vector) and 0 is the row 
vector whose entries all are zero. The product of two such matrices being 

s z0\ (s' z'0\ _ (ss' sz'0 + z0 

0 1 0 1 } ~ V 0 1 
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we see at once that the mapping 

II : IMp(n) —>• ISp{n) 

defined by 

n(T(z0 lCo))=T(z0)s 

is a group homomorphism. That homomorphism is obviously surjective, so 
that n is a priori a good candidate for being a covering projection. However, 
its kernel is 

Ker(n) = {T(0,Co):<oeS '} 

and can hence be identified with the whole circle group, so that IT is not a true 
covering mapping (7Mp(n) is in fact a projective representation of I Spin); see 
Folland [44] for details). 

6.8 The Metaplectic Group and Wave Optics 

In Chapter 3, Section 3.6 we discussed the occurrence of symplectic matrices 
in optics. We were actually at this stage only considering light as being made 
of "corpuscles", whose trajectories were the rays of geometrical optics. We 
were thus totally ignoring the wave-like behavior of light. It turns out that we 
"obtain" physical optics (i.e., the optics that takes into account the phenomena 
of diffraction and interference) by using 5p(n)'s companion group Mpin). 

6.8.1 The Passage from Geometric to Wave Optics 

In Chapter 2, Section 3.6 we discussed the corpuscular nature of light, and 
we showed that the motion of the light corpuscles was governed by symplectic 
geometry. Various experiences show that light actually also has a wave-like 
behavior; this leads us postulate that there is a "wave function" \I>, which we 
propose to determine. We write such a wave function in polar form 

[2iri \ 
*(x, i ) = a(x,t)exp I — $ ( : r , i ) J 

where A is the wavelength of the light, and set out to determine how the values 
of * at two different reference lines t' and t are related. We argue as follows: as 
light propagates from the point x' to the point x, it will undergo both a phase 
change and attenuation. The phase change, expressed in radians, is simply 



The Metaplectic Group and Wave Optics 259 

A $ = 
2TTL 

where L is the optical length of the trajectory from x' to x; using the expression 
(4.20) this is 

t-t' AL 
A $ = 27rn—— + 2ir——. 

A A 

Taking into account the expression (4.21) of the eikonal, it follows that the 
light will contribute along the optical path leading from (x',t') to (x,t) by the 
quantity 

K exp 
2TT« (^, . , ,, ix-x')2 

where K is an attenuation factor, to be determined. We begin by noting that 
the net contribution at x of all these terms is obtained by integrating over x'. 
Assume from now on that the index of refraction n is constant in position and 
time (it is, for instance, equal to one in vacuum); then K does not depend on 
a; or a;', and we thus have: 

^(x,t) = K jexp\~ C 2iri ( . .. (x- x')2 

e x p | — ( n C t - O + n ^ - ^ - V(x',t')dx'. 

To calculate K, we remark that since the total intensity of light must be the 
same on the i-plane as that on the initial (£' = 0)-line, we must have 

/Wx.Ol'^/l^.Of*' 
and this condition leads, after some calculations, to 

\K\ 
X(t -1') 

and we can fix the argument of K by requiring that ^(x,t) —» ^(x,t') as t —>• 
t'. Using for instance the method of stationary phase, or the theory of Fresnel 
integrals, this finally yields the value 

K „»<*(*) f -
1/2 

argt 
0 for t > 0 

1 for t < 0 
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where a(t) is some undetermined continuous function, vanishing at t = 0. The 
phase factor ela^ can be determined by the following argument. The mapping, 
which to every t associates the operators St, is the "lift" to the metaplectic 
group of the mapping t y-¥ St- The matrices s t obviously satisfying the group 
property stSt> = St+v, it follows that we must also have StSf = St+t', and it is 
not difficult to show that this is only possible if one makes the choice a(t) = 0, 
mod 2-K. Neglecting the term exp {2-nint/X), we choose for "wave function" 

* (M) 
_ / n \ i / 2 f° 

exp 2irin 
(x - x') ./\2 

2Xt 
^o{x') dx' (6.97) 

and a straightforward computation of partial derivatives shows that it satisfies 
the partial differential equation 

A — - - — — 
dt \-K dx2 ' 

Formally, this is exactly Schrodinger's equation for a free particle with unit 
mass if one replaces A by Planck's constant h. Formula (6.97) can be written 

where the kernel 

/

oo 
G(x,x',t)^>Q(x')dx' 

-OO 

(x - x'f 
i\) 6XP 2-nin-

2\t 

is viewed as a "point source" of particles emanating from x' at time 0. 
The theory of the metaplectic group thus allow us to associate to a 

family of optical matrices, a family of operators acting on the wave functions 
of optics. It turns out that this analogy can be used to derive Schrodinger's 
equation, and hence quantum mechanics, from classical mechanics, if one makes 
the assumption that to every material particle with mass m and velocity v is 
associated a wave, whose length is given by the de Broglie relation A — h/mv, 
where h is Planck's constant. This will be done in next Chapter. 

6.9 The Groups Symp(n) and Ham(n)* 

The compose of two symplectomorphisms is still a symplectomorphism. Sup­
pose in fact that / and g are symplectomorphisms defined on phase space 
R™ x R"; then by the chain rule 

Uog)'{z) = f'{g{z))g'{z) 
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so that ( / o g)'(z) is a symplectic matrix if f'(g{z)) and g'(z) are. Since the 
inverse of / is also symplectic in view of the inversion formula 

it follows that the symplectomorphisms of K™ x R™ form a subgroup Symp{ri) 
of the group Diff(n) of all diffeomorphisms of that space. 

6.9.1 A Topological Property of Symp(n) 

The group Symp(n) is closed in Diff(n) for the C^-topology. By this we 
mean that if (fj)j is a sequence of symplectomorphisms such that both (fj)j 
and (fj)j converge locally uniformly on compact subsets in Diff(n), then the 
limit / of (fj)j is a symplectomorphism. This property is a straightforward 
consequence of the definition of a symplectomorphism: each fj satisfies 

f>{z)TJfj{z) = J (6.98) 

and hence f'(z) = lim^oo fj(z) is such that f'(z)TJf(z) = J, which implies 
that / is itself symplectomorphism. 

It turns out that Symp(n) has a much stronger property: it is closed 
in Diff(n) even in the C°-topology: 

Proposition 207 Let (fj)j be a sequence in Symp(n) that converges towards 
a diffeomorphism f locally uniformly on compact subsets of R™ x R™. Then 
f e Symp(n). 

The proof of this result is highly non-trivial, and relies on the existence 
of symplectic capacities; see Hofer-Zehnder [76], §2.2, pages 58-63. 

Proposition 207 (which is a typical result from the area of symplectic 
topology) shows, in particular, that it is not possible to approximate volume-
preserving diffeomorphisms by using sequences of symplectomorphisms. This 
is of course strongly related to our discussion of the symplectic camel property: 
it is just another manifestation of the fact that Hamiltonian flows are really 
very much more than the flow of an arbitrary incompressible vector field. 

6.9.2 The Group Ham(n) of Hamiltonian Symplectomorphisms 

In what follows, the word "Hamiltonian" will mean an arbitrary smooth func­
tion on R2

z
n = R£ x R£ (or on R^ t

+ 1 = R£ x R£ x R t) . we denote by Diff(n) 
the group of all diffeomorphisms of phase space. 

Let if be a Hamiltonian; the associated flow 11-> ft is a path of sym­
plectomorphisms passing through the identity at time t = 0. It turns out that, 
conversely, every such path determines a Hamiltonian function: 
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Proposition 208 Let t H-> ft be a continuous path in Symp{n), defined in 
some interval [a,b] containing 0, and such that /o is the identity operator. 
There exists a function H = H(z,t) such that (ft) is the time-dependent flow 
of the Hamilton vector field XH = (Vp/f, — WXH). 

Proof. Consider the time-dependent vector field Xt on R^n defined, 
at every z, by 

±Mz) = Xt{ft(z)). 

Keeping the variable t fixed, the Lie derivative of the standard symplectic form 
il in the direction Xt is 

LXtn= lim / t * + A ^ - / t * f t = 0 1 At->-o Ai 

since /t*fi = il for all t. This implies, using Cartan's homotopy formula 

Lxt^ = ixtdCl + d(ixtO.) 

and recalling that dil = d(d(pdx)) = 0, that we have d(ixt£l) = 0. Since we 
are working on Euclidean space K^", it follows that there exists a function Ht 
such that 

ixtO, = -dHt. 

Defining H(z, t) = Ht(z), (ft) is the flow determined by H, and the proposition 
is proven. • 

The result above motivates the following definition: 

Definition 209 (1) A path 11-> /( in Symp(n) defined in some interval [a, b] 
containing 0, and such that /o is the identity operator, is called a Hamiltonian 
path. (2) Any diffeomorphism f such that f = ft=\ for some Hamiltonian 
path t >-> ft is called a Hamiltonian symplectomorphism. 

It turns out that, conversely, to every path of Hamiltonian symplecto-
morphisms we can associate a Hamiltonian function: 

Proposition 210 Let t \—> ft be a smooth path in the group Diff(n). If 
every ft is a symplectomorphism, and /o is the identity, the family (ft) is the 
time-dependent flow determined by some Hamiltonian function H = H(z,t). 
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Proof. Let us define a time-dependent vector field Xt by 

| / t ( * ) = X t( / t(*)) . 

Viewing the variable t as fixed, the Lie derivative of the symplectic form fl 
in the direction Xt is zero, that is LxtCt — 0. Since by Cartan's homotopy 
formula and the exactness of fl 

Lxt£l = ixtdCl + d(ixtdfl) = d(ixtdCl) 

we thus have d(ixtdil) = 0, and there exists a function Ht = Ht(z) such that 

ixtdCl = dHt. 

Defining H, for each value of (z,£), by H(z,t) = —Ht(z), the proposition 
follows. • 

We are going to see that Hamiltonian symplectomorphisms form a 
connected normal subgroup Ham(n) of Symp(n). We begin by proving two 
lemmas. 

Lemma 211 Let t >-> ft and t i-> gt be two Hamiltonian paths. Then ,the 
compose t H-> ft o gt is also a Hamiltonian path, and so is t i-> /t~ . In fact, if 
t >->• ft is determined by H and t >-> gt by K, then t^ftogt and 11-> / t

_ 1 are 
determined by the Hamiltonians Hj^K and H^ defined by 

H#K(z,t) = H(z,t) + K(ft-\z),t) 

H*{z,t) = -H(ft{z),t) 

respectively. 

Proof. Denote by Xt = JVZH, Yt = JVZK, Zt = JVZH#K, and 
Wt = JVZH^ the time-dependent Hamilton fields associated to H, K, H#K, 
and H+, respectively. Using the inverse function rule together with the char­
acterization (6.98) of symplectomorphisms, we have 

Zt(z) = JVzH(z,t) + J{f^)'{z)TVzK{fr\z),t) 

= Xt{z) + f't{z) {fr\z)) JVZK (ft-\z),t) 

= Xt(z) + ti(z)(ft-
1(z))Yt(ft-

1(z)). 

On the other hand, let Tt be the vector field determined by the composed path 
* >->• ft0 9t-

Tt(ftogt{z)) = ±(ftogt(z)). 
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By the chain rule 

dft, , w , ,// i wd9t, Tt(ftogt{z)) = ^(gt{z)) + fl(gt{z))-£(z) 

= Xt(ft(gt(z))) + fi(z) (gt(z)) Yt (gt(z)) 

and hence Tt = Zt. A similar calculation shows that Wt is the Hamilton vector 
field associated with M. • 

Lemma 212 Let (ft)t be the flow determined by a Hamiltonian H and g a 
symplectomorphism. Then (g ° ft ° g~1)t is the flow determined by the trans­
formed Hamiltonian Hog-1. 

Proof. We have, by definition of the derivative: 

d, _!- .. g o ft+At ° ff"1^) ~9°ft° 9~l(z) -(gft9 (z))=hmo 

= go lim ft+Atog-1(z)-ftog-1(Z) 
Ai-yO At 

= goXH{g-\z)) 

where the last equality follows from the transformation law (Proposition 23) 
for Hamiltonian vector fields. • 

Let us now prove that Hamiltonian symplectomorphisms form a group: 

Theorem 213 The set Ham(n) of all Hamiltonian symplectomorphisms of 
Rln = R™ x R™ is a connected normal subgroup of Symp(n). 

Proof. Let / and g be two elements of Ham(n): f = ft=i and g = gt=i 
for some Hamiltonian flows (ft) and (gt). Since fog = (/t°<7t)t=i it follows that 
/ o g 6 Ham(n) since t i—> ft o gt is the flow determined by H#K (Lemma 
211). Similarly, if / e Ham(n), then / _ 1 G Ham(n) since / _ 1 = / t=_i is 
associated to H*. It follows that Ham(n) is indeed a group. That group is 
connected by construction, and it is a normal subgroup of Symp(n) in view of 
Lemma 212. • 

6.9.3 The Groenewold-Van Hove Theorem 

Let us very briefly discuss the famous, and supposedly "no-go", theorem of 
Groenewold and van Hove; for more we refer to the original 1951 paper [138] 
of van Hove, to Guillemin-Sternberg [67] or to Folland [44]. To explain what 
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this theorem is about, let us first note the following property, which is a quite 
straightforward consequence of Schrodinger's quantization rule: let H and K 
be two functions on R™ x R£ x R t, which are quadratic polynomials in the po­
sition and momentum coordinates. For instance, H and K could be quadratic 
Maxwell Hamiltonians 

H = £ 2^: te - A*® •x)2 + \K{t)x2 + a{t)'x (6-99) 

. 7 = 1 J 

but we do not restrict ourselves of functions of this type: any quadratic poly­
nomial in Xj, pj will do. The Schrodinger quantization rule 1.4.3 associates to 
these functions H and K two Hermitian partial differential operators H and 
K; for instance, if H is given by (6.99) above, then H is the usual quantum 
Hamiltonian 

n i / Q \ 2 1 
rI = Y]-—l-iftj, Aj{t)-x) +-K{t)x2 + a(t)-x. (6.100) 

One can now easily prove, by a direct calculation, that we have the following 
simple relation between the Poisson bracket of H and K, and the commutator 
of H and K: 

{H,K} = ih[H,K}. (6.101) 

This formula (sometimes called "Weyl formula") can, by the way, be used to 
prove that the mapping II : Mp{n) —> Sp(n) constructed in Subsection 6.4.1 
indeed is a covering map (see Leray, [88], Chapter I). Now, it is immediate to 
verify that this formula no longer holds for functions H or K which are not 
quadratic polynomials; a fortiori, it does not hold for polynomials of degree 
higher than two. The Groenewold-van Hove theorem simply says that we can­
not expect to be able to modify Schrodinger's quantization rule in such a way 
that we make the Weyl formula (6.101) hold for arbitrary functions H and K. 
More precisely (Groenewold, [65]): 

Theorem 214 (Groenewold-van Hove) Let Vk be the vector space of all 
real polynomials of degree < k on phase space R£ x R™ (coefficients depending 
on time t are allowed). There is no linear mapping H H-> H from Vk to the 
space of Hermitian operators on «S(R") such that 

OXj 



266 THE METAPLECTIC GROUP AND THE MASLOV INDEX 

and which at the same time satisfies Weyl's formula 

{H, K} = ih[H, K] 

forH,KeVk ifk>2. 

One consequence of that theorem is that we cannot expect the meta-
plectic group to be a double-covering of Symp(n), or even Ham(n) (or of parts 
of these groups other than Sp(n)): see the discussion in the first Chapter of 
Guillemin and Sternberg [67], and Gotay's article [61]. However, contrarily to 
what is sometimes argued, Groenewold-van Hove's theorem does not say that 
it is impossible to construct such a double covering! Such a construction will 
in fact be sketched in next Chapter. 



Chapter 7 
SCHRODINGER'S EQUATION AND THE 

METATRON 

Summary 215 The metaplectic representation yields an algorithm allowing to 
calculate the solutions of Schrodinger's equation from the classical trajectories. 
Conversely, the classical trajectories can be recovered from the knowledge of the 
wave function. Both classical and quantum motion are thus deduced from the 
same mathematical object, the Hamiltonian flow. 

While it is true that there can be no argument leading from classical 
mechanics to quantum mechanics without some additional physical postulate 
involving Planck's constant, it is also true that if one accepts L. de Broglie's 
matter waves hypothesis, then Schrodinger's equation emerges from classical 
mechanics. We will see that this is an obvious consequence of the theory of the 
metaplectic group, not only when the Hamiltonian is quadratic, but also for 
general Maxwell Hamiltonians. 

We will in fact see that both classical and quantum mechanics rely on 
the same mathematical object, the Hamiltonian flow, viewed as an abstract 
group. If one makes that group act on points in phase space, via its symplectic 
representation, one obtains Hamiltonian mechanics. If one makes it act on 
functions, via the metaplectic representation, one obtains quantum mechanics. 
It is remarkable that in both cases, we have an associated theory of motion: in 
the symplectic representation, that motion is governed by Hamilton's equations. 
In the metaplectic representation, it is governed by Bohm's equations. Since 
classical and quantum motion are distinct, but deduced from one another by 
the metaplectic representation, we will call particles obeying the Bohmian law 
of motion metatrons. 

7.1 Schrodinger's Equation for the Free Particle 

We begin by giving a rigorous "physical" derivation of Schrodinger's equation 
for a free particle in three-dimensional configuration space. This is the first 
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step towards a complete answer to the question we posed in Chapter 1, namely 
whether Schrodinger could have found his equation using only arguments of 
pure mathematics. 

7.1.1 The Free Particle's Phase 

Consider a particle moving freely with velocity v in physical space R^. In 
conformity with de Broglie's postulate, we associate with this particle a plane 
wave with phase 

0 r e j(r , t) = k • r -w(k) t + C. (7.1) 

Here C is an arbitrary constant, to be fixed following our needs. We are using 
the subscript "rel" in ©re; because the wave vector k and the frequency w(k) 
are defined by the relativistic equations 

mv ., . mc2 

k=-/T - w(k) = "r-
Expressing Eq. (7.1) in terms of the momentum and energy, we get 

Orel (r, t) = - (p • r - mc2t) + C (7.2) 

and observing that for small velocities 

, moc2 

mc = 
V i - (y/c)2 

= moc2 + -mow2 + O 

(u = |v|) we can rewrite Eq. (7.2) as 

ePd(r,t) = i*(r, t) - ^-t + O ( £ ) (7.3) 

where $ is the function 

*( r , t ) = P 0 T - | 2 - t + C7i (7.4) 

(po — mov, po = |Po|)- When the velocity v is small, we can neglect the terms 
0(v4/c2) in Eq. (7.3), so that Qrei(r,t) is approximated by 

e;el(r,t) = i * ( r ) t ) - ^ t + Cft. (7.5) 
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Now, there is no point in keeping the term mocH/h (its presence affects neither 
the phase nor the group velocities) so that we can take as definition of the phase 

e ( r , t ) = i ( * ( M ) + C) (7.6) 

and fix the constant C by requiring that, at time t — to, the equation 0 = 0 
determines the phase plane p • r = p 0 • ro- This leads to 

<J>(r,t) = p 0 - ( r - r 0 ) - | | ( t - t 0 ) (7-7) 

and $ is thus simply the gain in action when the free particle proceeds from ro 
at time to to r at time t with velocity v 0 = po/m. It follows that the function 
$ is a solution of the Hamilton-Jacobi Cauchy problem for the free particle 
Hamiltonian 

d$ 1 o 
— + — (V r $) 2 = 0 
dt 2my r ' (7.8) 

$(r , to) = Po • (r - r0) 

as can be verified by a direct calculation. 

7.1.2 The Free Particle Propagator 

We next make a pedestrian, but essential, observation. The phase of a matter 
wave is defined on the extended phase space R r x Rp xR j . As such, it depends 
on the momentum vector po, which can take arbitrarily large values (we are 
in the non-relativistic domain). For a free particle with mass m, the choice of 
the momentum can thus be any vector, and unless we have measured it, all the 
"potentialities" associated to these phases are present. This suggests that we 
define a "universal wave function" for the free particle by superposing all these 
potentialities. Since there is no reason for privileging some "origin" (ro,po,to) 
in extended phase space, we write ( r ' ,p ' , t ' ) instead of (ro,po,to), and set 

$ P K r , r ' ; t , t ' ) = p ' - ( r - r ' ) - | ^ ( t - t ' ) . 

We next define the function 

G(r , r ' ; t , t ' ) = {^f j eiW^dPp' (7.9) 

where d3p' is shorthand for dp'xdp'ydp'z (the reason for which we impose the 

factor (l/2irh) will become clear in a moment). The integral in (7.9) is a 
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Fresnel-type integral; it is convergent (but of course not absolutely convergent); 
we will calculate it in a moment. We first note that it immediately follows from 
Eq. (7.8) that G satisfies the Schrodinger equation 

provided that differentiations under the integral sign are authorized. Let us 
calculate the limit of G as t -» t'. In view of the Fourier formula 

1 f + OO 

2TT 

we have 

and hence 

/

-t-oo 

eikxdk = 5{x) 
-OO 

(^)7e*p(r"r' )d3p=^r-r') 
lim G(r, r'; t, t') = 5{r - r'). (7.11) 

It follows that G is a "propagator" or "Green function" for Schrodinger's equa­
tion: 

Proposition 216 Let V € S(R||). The function 

¥(r , t)= f G(r, r'; t, t')V'(r) d V (7.12) 

(t ^ t') is the solution of Schrodinger's Cauchy problem 

if, — V2v& 

at 2m r (7.13) 
l i n w *(-,*') = *'• 

Proof. Assuming again that it is permitted to differentiate in x 
and t under the integration sign in (7.12) (it will be a posteriori justified 
below by calculating the explicit expression of G) the fact that * is a solu­
tion of Schrodinger's equation follows from Eq. (7.10). Finally, to prove that 
linit->.t' *(•,*') = *> it suffices to note that we have 

lim tf (r, t) = j S(T - r ' ) * V ) d V = * ' ( r ) 
* - > * ' J 

in view of Eq. (7.11). • 
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7.1.3 An Explicit Expression for G 

We will make use of the following well-known result from the theory of Presnel 
integrals: 

Lemma 217 Let X be a real number, A ̂  0. Then 

^ = f+°° e~iuveiXu2/2du = ^e*'/*yignW \\\-V*e-
iv''2X (7.14) 

where sign(X) = +1 if X > 0 and sign(X) = —1 if X < 0. 

The proof of formula (7.14), which is sometimes called the "Presnel 
formula" is well-known; it consists in incompleting squares in the Gauss integral 

/

+oo 
e^du^l 

-oo 

and thereafter using analytic continuation. (See any book dealing with Gaus­
sian integrals; for instance Leray [88], Guillemin-Sternberg [66, 67] or Folland 
[44] all contain proofs of the Fresnel formula.) 

From Lemma 217 follows that: 

Proposition 218 The Green function G is given by the formula 

G^'^ = (^b))3"-^^^'^'^) (7-15) 
where 

, 3 / 2 / „_ x sian(t-t') / ™ \ 3 / 2 

\2nih(t-t,r 

and Wf is the free-particle generating function, i. e.: 

•"• t')) ~ V * ) \2mh\t-t'\) 
(7.16) 

W > ( r , r ' ; t , 0 = m ^ r - ^ . (7.17) 

Proof. Let r = (x, y, z) and r' = (x', y', z'). We have G = Gx®Gy®Gz 

where 

G* = KK £2 ê P [l (PX(X - x') - &{t - f))] dp'x 
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and similar definitions for Gy and Gz. Setting u = px, v = —(x — x')/h and 
A = -(t - t')/mh in (7.14) we get 

hV^Gx = (e-'?)"»"<*-*'> / _ ^ ., exp 
i - i" 

•'12 i (x — x') 
•m 

h 2(t -1') 

Performing similar calculations with Gy and Gz we get Eq. (7.15). 

R e m a r k 219 Formula (7.16) corresponds to the argument choices argi = TT/2 
and 

( 0 ift-t' > 0 
arg(i -t')=\ (7.18) 

[TT ift-t'<0. 

The result above can be extended without difficulty to the case of 
systems with an arbitrary number of particles. In fact, let 

at < ^ 2m, T> 

be Schrodinger's equation for a system of N free particles; in mass matrix 
notation: 

**-* = - 2 ^ * " 

The corresponding Green function is then given by 

G^x'^ = {^T))N'2^ {iw^x'^) <7-19> 
where \m\ = m • • • mjv, and the argument oit — t' is given by (7.18); Wf is, as 
before, the free-particle generating function: 

Wf(x,x';t,t')=m{-I0^. (7.20) 

We next relate these constructions to the metaplectic representation. 
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7.1.4 The Metaplectic Representation of the Free Flow 

Let (st,t') be the time-dependent flow determined by the free-particle Hamil-
tonian 

on Rj! x R^. The flow (st,t') consists here of the symplectic 6 x 6 matrices 

st,t> = 

\0 I J 
which are free for t ^ t', and the associated smooth family of free generating 
functions is 

Wf(r,r';t,t')=J{0^. 

Let now 

n f t : Mph(3) —-)• Sp(3) 

be the covering mapping which to every quadratic Fourier transform 

S*,m*(r) = {^f2 ^W) j eiw^'^W)d"r' 

associates the free symplectic matrix % . We denote by ±S^t, the two quadratic 
Fourier transforms with projections 

nh(±s*t,) = st,t,. 

They are given by the formula: 

S* ,* ' ( r , t ) = ± ( ^ ^ 3 F y ) 3 / 2 | e ^ ( - r ' ' t - t ' ^ ' ( r ' ) r f V (7.21) 

where the argument of the factor in front of the integral is determined by (7.18); 
\P' is a function belonging to the Schwartz space <S(Rr)- Writing 

one checks, by a direct calculation, that the function \I> solves the free-particle 
Sjchrodinger equation 

in-^— = 
dt 

/ i 2
n 2 T 

2m r 
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Moreover, if one chooses the "+" sign in formula (7.21), then 

l im*( r , i ) = * ' ( r ) . 

We thus see that for the free particle the datum of (st,t') is equivalent 
to the datum of the family of unitary operators (St,t') which to each ^ ' 6 
S(K^) associates the solution ^ of Schrodinger's equation satisfying the initial 
condition #(-,*') = * ' . 

7.1.5 More Quadratic Hamiltonians 

Suppose that H is a Hamiltonian of the type 

H= ^-{p-Axf + \Kx2+a-x (7.22) 

where A and K are n x n matrices, K a symmetric matrix (see Chapter 2, 
Section 3.4). A few examples of such Hamiltonians are: 

(1) The Hamiltonian of the anisotropic n-dimensional harmonic oscillator: 

(2) The Hamiltonian of the electron in a uniform magnetic field B = (0,0, Bz) 
in the symmetric gauge (see Section 3.4.2): 

(3) The Hamiltonian of the Coriolis force (Example 19) 

1 2 
H =—(p-m(Rxr)) - mg • r 

2mv v " 

where R = (0, Rcoscf), Rsin<j>) is the rotation vector of the Earth. 

Assuming for simplicity that H is of the Maxwell type and time-
independent (but this requirement is actually unessential), the flow determined 
by such a Hamiltonian is a one-parameter subgroup (st) of Sp(n). For t ^ 0 
and sufficiently small, st will moreover be a free symplectic matrix. Setting 

W(t) = W(x,x';t,0) 
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(where W(x, x';t, t') is the generating function determined by H) we thus 
have st = s-w(t)i a n d to each st we can thus associate exactly two elements 
± 5 ^ ( t s <t-, of any of the metaplectic groups MpE{ri) (see Chapter 4, Subsec­
tion 6.4.2). Choosing for e Planck's constant h, we thus have a projection 

n n : Mph(n) —> Sp(n) 

which to each quadratic Fourier transform 

where 

A(W) = i m ^ I e s s ^ p W O l 

associates the free symplectic matrix sw generated by W. Denoting by St a 
choice of Sw(t),m(t) depending smoothly on t, for each $o € <S(R") the function 

*(af,t) = St*o(a;) (7-23) 

is then a solution of the Schrodinger equation associated to H. Moreover, since 
sw(t) ~* I when t —> 0, we can determine the argument of A(W(t)) in such a 
way that SW(t) —• I m -Mp(n) when £ —¥ 0, and with that choice we will have 

lim*(a:,0) = ^o(x). 

Thus, using the metaplectic representation we can solve exactly every Cauchy 
problem 

ih^ = HV , *(. ,0) = * 0 

when the classical Hamiltonian is of the type (7.22) above. The solution is 
given by the formula 

*(*> *) = (2^ft)"/2 *{W{t)) j e^w^'^0(x') dnx' (7.24) 

which is of course only valid when the generating function W(t) is defined, 
that is (in general) for small t. However, this is by no way a drawback of the 
method, because: 

(1) The times t for which the generating function is not defined are excep­
tional (see Proposition 171). The ambiguity in the choice of the sign of 
W(t) when t crosses these values is eliminated using the theory of the 
Maslov index; 
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(2) Formula (7.23) actually allows us to solve Schrodinger's equation for all 
values of t, because we can calculate $f(x,t) for any value of t by using 
the formula 

9(x,t) = (St/N)N*0(x) (7.25) 

where one has chosen N so large that st/^ is a free symplectic matrix. 

R e m a r k 220 Notice that formula (7.25) gives the exact value of the solution 
in a finite number of steps. It is thus a "Feynman" formula, but its deriva­
tion has nothing to do with any bizarre "sum of histories" argument: it is 
just a consequence of the metaplectic representation, together with the fact that 
St St' = St+r-

The method of resolution outlined above has been known among math­
ematicians working in representation theory and geometric quantization for 
quite a long time (see, e.g., Guillemin-Sternberg [66, 67], Folland [44], and the 
references therein). The most "natural" and "elegant" way to explain why the 
method is to use a Lie algebra argument (see for instance Guillemin-Sternberg 
[66, 67], Folland [44]). The method is, as far as I can tell, almost generally ig­
nored by physicists, who rather invoke the theory of the Feynman integral (see 
Feynman ([42]), Feynman and Hibbs [43] (beware of misprints!), or Schulman 
[123] (7.25)). 

We will devote the next sections of this Chapter to prove formula (7.24) 
in a purely analytic way, highlighting the crucial role played by the generat­
ing function, and a quantity derived from it, the van Vleck determinant. This 
quantity, which is usually only invoked in connection with semi-classical ap­
proximations (see Brack and Bhaduri [22] or Gutzwiller [68]), is essentially the 
"density of trajectories" joining two points in state space. Our approach has 
moreover another appeal, which is of a more conceptual nature. It namely 
immediately makes us understand why the "metaplectic method" for solving 
Schrodinger's equation cannot be pushed beyond quadratic Hamiltonians, and 
this without invoking the Groenewold-van Hove "no-go" theorem already dis­
cussed in the last Chapter. (See [44, 67] for a discussion of that topic, which 
belongs to the theory of geometric quantization.) 

We will use the short-time actions constructed in Chapter 4, Section 
4.5, to show that approximate solutions of Schrodinger's equation can still be 
obtained for small times t for all Hamiltonians, but we will do this in a spirit 
very different from the classical Feynman "path integral" approach. This will 
allow us to produce an algorithm for calculating the solutions of Schrodinger's 
equation which converges must faster than Feynman's integral formula without 
the use of dubious "sums over histories". 
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7.2 Van Vleck's Determinant 

7.2.1 Trajectory Densities 

Consider a system with time-dependant Maxwell Hamiltonian 

H(x,p,t) = £ - L fa _ A^t))2 + U(x,t). 

The associated Hamilton equations are 

Differentiating the first equation with respect to t and then inserting the value 
of j>j given by the second equation, we see that the position coordinates Xj 
satisfy the following system of n coupled second order differential equations: 

(1 < j < n). That system, which describes the motion of the particle in 
configuration space, has a unique solution x(t) = (xi(t), ...,xn(t)) for each set 
of initial conditions Xj(t') = x', Xj(t') = x!. Recall that if the time interval 
I* — *'| is small enough, then there will exist a unique trajectory in configuration 
space joining two points x', x in a time t — t', and both the initial and final 
velocities v' and v are unambiguously determined by the datum of (x',t') and 
(x, t). Suppose now that we vary the initial velocity v' by a small amount. We 
will then obtain another trajectory from x' at time t', and passing close to x 
at time t. Repeating the procedure a great number of times, we will obtain a 
whole family of trajectories emanating from x' at time t'. These trajectories 
may eventually intersect, but as long as t is sufficiently close to t', they will 
spread and form a "fan" of non-intersecting curves in configuration space. We 
now ask the following question: 

"By how much will we miss a given point if we vary slightly the 
momentum p' at the initial point a:'?" 

Somewhat more precisely: 

" What is the relation between the deviations Ax from the arrival 
point x corresponding to small changes Ap' of the initial momentum 
p'?" 



278 SCHRODINGER'S EQUATION AND THE METATRON 

Let us pause and consider again the example of the tennis player al­
ready encountered in Example 89 of Chapter 4: 

Example 221 The tennis player's come-back. A tennis ball is being 
smashed by a player in the x,y-plane from a point (x',y') at time t' to a 
point (x,y) with an initial velocity vector v ' = (v'x,v'). The different trajecto­
ries through (x',y') will never cross each other outside that point. Let us now 
change slightly the initial velocity vector, i.e. we replace v ' by v ' + Av'. Then, 
the position vector r will be changed into some new position vector r + Ar, the 
coordinate increments Ax and Ay being given by 

Ax = (t- t')v'x , Ay=(t- t')v'y . 

We can evaluate quantitatively the change of trajectory by introducing the Ja-
cobian determinant of the transformation r >->• v ' ; it is 

This quantity measures the rate of variation of the "number" of trajectories 
arriving at (x, y) at time t, when one changes the initial velocity allowing to 
reach that point from (x',y') at time t'. We can thus view the determinant 
(7.26) as a measure of the "density of trajectories" arriving to (x,y,t) from 
(x',y',t'). Notice that this density becomes infinite when t —> t'; this can be 
intuitively interpreted by saying that for given small Av, smaller values oft — t' 
lead to smaller position fluctuations Ar : if we diminish t — t' there will be a 
"greater concentration" of trajectories coming from (x',y',t') in the vicinity of 
{x,y,t). 

In the case of a general Hamiltonian, one proceeds exactly in the same 
way, using the momenta rather than the velocities, and considering the limit, 
as Arc —» 0 in R™, of the determinant of the matrix 

A ^ = \AX~3 ) l<i,j<n ' 

Definition 222 The limit of the determinant of the matrix (7.27) is called 
(when it exists) the van Vleck determinant, or the van Vleck density of tra­
jectories. It is denoted by p(x,x';t,t'). Thus, by definition: 

dv' 
p(x,x';t,t') = det1±-. (7.28) 

d c t ^ > ; ) _ _ 
d(x,y) 

file:///AX~3
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Notice that p can take negative values. The van Vleck determinant is 
thus not a "density" in the usual sense. This is a genuine problem, because it 
intervenes in the construction of the wave function via its square root y/p. We 
will use the Maslov index to determine the "right" argument for p, and this 
will allow us to determine unambiguously ^fp. 

It turns out that the van Vleck determinant will exist provided that 
t — t' is sufficiently small, because it is related to the existence of a generating 
function for the flow, and can be expressed in terms of that function: 

Proposition 223 There exists e > 0 such that the density of trajectories is 
defined for all 0 < \t —1'\ < e. In fact, p(x,x';t,t') is defined whenever the 
symplectomorphism ft,t' defined by (x,p) = ft,t'{x',p') is free. When this is the 
case, the function p is given by the formula 

p(x,x';t,t') = Hessx,x,(-W). (7.29) 

Proof. The existence of p follows from the fact that there exists e > 0 
such that ft<t' is free provided that 0 < \t —1'\ < e (see Lemma 91). Suppose 
from now on that this condition holds. Then the Jacobian determinant 

, fd(x,x')\ , f dx 

is different from zero (see Lemma 84). Recalling that p = VXW and p' 
—VX'W, we have 

dW 

for 1 < i < n, and thus 

from which formula (7.29) 

Pi = -

dp' ( 

dx V 

1 follows. 

~d*SX>* 

d2W 
dx'fixj 

• 
l < i , j < n 

Example 224 The tennis player hits again! A free generating function 
associated to the tennis player of Examples 89, 221 is 

W(r,r';t,t') = m | ^ ^ - ^-(y+ y')(t-t') 

and the corresponding van Vleck density is thus 

1 
p(x,x';t,t') = 

(t - i ')2 

which coincides with the value obtained above. 
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Notice that in this Example p does not depend on the positions. More 
generally, this will always be the case when the Hamiltonian flow is linear (or 
affine): 

Corollary 225 Let H be a Maxwell Hamiltonian that is a quadratic polynomial 
in the position and momentum coordinates. Then the associated van Vleck 
density depends on time only. More precisely, if the quadratic form 

W = -Px2 - Lx • x' + Qx'2 + a • x + a' • x' (7.30) 
Jit 

(where P = P(t,t'), and so on) is the generating function determined by H, 
then: 

p(t,t') = detL(t,t'). (7.31) 

The proof of this result is of obvious, since formula (7.30) immediately 
follows from definition (7.29) of p. 

7.3 The Continuity Equation for Van Vleck's Density 

We now set out to prove that the Van Vleck density satisfies the continuity 
equation 

- ^ + div(pv) = 0 

where v is the velocity expressed in terms of the initial and final points x' 
and x. To prove this essential property, we need a technical result, which 
makes explicit the differential equation satisfied by the Jacobian determinant 
of systems of (autonomous, or non-autonomous) differential equations. 

7.3.1 A Property of Differential Systems 

Consider a differential system 

x(t) = f(x(t),t) , x=(xx,...,xn) , / = ( / i , . . . , /n) (7.32) 

where the fj are real-valued functions defined in some open set £/ c R". We 
assume that each of the solutions x\, ...,xn depends smoothly on n parameters 
ai,...,an. Setting a = ( a i , . . . , a n ) , we write the solution of the system as 
x = x(a, t). It turns out that the Jacobian determinant of the mapping (a, t) >->• 
x(a, t) satisfies a simple differential equation. 

Let us first prove the following straightforward Lemma on matrices 
depending on a parameter: 
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Lemma 226 The determinant of any invertible matrix M(t) depending smoothly 
on t satisfies the differential equation 

-^de tM( t ) = detM^Trt^Q-M-^t)) (7.33) 
at \ at ) 

where "Tr" means "trace of". 

Proof. Replacing, if necessary, M{t) by AM(t) where A is a con­
veniently chosen constant invertible matrix, we may assume without loss of 
generality that ||M(t) — J|| < 1, and define the logarithm of M{t) by the 
convergent series 

oo 

LogM(t) = £(- iy+ 1 (M(«) - iy-\ 
j=0 

Writing M(t) = exp(Log M(t)) we have 

detM(i) = exp(Tr(LogM(t))) 

and hence, differentiating both sides of this equality: 

^-detM(f) = ( -f-Tr(LogM(t)) ] detM(i) . 
at \dt J 

This yields formula (7.33), because 

j t Tr(LogM(t)) = Tr (jf LogM(i) 

-*("-c«>^) 
^ ( « M - W ) 

where the last equality follows from the fact that we have Tr(AB) = Tr(BA) 
for all m x m matrices A, B. • 

Proposition 227 Letx = x(a,t) be a solution of the differential system (7.32) 
and suppose that the Jacobian determinant 
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does not vanish for (a, t) in some open subset D of the product Kn x Rt. Then 
Y satisfies the scalar differential equation 

(a,t) = Y(a,t)Tr(^-(x(a,t))Y (7.35) 

Proof. We are following Maslov-Fedoriuk [100], p.78. These authors 
give as earliest reference for Eq. (7.35) a paper of Sobolev [130]. We first note 
that by the chain rule we have the following identity between Jacobian matrices: 

d fdx(a,t)\ df dx(a,t) 
= ~SZ O H " ' * ) ) • a , .> • (7.36) dt \ d(a,t) ) dx K v ' " d{a,t) ' 

Choosing 

= dxM 
W d(a,t) 

in Lemma 226 above, we see that 

d,r, ., ,r, ., „ d (d(x(a,t))\ (dx(a,t)x~ 
,;Y(a,t) =Y(a,t)Tr 

dt at \ o(a,t) ) \ o[a,t) 

which is precisely Eq. (7.35) in view of Eq. (7.36). • 

7.3.2 The Continuity Equation for Van Vleck's Density 

We now use Proposition 227 to prove the main result of this section: 

Proposition 228 The function (x,t) i—> p(x,x';t,t') satisfies, for fixed val­
ues of x' and t', the equation 

^ + div(/w) = 0 (7.37) 

where v is the velocity vector at x of the trajectory passing through that point 
at time t, and starting from x' at time t''. Thus 

v = VpH(x,p,t) if (x,p) = ft,t'(x',p'). 

Proof. Keeping x' and t! fixed, we set p{x,t) = p(x,x';t,t'), and 
consider Hamilton's equations 

(x(t) = WpH(x(t),p(t),t) , x{t') = x' 

\p(t) = -VxH(x(t),p{t),t) , p(t')=p' 
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where p' can be varied at will. The solution x(t) of the first equation is thus 
parametrized only by p', since x' is fixed. We may thus apply Proposition 227 
with / = VPH, Q = p' and 

Y(p',t) = det 
dx(p',t) 

dx dx 
dp' dt 

l x n 1 d(P',t) 

The function Y is simply the inverse of p, calculated at (x(t), t): 

Y(p',t) l 

p(x(t),t) 

and Eq. (7.35) yields 

dt\ 

1 V l 
p(x(t),t)J p(x(t 

v - r T r ^-(VpH(x(t),p(t),t)) 

that is 

jtp{x(t),t) + p(x(t),t)Tr ^(VpH(x(t),p(t),t)) = 0. 

Now, 

Tr ^(VpH(x(t),p(t),t)) = Vx-VpH(x(t),p(t),t) 

so that Eq. (7.38) can be rewritten 

jtp{x(t),t) + p{x{t),t)Vx • VpH(x{t),p(t),t) = 0. 

On the other hand, the total derivative oft i—> p(x(t),t) is 

jtp{x{t),t) = ~(x(t),t) + VxP(x(t),t)x(t) 

= ^{x{t),t) +VxP{x(t),t) -VpH{x{t),p(t),t). 

The continuity equation (7.37) follows. • 

(7.38) 

(7.39) 

(7.40) 

Remark 229 When using (7.37) one must be careful to express the velocity 
components in terms of the position coordinates. For instance, if H is the free 
particle Hamiltonian, the continuity equation is 

dp d / px\ d 
dt dx \ m) dv\m) 
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and the density p(r, r'; t, t') = m2/(t — t')2 that we defined solves the latter only 
if we use the values 

_ x-x' _ y-y' 
Px - t _ t, , Py ~ t _ t, • 

7.4 The Short-Time Propagator 

In Section 5.2 we constructed the Green function for Schrodinger's equation for 
the free particle and found that it was given by 

/ m \ 3 / 2 / j f r - r ' ) 2 \ 
Gf(r,r';t-t')= [—— exp - m - i - '-). / v ' \2nih(t-t')J ^\h 2(t-t')J 

We would now like to extend that construction to the case of an arbitrary 
system with Maxwell Hamiltonian 

H = J2~(Pj-Aj(x,t))2 + U(x,t). 

Observing that the factor in front of the exponential in the expression of Gf is 
just (2Trih)~3/2^po, where po is the van Vleck density for the free particle, an 
educated guess is that the general Green function could be the function 

Gsh = (^m)n/2Vpe-W (7-41) 

where W is the generating function determined by H, and p the associated van 
Vleck density. We will see that this guess is right only when the Hamiltonian H 
is quadratic, but that in all cases Gsh is asymptotically close to the true Green 
function when t — t' —>• 0. We therefore adopt the following (unconventional) 
terminology: 

Definition 230 The function Gsh defined by formula (7.41) is called the short-
time propagator for Schrodinger's equation. 

The function Gsh is often called the "semi-classical propagator" in the 
physical literature. We will not use this terminology, because it is misleading: 
"semi-classical" usually refers to properties that are valid "for small h" (which 
of course has no absolute meaning), while we will discuss limiting properties of 
Gsh for small times. 
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7.4-1 Properties of the Short-Time Propagator 

Let (ft,t>) be the time-dependent flow of H. The value t' being fixed, let e > 0 
be such that fttv is a (local) free symplectomorphism for 0 < \t — t'\ < e (see 
Chapter 3, Lemma 91). As we know, the generating function W = W(x, x'; t, t') 
determined by if is a solution of the Hamilton-Jacobi equation 

dW 
— + H(x,VxW,t)=0 (7.42) 

and the associated van Vleck density 

p(x,x';t,t')=Hessx,x,(-W) (7.43) 

satisfies the continuity equation (7.37), which we will use in the following form: 

Lemma 231 The square root a = y | p | of van Vleck's density satisfies the 
equation 

— +v- Vxa+ -adivv = 0. (7-44) 

Proof. Writing the continuity equation (7.37) in the form 

dp 
— + p div v + v • Vx/o = 0 

Eq. (7.44) follows, inserting p = a2. W 

We next state and prove the main result of this section: 

Theorem 232 Let e > 0 be such that the generating function W determined 
by H exists for all t such that 0 < \t — t'\ < s. Then: (1) The short-time 
propagator Gsh has the property that 

lim Gsh(x, x';t, t') = 6{x - x'); (7.45) 

(2) The function (x, t) i—> G satisfies the equation 

QC'sh 

ih-^- = (H- Q)Gsh (7.46) 

where the function Q is given by 

Q=»ZM. (7.47) 
(m^x ~ m lj^x ' ^x ^m *^e mass matrix).) 
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Proof. For notational simplicity we give the proof in the case n — 1. 
(1) The proof for n > 1 is absolutely similar. In view of Proposition 106 
(Chapter 4) we have, for t — t' ->• 0: 

W(x, x'; t, t') = m ^ _ ^ - A(x, x'; t')(x - x') + 0(t - t') 

where A(x, x'; t') is the average of A in \x', x] at time t': 

A{x,x';t')= A(sx' + (1 - s)x,t')ds. 
Jo 

It follows that the van Vleck determinant satisfies the estimate 

m p(x,x';t,t') = —— + Q((t - t')°) 
t-t' 

when t — t'—tO, and hence, for t > t': 

(7.48) 

(7.49) 

(7.50) 

x, x>; t, t') = (J^j 12 + 0((t- t'Y'2) • (7.51) V~P( 

Combining Eq. (7.48) and Eq. (7.50), we thus have the short-time approxima­
tion 

Gsh{x,x';t,t')--

exp 

for t > t'. Now, 

lim 
t^-t'+ \ 2irin 

and hence 

, x n/2 / \ 1/2 

1 \ I m x ' 
2nih t-t' 

i m—,—^4r - A(x, x'\ t')(x - x') 
h \ 2{t-t') V ' ' A ' + o ((t-t')1/2) 

-. \ n/2 / x 1/2 

1 \ ' I m x ' 
t-t' exp 

' \ 21 im {x — x') 
~h 2(t -1') 

lim G(x, x';t,t') = exp 

that is, since (x — x')S(x — x') — 0. 

H 
A{x,x'\t'){x-x') 

= 5{x - x') 

S(x - x') 

lim Gsh(x,x';t,t') = 8(x-x'). 
t->t'-
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A similar argument shows that we have 

lim Gsh(x,x';t,t') = 5(x-x') 

as well, which ends the proof of the first part of the Theorem. (2) Setting 
a = y/\p\ as in Lemma 231, we have: 

.t8Gsh ( 1 \ " / 2 * w / 9W . fi0\ , „ r „ . 
3i \2mhJ \ dt dt J 

and similarly 

d >\^sH_( 1 \ " ' ±ff / ^ - ^ a 

hence 

+ Ua- 2ih-~— ih-Tr-^-a + %h \ + J M — . 
az aa; ax"' ox ox 

It follows that 

sh 
sh (2nih)n/2e-^w ( i h ^ - - HG 

--^L-Tf( ^ t\ ^L^L ^ d(cw) 1 ft, 
~ dt \x' dx 'J + 2mdx2 + dt + dx + 2a~dx-

Taking Hamilton-Jacobi's equation (7.42) and equation (7.44) into account 
yields 

f)Gsh / 1 \ n / 2 . fe2 Q2„ 

at \2-Kih 2m dx2 

which is Eq. (7.46). 

It follows from Theorem 232 that Gsh is the Green function of an 
integro-differential equation: 

file:///2mhJ
file:///2-Kih
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Corollary 233 For every $ ' € «S(RJ) the function 

9(x, t)= f Gsh(x, x'; t, t')V'(x') (Tx' (7.53) 

satisfies the integro- differential Cauchy problem 

ih— = (H-Q)V , $ ( . , 0 = *'(•) (7-54) 

where Q is the operator <S(K") —> £(K") defined by 

Q*(x, t) = I Q(x, x'; t, t')Gsh{x, x1; t, t')<H'(x') <Tx' (7.55) 

where Q is the function defined by Eq. (7.47). 

Proof. Differentiation under the integration sign on the right-hand-
side of the expression (7.53) leads to the equality 

«^-*-/(«^-*«-w« 
dt J \ dt 

- f 
2m J 

which is (7.54). 

7.5 The Case of Quadratic Hamiltonians 

It turns out that the short-time propagator is the exact propagator (i.e., the 
Green function for Schrodinger's equation) when the Hamiltonian is a second 
degree polynomial in the position and momentum variables. 

7.5.1 Exact Green Function 

Theorem 232 allows us to prove that the metaplectic representation yields the 
solutions to Schrodinger's equation for all quadratic Maxwell Hamiltonians. 
Suppose in fact that 

H = ] T - — fa - Aj • xf + \Kx2 + a • x (7.56) 
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(Aj = Aj(t) a time-dependent vector, K symmetric) which we write as usual 
in the short-hand form 

H= — (p-Ax)2 + lKx2 + a-x. (7.57) 
2m 2 

The corresponding quantum operator is: 

H = - - ? - (- tf iV, - Af + \KX2. (7.58) 
2m 2 

Theorem 232 implies that: 

Corollary 234 When H is of the type (7.57), the function Gsh is the Green 
function for the associated Schrodinger equation, that is: 

ih-^— = HGsh , lim Gsh = S(x - x'). (7.59) 
at t-¥t' 

Proof. The generating function W is itself a quadratic polynomial in 
the variables x;, x' (with coefficients depending on t,t'), so that the matrix 
W£xi, and hence the van Vleck density 

p = Hessx ,x , (-U0 = det( -W£ x , ) 

will depend on t and t' only. It follows that 

fc2vxV^fe^ = 0 

2m ^\p\ 

and hence Eq. (7.46) reduces to 

QQBh 

th-dT = HGsh. 

That we have limt_>.t' Gsh = 5(x — x') is true, whether H is quadratic or not, 
in view of (1) in Theorem 232. • 

7.5.2 Exact Solutions of Schrodinger's Equation 

As a consequence of Corollary 234, we get the following "recipe" for solving 
exactly Schrodinger's equation associated to a quadratic Hamiltonian, by using 
only the generating function it determines. Assume in fact that this generating 
function is 

W = \P{t, t')x2 - L(t, t')x • x' + \Q{t, t')x2 + a(t, t') • x + b(t, t') • x' 
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(see Chapter 4, Subsection 6.2.2). The van Vleck density is here 

p(x,x';t,t') = det L(t,t') 

and we define the Maslov index m(t,t') by 

m(t, t') = m(St,t>) 

where t \—> Stie is the lift to Mp(n), passing through I e Mp(n) at time t = t' 
of the path 11—> st,r • Using the results of Section 6.5 of last Chapter, we have 

( 0 if 0 < t - t' < e 
m ( t , t ' ) = < (7.60) 

\ l if - e < * - f < 0 

if W is defined for 0 < \t — t'\ < e. For arbitrary (t,f) it can be calculated by 
repeated use of the formula Eq. (6.66), which yields 

m{t, t') = m(t, t") + m(t",t') - n 

+ InertHessx< {-{W{0, x';t,t") + W(x', 0; t", t'))] 

when 0 < \t - t"\ < e and 0 < \t" - t'\ < e. 

Corollary 235 The solution $ of Schrodinger's equation 

ih— = H<i , V(x,t') = y'(x) 

is given by the formula 

*(*.*) = {^)n/2im{^'W\detL(t)\ J e ^ ^ ' ^ ' ^ ' i x ^ x ' 

where the Maslov index m(t,t') is defined by Eq. (7.60). 

Proof. It immediately follows from Corollaries 225 and 234; we leave 
it to the reader to check that the Maslov index m(t, t') indeed ensures us that 
the mapping 11—> ^(x,t) is continuous. • 

7.6 Solving Schrodinger's Equation: General Case 

We now no longer assume that H is quadratic, but that it is a general Maxwell 
Hamiltonian on R" x R™ x Kt, which we write as usual in the form 

» = &-*?+" 
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with A = A(x, t), U = U(x,t), and m the mass matrix. We consider the 
Schrodinger equation 

ih— = HV 
dt 

where the operator H is obtained from H by using the following generalized 
Schrodinger quantization rule: to every function 

n 

F(x,p,t) = Y,PiAAx>t) (7-61) 
.7 = 1 

where x = (x\,..., xn), p = (pi, ...,pn) this rule associates the partial differential 
operator F = F(x, —ihVx, t) obtained by replacing formally the coordinates pj 
by —ih(d/dxj) in the symmetrized products 

i(pj-A,-(x,t) + Aj(x,t)pj). 

This rule leads to the operator 

2 

which we write simply as: 

1 

£ - 2mj V dxj 3) 

H = 7=-{-ihVx-A)2 + U. 
2m 

7.6.1 The Short-Time Propagator and Causality 

The exact Green function is in general no longer identical with the short-
time propagator, so that we cannot expect to solve the Cauchy problem for 
Schrodinger's equation in "closed form" as we did in Corollary 234. In fact, 
the term QGsh appearing in the equation 

ifr-^- = (H- Q)Gsh (7.62) 

(cf. Theorem 232) only vanishes when 

^ " n2 d2J\p{ 

3 = 1 J 3 
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For instance, if n = 1, this conditions implies that the Van Vleck density must 
have the particular form 

p(x, x't, t') = (a(x'; t, t')x + b(x'; t, t'))2. 

Of course, there is nothing wrong per se with the equation (7.62). One 
could, for instance, argue that when Schrodinger "derived" his equation, he 
made the "right" guess only for quadratic Hamiltonians, and that the "true" 
equation for wave functions is perhaps, after all, the integro-differential equa­
tion (7.62). Moreover, since the term Q is apparently "small" (because h2 is 
"small"), the solutions of Schrodinger's equation might be "approximations" 
to those of that equation. However, if we decide to take Eq. (7.62) as the equa­
tion governing quantum mechanics, then we would at the same time have to 
renounce to causality! This is because the "evolution operator" (Utt') defined 

by 

Ut,t<y'(x)= IGsh(x,x';t,t')y'{x')drx' (7.63) 

is not in general a group; in fact we have in general: 

Ut,fUt,,t,.?Ut,t... (7.64) 

There is however a way to restore causality: suppose, for instance, that t' < t 
and consider a subdivision 

t' <h < • • • < tN-i < t 

of the interval [t',t] such that each \tj+i — tj\ is sufficiently small. The "time-
ordered products" 

nt,t.(N) = Ut,tlUtuta---UtN_l,e 

will then converge, as N -> oo, to a limit Ftit>. The family of operators (Ft)t/) 
thus defined will satisfy the group property 

Ft,vFt.,v>=Ft,t». (7-65) 

This can be easily seen, noting that we have: 

Ft,t>Ff,t" = lim Ut,t'{N) lira Uv,t»(N) 
JV->oo N-*oo 

= lim nM"(JV) 
N-*oo 

= Ft,t"-
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It turns out that if we now define 

*{x,t) = Ft,v*'(x), 

then the function ^ will moreover satisfy Schrodinger's equation 

ih—-=H^ 
dt 

with initial datum *(-,*') = * ' . 

Of course, all this has to be put on a rigorous basis. This will be done 
in the forthcoming Subsections. 

7.6.2 Statement of the Main Theorem 

We begin by stating precisely the result we are going to prove. 

Theorem 236 Let N be an integer superior or equal to one, and set At = 
(t-t')/N. The function 

N-l 

tf (*, t) = l̂irn^ J ] Ut_jAttt_{j+1)AtV'(x) (7.66) 

is a solution of Schrodinger's equation 

ih— = HV , y(x,t') = V'(x). 

Remark 237 This theorem is essential from both a mathematical and physi­
cal point of view, because it makes clear that the generating function, that is, 
ultimately, the classical flow determined by H suffices to determine the wave 
function. 

The proof of Theorem 236 will be made in several steps. We will begin 
by proving an intermediary result, Proposition 238 below, which is interesting 
by itself. It provides us with a practical algorithm for calculating the solution 
\£ which converges faster than the usual Feynman formula. Before we state 
that result, let us introduce the following notations: we set 

G = (^m)n/2 V ^ W , p = UeSsx,x,(-W). 

Here W is the short-time approximation to the generating function W deter­
mined by H (see Chapter 3, Corollary 103), that is: 

W(x, x'; t, t') = m^ ~_^ ) 2 - U(x, x',t')(t - t') 

U(x,x',t') being the average of U on [x1, x\. 



294 SCHRODINGER'S EQUATION AND THE METATRON 

Propos i t ion 238 Let Ft>t, : «S(R£) —> <S(M£) be defined by 

Fttt>*'(x)= f'G{x,x';t,t')^'(x')dnx'. (7.67) 

The solution of Schrodinger's equation is given by 

* ( i , t) = lim^ Yl Ft-jAt,t-(j+i)At^'(x). (7.68) 

The proof of Proposition 238 relies on the method of stationary phase, 
which we review below. 

7.6.3 The Formula of Stationary Phase 

We begin by recalling the formula of stationary phase which allows to calculate 
asymptotic expansions of integrals depending on a parameter (see for instance 
Leray [88], Ch. II, §1.3). Assume that $ is a real non-degenerate quadratic 
form on R£: 

®(x) = \Mx -x , M = MT , det M ^ 0 

and let $* be the dual form 

$*(p) = -±Af-1p-p 

($*(p) is just the critical value of the function x i—> $(x) + p • x). Then, for 
a € <S(R£) the integral 

/(A) = J e*Hx)a{x) dnx (A > 0) 

has the following asymptotic expansion as A —> 0 ("formula of stationary 
phase"): 

/(A) ~ (2TT2A)"/2 [Hess$p 1 / 2 [ e- i A*'( v*)a(x) | (7.69) 

where the argument of Hess $ = det M is denned by 

arg det Hess <fr = TT Inert <J> = IT Inert M (7.70) 

(Inert M: the number of negative eigenvalues of M), and 
oo 

ciA*-(v.)a(a.) = ^ H ^ i $ * (Vx)
j a(x). 

3=0 

We will use the following consequence of formula (7.69) in the proof of 
Theorem 236: 
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Lemma 239 Let f be a smooth function of (x',x). The integral 

I(x, t) = Jexp U^X~2f
)2) /(*> *') <*"*' 

has the following asymptotic expansion as t —> 0; 

l{x't]={^/^ {f{x'x)+(£v^){x'x))+° ^ (7-7i) 
with \m\ = det m, arg At = 0 if At > 0 and 7r if At < 0. 

Proof. Performing the change of variables x — x' —> x' we can rewrite 
the integral as 

I(x, t)= exp f r m — J f(x, x - a;') dnx'. 

Setting X = t and $(#') = A K ' 2 , we have 
2fi' 

Hess* = 7 r n | m | n , $*(VX) = ~ ^ - V : 2 

and the estimate (7.71) follows, applying the formula of stationary phase until 
order 2. • 

7.6.4 Two Lemmas - and the Proof 

To make the calculations more tractable we assume that H is the Hamiltonian 
of a particle in R™ moving under the action of a scalar potential U = U(x,t). 
The extension to the case where a vector potential is present is straightforward. 
We thus have, with our usual notations: 

H = t ^ + U(X,t) = ^- + U(x,t). (7.72) 

We begin by proving two preparatory Lemmas. 

Lemma 240 Let Wf and pj be the free particle generating function and the 
associated van Vleck density: 

Wf(x,x';t)=m{x~2f
)2 , pf(t) = \m\t-n. 
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There exist smooth functions ak (k = 1,2,...) of (x,x',t') such that for At = 
* - * ' - > • 0 : 

5 ~ {^ihf'2 ^f^ (* ~ *UAt + Pi
akAt2k) • (7-73) 

Proof. Since W = Wf — UAt we have 

w",x> = (Wf)lx,-U'^x,At. 

Now, (Wf)x , = -^m and hence 

Wlx, = ±-tm(lnxn-Vlx,At2) 

from which follows that 

p(x,x';t,t') = det l-^mj det ( j n x „ - Tj'xx,At2^ 

= \m\(At)-n det (lnxn - UXiX,At2) 

= Pf{x,x', At)det ( j n x n - Uxx,At2} . 

Expanding the determinant in the last equality, we find that 

n 

det (lnxn - u"x,x,At2) = 1 + J2b^t2 ilk 
'k^ 

fc=0 

where bk = bk(x,x',t'). It follows, by the binomial theorem that 

(l + J2hAtA ~ 1 + | ( g b k A t A +••• 

so we have an asymptotic expansion 

^ ~ ^ U + f>'fcAi2fej (7-74) 

with coefficients being smooth functions 61,62,... . On the other hand, e*w = 
e i ^ / e - i I 7 A t s o t h a t 

e*W- = eiwt L _ *_UAt + g tl)!Luk
AA (7.75) 
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and Eq. (7.73) follows, by taking the product of the asymptotic expansions 
(7.74) and (7.75). • 

Lemma 241 Let ^ be the exact solution of Schrodinger's equation 

associated with the Hamiltonian (7.72), and 

*(*>*) = (^)n/2 J eiW^'^y^(x,x'-,t,t')^(x')oTx'. 

We have: 

*(x , t) - *(x, t') = O (At2) . (7.76) 

Proof. Let us first give a short-time expansion of ^ (x , t'). In view of 
Taylor's formula we have 

*(x, t) = *(x, t') + ^ ( x , t')At + O (At2) 

and hence, using Schrodinger's equation to compute the partial derivative and 
using the equality \I>(x,£') = \I>'(x): 

*(*,*) - 1 ( ^ + "<*•<>) tf'(x) + O (At2). (7.77) 

The next step in the proof of the Lemma consists in estimating \I>(x, t); we will 
use for that purpose formula (7.71) in Lemma 239. In view of formula (7.73) 
in Lemma 240 we have 

*(*•*) = (^T'2 je^W^x'^^p{x,x'-t,t'W{x')dnx' 

= (^K)n'2yfp]{A{x,t) + B{x,t)) 

where A and B are the integrals 

A{x,t) = J e*w' (l - jVAt\ * ' (x ' )<fV 

B(x,t) = f e*w' I f^akAt2k J *'(x')dnx' 
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and At = t-t'. Writing 

A(x,t)= feiw^'(x')dnx'-1-^- felw'U*'tf)<ra/ 

and applying Lemma 239 to both integrals in the right-hand side, we get suc­
cessively 

[e*w'y'(x')dnx' 
(2mhAt)n/2 ( ihAt 

2m 
l + ^Vl)*'(x) + 0(At2) 

and 

f elw'U*'{x') <Px' = {27rih^n/2U(x, x, t') + O (At2) 

U{x,t') + 0(At2) 

\m 

(2TrihAt)n/2 

so that 

A(x,t) 
{2irihAt)n'2 

^ ^ l - ^ ) A t + 0(At2) * ' ( ! ) . 
2m x h 

We proceed similarly to estimate the term B(x, t); Lemma 239 yields this time 

(2-KihAt)n'2 ^ 
B(x,t) 

\m\ 
f>feAt2fc [e*wfV'dnx' 
fc=i ^ 

= o (Atni2+2\ <a\x) 

and hence, by definition of pf. 

* (M) 
1 

n / 2 

that 

9(x,t) = 

2mhJ VPl(A(x,t) + B{x,t)) 

1 + %{^+U)+0^ 

* '(!) 

*'(a;). (7.78) 

Comparing the expressions (7.77) and (7.78) yields Eq. (7.76). 
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Let us now prove Proposition 238. We denote by (Ftt?) the evolution 
group determined by Schrodinger's equation. Thus, Ft,t' is the operator which 
to the wave function at time t' associates the wave function at time t: 

*i, t , : ¥ ( - , 0 — • * ( • > * ) • 

In view of Eq. (7.76), we have, since (F^?)-1 — Ft',t-

Ft,? = Ft,? + O (At2) = Ft,?(l + F?,t(0 (At2))) 

that is 

Ft,?=Ft,?(l + 0(A2)). 

We now set, for N > 1: 

t-t' 

Using Chapman-Kolmogorov's law Ft,?F? ,?> = Ft,?> we have 

N - l J V - l 

I I ^t-jAt.t-O'+lJAt = 1 1 ^t-jAt,t-(j+l)At(l + 0 (At2)) 
i=o j=o 

J V - l 

= n Ft-iAt,t-u+D±t+N° (Af2) • 
J=0 

Since 

NO (At2) = Arc, ( ( V ) 2 ) = (t - t ' )0 ( ^ # ) = O (At) 

it follows that 
J V - l 

I I -Ft-jAt,t-(.7 + l)At = -F^t' + O(At) 
3=0 

and hence 

J V - l 

jvl^o I I Ft-jAt,t-(j+l)At = Ft,t' 
°° 3=0 

which proves Proposition 238. 



300 SCHRODINGER'S EQUATION AND THE METATRON 

Theorem 236 readily follows from this result: in view of the estimates 

W = W + 0(At2) , p = p + 0(At2) 

(the second immediately following from the first), we have 

Ut,t>*'&) = F M ' * V ) + O (At2) . 

By the same argument as above, we thus have 

i V - l J V - l 

j f e I I ut-jAt,t-u+i)At = Jim^ Y[ Ft_jAt>t_{j+1}At 
3=0 j=0 

and hence 

N-l 

Jim I I Ut_jAtt_rj+i\At = Ftf 
3=0 

which is Eq. (7.66); the proof of Theorem 236 is thus complete. 

Remark 242 It would be interesting to compare the speed of convergence of the 
algorithm defined by Feynman's formula (1-42) with that of (7.68). Since the 
"propagator" G is a better approximation (for small times) to the true Green 

function G than the one appearing in Feynman's formula, it seems plausible 
that (7.68) leads to a higher accuracy for the same number N of steps. 

7.7 Metatrons and the Implicate Order 

Recall from Chapter 1, Subsection 1.8.1, that in Bohmian mechanics the wave-
function \I> can be viewed as a sort of "guiding field" determining a "quantum 
motion" described by the system of first order differential equations 

f* = A i m ^ £ . (7.79) 

More generally, the quantum motion of N particles with masses m\,...,mM 
and position vectors ri,..., rjv is governed by the equations 

which we can rewrite in compact form as 

i' = ̂ f (7.80) 
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where m is the mass matrix. As was shown in Subsection 1.8.2 of Chapter 1, 
these equations are equivalent to the Hamilton equations 

i * = VP(JJ + Q*) , p* = -VX(H + Q*) (7.81) 

where Q* is the quantum potential 

g. * 3 j ^ * >„-.v..V.,/|5I. 
2m , / * 2 . / ^ r 

(This was actually the original form proposed by Bohm [18, 19].) 
Notice that since the wave function \t in general depends on all the 

variables x = (ri,...,rjv), Eqs. (7.80)-(7.81) will be systems of coupled differ­
ential equations. Since a particle in n = 3iV dimensional space is the same as 
N particles in ordinary physical space, a metatron is an essentially non-local 
entity. 

Since the equations (7.79)-(7.80) depend on the wave function, and the 
latter is ultimately "produced" by the metaplectic representation, we propose 
to call the entity whose motion is governed by these equations a metatron. 

We will, in this section, address a rather difficult question, which poses 
severe interpretational and epistemological problems, and which is best under­
stood using Bohm and Hiley's notion of "implicate order", which we briefly 
discuss below. That question is: 

What is a recorded metatron's phase space trajectory like ? 

We will see that the answer is: it is a perfectly classical trajectory! Is 
this to say that Bohmian trajectories are therefore not "real", that they are 
"surrealistic", as claimed by Englert et al. in [41]? No, not necessarily, because 
there is a distinction between what is, and what is observed by a physical 
measurement. The two-slit experiment is a text-book illustration: even if we 
cannot observe through which slit the particle went, it has followed a well-
defined trajectory, which we can retrodict once the electron has provoked a 
scintillation on the screen behind the two slits. 

7.7.1 Unfolding and Implicate Order 

We begin by shortly discussing the "implicate order" and "enfolding-unfolding 
process" of Bohm (Bohm and Hiley [20], Hiley [74]). The easiest way to ex­
plain this idea is to use Bohm famous metaphor (which he reputedly thought 
about after having watched a popular science television program). Consider 
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the following contraption: a hollow outer cylinder containing a concentric inner 
cylinder; between both cylinders one pours glycerine (which has high viscosity 
and therefore prevents diffusion). One then introduces a droplet of ink, or any 
other dye, at some suitable point. If the inner cylinder is slowly rotated, the ink 
droplet disappears after a while. There is, of course, nothing remarkable about 
that. However, if the inner cylinder is rotated in the opposite direction, the ink 
droplet re-appears! In the spirit of the implicate order, even if we couldn't see 
it, the droplet was "enfolded" in the glycerine, and was made manifest again 
by rotating the cylinder in the opposite direction. 

Bohm's metaphor is intended to bring out the fact that if the basic 
process was activity, then the "track" left in, say, a bubble chamber could be 
explained by a similar enfolding-unfolding process. Thus, to quote Hiley [74], 
rather than seeing the track as the continuous movement of a material particle, 
it can be regarded as the continuity of a "quasi-stable form" evolving within 
the unfolding process. As we will see, this is exactly what happens when we 
observe the recorded phase space trajectory of a particle, because that track 
can be viewed as an "unfolding", in fact a visible trace left by something much 
more fundamental than a material particle - a metatron. 

7.7.2 Prediction and Retrodiction 

Equations (7.81) reduce to the classical Hamilton equations 

x = VpH , p=-VxH 

when VxQ* = 0, that is, when the quantum potential is constant. (See Hol­
land, [77] (especially §6.1-6.3) for examples.) However, even in this case, we 
must not forget that a human observer cannot, in principle, use these Hamil­
ton equations to predict the metatron's motion, because any prediction would 
require the datum of simultaneous initial conditions for both position and mo­
mentum, in contradiction with the uncertainty principle. (We are talking here 
about a real physical situation, involving a measurement apparatus, not about 
the platonic mathematical situation where we are, of course, free to assign any 
value that we like to the variables x and p.) This can actually also be seen with­
out invoking Heisenberg's inequalities, by returning to the equations of motion. 
Let us begin by discussing in some detail the case where there is no external 
potential. (Classically, it is thus the free particle problem.) The equation of 
motion is here the first order system 

.* & T V rtf 
r = — Im —;— 

m * 
and at first sight all we need to solve is the datum of an initial position at 
some time t. However, this "obvious" guess is in general wrong. Suppose, for 
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instance, that we have "localized" the metatron with infinite precision at a 
point with coordinates r', at some time t'. We may thus assume that the wave 
function is, for t > t', the solution of Schrodinger's equation 

~dt ~ 2m ^ = - £ ^ V r * . * ( r , t ' ) = <Kr - r ' ) . 

That solution is the Green function \f(r , t ) = Gj(x,x';t,t') for fixed r ' and t', 
that is 

/ m \ 3 / 2 

^'^U^-toJ exp i (r - r ' ) 2 

-m-
3/2 

h 2(i -1 ' ) 

so that the equation of quantum motion (7.79) is here 

(7.82) 

• * 
r = 

r" — r 
t-t' 

One immediately sees that it is meaningless to impose an initial condition at 
time t' for that equation. The general solution is namely 

r * = v ' ( t - i ' ) + r-' 

where v' is any constant vector and the corresponding trajectories can therefore 
be any straight line through the point r'. This is of course very much in 
conformity with Heisenberg's uncertainty principle: since we have Ar = 0 
(the particle is sharply located), A p (and hence p) is undetermined, so that 
the momentum vector can have arbitrary magnitude and direction. (See the 
discussion, and the examples, in Holland [77], §8.4 and 8.6-8.8.) 

If we cannot predict the metatron's motion, we can however retrodict 
it if we have performed two position measurements at different times. In fact, 
its trajectory will then be unambiguously determined if we can find, by a new 
sharp position measurement at any other time to ^ *', because in this case the 
Cauchy problem 

r*(t0) = r0 

ro 
v0 

has the unique solution 

* r 

f * r 

t -

= v 0 ( t - t 

- r ' 
-f ' 

') + r' 
t 0 - t ' 

This shows that if we know the position of the metatron at two distinct times t' 
and to, we can retrodict its trajectory. We will actually find that the metatron 
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has followed the classical trajectory from the initial to the final point. (This 
is essentially Schrodinger's "firefly argument" described in Subsection 1.6.1 of 
Chapter 1.) One should however note that we cannot use this information to 
predict its trajectory after time to, because we would then be led back to the 
same problem as in the beginning of the discussion. Suppose in fact that we 
make a new position measurement at some time t\ > to, and that we find that 
the new position vector of the particle is r i . The velocity from (ro,2o) to (ri,*i) 
is thus Vi = (ri — ro)/(*i — to). However, there is no reason for the vectors vo 
and vi to be equal: they can have different magnitudes, or different directions, 
or both. Repeating this argument, we will eventually obtain a sequence of 
broken lines, in fact a sort of "Brownian motion" pattern, very different from 
an expected classical path, each "jump" corresponding to an unpredictable 
change of the velocity vector due to the act of observation. 

This discussion suggests that we look at the problem from a slightly 
different point of view. Instead of trying to predict the metatron's trajectory, 
we rather assume that we have been able, by some direct or indirect method, 
to plot its trajectory in a past time interval [t',i\. That is, we assume that the 
metatron has left an intelligible, "explicate" trace. Such a possibility is not 
ruled out by Heisenberg's uncertainty principle. In fact, the possibility of per­
forming simultaneous arbitrarily sharp position and momentum measurements 
which refer to the past was recognized by Heisenberg himself: 

/ / the velocity of the electron is at first known and the position 
then exactly measured, the position for times previous to the mea­
surement may be calculated... [but] it can never be used as an initial 
condition in any calculation of the future progress of the electron and 
thus cannot be subjected to experimental verification. (Heisenberg 
[72]) 

Before we proceed further, let us make a mathematical interlude. 

7.7.3 The Lie- Trotter Formula for Flows 

We now state a well-known approximation result in the theory of dynamical 
systems, the "Lie-Trotter formula for flows" (see Appendix B for a proof). It 
will allow us, en passant, to give a tractable method for solving Hamilton's 
equations of motion in the classical case. 

Proposition 243 (Lie-Trotter formula) Let (ft) be the flow of a vector 
field X defined on some open subset ofRm. Let (kt) be a family of func­
tions U —> Rm defined near t = 0 and such that the dependence of kt(u) on 
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(u,t) is Cl. If we have 

/*(«o) = *t(«o) + o(t) for t->0 (7.83) 

then the sequence of iterates (kt/N)N(uo) converges, as N —> oo, to /t(tto)' 

/t(uo) = Jim (kt/N)N(u0). (7.84) 
j V - > 0 0 

Definition 244 A family of mappings (kt) satisfying the conditions above is 
an algorithm for the flow (ft). 

Here is an elementary application of Proposition 243: 

Example 245 Lie's formula. Let A and B be two square matrices, of the 
same dimension m. Due to the non-commutativity of matrix product, we have 
eAeB ^ eA+B in general. However, Sophus Lie (b.18^2) proved in 1875 that 

eA+B= lim (eA'NeB'N\N . (7.85) 

While elementary proofs of this classical formula abound, they are all rather 
lengthy. However, if we take X = A + B in Proposition 243, then ft — et^A+B^1 

is the flow of X, and an algorithm is kt — etAetB. Hence 

et(A+B)= U m (etA,NetB,N\N 

JV->oo \ / 

and Lie's formula (7.85) follows, setting t = 1. 

Let us now apply Proposition 243 to Hamiltonian systems. We begin 
with the time-independent case. That is, we assume that 

H=^ + U(X) (7.86) 

where U only depends on the positions. 

Corollary 246 Assume that the potential U in the Hamiltonian (7.86) is twice 
continuously differentiable. An algorithm for the flow (ft) of XH is given by 

That is, 

ft{z) = lim (kt/N)N(z) (7.88) 
JV—/OO 

at every point z of phase space where ft is defined. 
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Proof. Let x = x(t) and p = p(t) be the solutions of Hamilton's 
equations 

x = VPH , p = -VXH 

with initial conditions x(0) = x0 and p(0) = p0. Performing first order Taylor 
expansions at t = 0 of the position and momentum we get 

j x = x0 + x(0)t + 0(t2) 

\p = p0+p(0)t + O(t2). 

Since x(0) — po/m and p(0) = —VxU(x0) this system can be written as: 

x = x0 + — t + Oft2) 
m 

P = p0-VxU(x0)t + O(t2) 

and hence kt(xo,Po) = ft(xo,Po) +0(t2). The conclusion now follows from the 
Lie-Trotter formula since kt(xo,po) depends in a C 1 fashion on (xo,Po,t). • 

Proposition 243 cannot be directly applied if if is a time-dependent 
Hamiltonian 

H = ^ + U(x,t) 

because XH = (Vp i / , —VXH) then it no longer is a true vector field, because 
it depends on t. However, this difficulty is easily overcome if one uses instead 
of XH the suspended vector field 

XH = (VPH, -VXH, 1) 

defined in Chapter 2, Subsection 2.2.4. Recall that XH is a "true" vector field 
on the extended phase space R2n+1 = K™ x R™ x Rt; we may thus apply the 
Lie-Trotter formula to its flow. This yields the following extension of Corollary 
246: 

Corollary 247 Let (ft,f) be the time-dependent flow determined by the Hamil­
tonian H. Consider, for every integer N > 1, a subdivision to = t' < t\ < • • • < 
<AT = t of the interval [t',t] such that tj+\ — tj = At = (t — t')/N. Then, if the 
potential U is twice continuously differentiable, we have 

fttt> = lim {kt,t-Ath-At,t-2At • • • kt'+At,t') (7-89) 
JV->oo 
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where the algorithm (kt,t<) is given by 

'•<"(:;Ho T ) P ) + ( - w V o ) - (7-9o) 
Proof. Let (/ t) be the flow of XH; we have (see Eq. (2.62) in Subsec­

tion 2.2.4): 

(ft+t,,t,(x',p'),t>)= ft(x',p',t') 

and hence it suffices to show that the mappings kt defined by 

~kt{x',p',t') = (kt+t,,t,{x',p'),t') 

form an algorithm for the suspended flow (/(). By exactly the same argument 
as in the proof of Corollary 246 we have kt,? — ft,t> = o(t — t') and hence 

(kt - ft)(x',p',t') = (kt+?,? - ft+?,?)((x',p'),0) = o(t) 

which is precisely condition (7.83) in Proposition 243, replacing ft by ft and 
kt by kt. The corollary follows. • 

7.74 The "Unfolded" Metatron 

We now set sail to prove our claim that a recorded metatron trajectory must 
be a classical trajectory. Although everything can be extended to the case of 
a general Maxwell Hamiltonian, we assume, for simplicity, that 

H=£-+U(x,t). (7.91) 
2m 

Recall that we are considering the following situation: we have been able, 
by retrodiction, to determine the phase space trajectory t i->- (x(t),p(t)) of 
the metatron in some time interval [t',t]. Our claim is that this trajectory 
must then be the classical trajectory determined by the Hamilton equations of 
motion associated with the classical Hamilton function H. We begin by finding 
asymptotic equations for the quantum motion in short time intervals: 

Lemma 248 The equation of quantum motion for a particle located at x' at 
time t' has the asymptotic form 

± = T r y - hiVxU{x''t>){t ~t,] + °{{t ~t>)2) (7-92) 

for small values oft — t'. 
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Proof. Let G = G(x,x';t,t') be the Green function for Schrodinger's 
equation: 

BC fi2 

ih~dt=~2^VlG + UG ' G(t = t')=6(x-x>). 

The quantum motion in the time interval [t', t] is determined by the equation 

± = 7v T-—xrn-lVxG{x,x']t,t') 
&(x,x';t,t') 

which we find convenient to write, with the usual abuse of notation 

h VxG(x,x';t,t') 
m G(x,x';t,t') 

Writing G in polar form y/pe^, it follows from the calculations of the previous 
sections that we have 

$(x, x'\ t, t') = Wf{x, x',t-t')- U{x, x', t'){t - t') + 0({t - t'f) 

and that 

^~^pj(i + o((t-t'f)) 

where U is the average of the potential (at time t') between x' and x, and 

(|m| = detm) are, respectively, the free-particle generating function, and the 
corresponding van Vleck density. We thus have 

+ 0((t-t'f) 

and hence, since pf does not depend on x, x': 

It follows that we have, for t' <t <t: 

x = ^ L - I VxU(x, x', t')(t - t') + 0((t - t'f) (7.93) 
t — t m 

G pfexp (Wf-U(t-t')) 
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where — V x = m - 1 V x . Since the velocity, at time t' is p'/m = m 1p', and the 
position is x', the equation of motion has the asymptotic solution 

x = x' + ?-{t-t') + 0((t-t')2) (7.94) 
m 

in the interval [t',t]. This observation allows us to simplify (7.93): noting that 
in view of (7.94) we have 

VxU{x,x',t') = VxU(x',x',t') + 0(x - x') 

= VxU(x',x',t') + 0(t-t') 

we can rewrite (7.93) as 

± = x-f4r - -v*u{x>, x', t')(t -1') + o((t - t'f). 

t — V m 

Since by definition 

U{x,x',t')= J U(sx+(l-s)x',t')ds 
Jo 

we have 

yxU(x,x',t')= / sVxU{sx + (l-s)x',t')ds 
Jo 

and hence, setting x = x': 

- f1 1 
SIxU(x',x',t')= I sVxU(x',t')ds=-VxU(x',t'). 

Jo 2 

It follows that (7.93) can be written 

± = T^F ~ hVxU{x''t,){t ~ * , )+°{{ t ~t,)2) 

which is precisely Eq. (7.92). • 

We are now able to state and prove the main result of this section. 
Let (/*t,) be the time-dependent flow determined by the Hamiltonian function 
if* = H + Q* where Q* is Bohm's quantum potential associated to Green's 
function. It turns out that (/t*t/) is an algorithm for the classical flow: 
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Theorem 249 (Unfolding Theorem) (1) Set (x*,p*) = f*t,(x',p'). For 
small t — t' we have the following asymptotic expressions for x* and p * : 

x* =x>+P^(t-t') + 0((t-t')2) 
m u ' ' (7.95) 

p * = j / - VxU{x', t'){t - t') + 0((t - t')2). 

(2) The phase space mappings /t*t, form an algorithm for the Hamiltonian flow 
(ft,f) determined by the Hamiltonian H: 

ft,t> = J>limo ( /**_At/ t -AM-2At • • • f?+At,t>) ( 7 - 9 6 ) 

for At=(t- f)/N. 

Proof. (1) The first formula (7.95) is just Eq. (7.94) in the proof 
of Lemma 248. Let us prove that the second formula (7.95) holds as well. 
Differentiating both sides of Eq. (7.92) with respect to t, we get 

X~X' +T^'^-VxU(x',t') + 0(t-t') 
{t-t')2 t-t' 2m 

= --VxU(x',t') + 0(t-t') 
m 

that is, since p = m i : 

p=-VxU{x',t') + 0(t-t'). 

Integrating from t' to t the second formula (7.95) follows. (2) The phase space 
mappings kt,t> defined by 

fcM'UJ = V0 ^ ){p') + {-VxU(x',t')(t-t')) 

form an algorithm for the / t*, in view of (7.95). However, they also form 
an algorithm for the classical flow (ft,t') (see Corollary 247); formula (7.96) 
follows. Hence {fft>) is an algorithm for the classical flow {ft,t')- • 

The Unfolding Theorem justifies our claim that a sharp phase space 
track left by a metatron must be a classical particle trajectory: choose points 
XQ, X\,..., XN on this track, at times to = t' < t\ < • • • < t^ = t equally 
spaced (this is, however, not an essential requirement, it suffices in fact that 
tj+l - tj = 0((t - t')/N)). Set now 

* * " l' M = tj+i - tj - —— 
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and denote by po, Pi,—, PN the momenta at the points (xo,to),--, (xjv,ijv): 

pj = mx(tj) (0 < j < N). 

To each point (xj,pj) is associated a "particle source" 5(x — Xj) at time tj, 
whose evolution in each interval [£j,ij+i] is guided by the field 

\P,(x, i) = Gj(x,t) = G(x,Xj-,t,tj). 

Since the initial momentum pj at time tj is known, the first part of the Un­
folding Theorem applies, and the motion is given by (7.95) in each interval 
[tj,tj+i]. In the limit N ->• oo the trajectory from (x',p') to (x,p) is the 
classical trajectory in view of the second part of the theorem. 

7.7.5 The Generalized Metaplectic Representation 

Recall from last Chapter that the metaplectic representation of the symplectic 
group Sp(n) associates to every symplectic matrix exactly two operators ±S in 
Mp{n). This reflects the fact that the metaplectic group is a double covering of 
the symplectic group. In fact, we constructed the metaplectic group in a rather 
abstract way, starting from "quadratic Fourier transforms" Sw,m associated 
to the generating functions of free symplectic matrices; once this group of 
operators was identified, we defined a projection II : Mp(n) —» Sp(n) (or Tlh : 
Mph(n) —» Sp(n)) by associating to each quadratic Fourier Sw,m transform the 
corresponding free symplectic matrix sw- The point with these constructions 
was that, by a classical theorem from the theory of covering spaces, we were 
able to associate, in a canonical way, to every one-parameter group (st) of 
Sp(n) a unique one parameter subgroup (St) of Mph(n), and we proved that 
the function ty(x,t) = Sttpo(x) then automatically satisfies the Schrodinger 
equation 

ih^ = HV , tf(i = 0 ) = V o 

associated with the quadratic Hamiltonian whose flow is (st). One can of course 
reverse the argument, and show that if ^ is a solution of the equation above, 
then the family (St) of unitary operators such that $(x,t) = Stil>o(x) belongs 
to Mp{n), and project (St) "down to S'p(n)" thus recovering the classical flow 
(st). 

We now shortly address the question whether this correspondence can 
be extended to the case of arbitrary (non-quadratic) Hamiltonians. That is: 

Can we, by inspection of the quantum evolution group (Ft) (or, 
more generally, (Fttf)), recover the classical motion, that is the 
Hamiltonian flow (ft,t')? 
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The answer to that question is "yes". This is because the knowledge of 
(Ft,t>) determines the Green function, and hence the quantum motion in view 
of the Unfolding Theorem; in fact the formulas (7.95) 

Jt,t': \ m 

[p = p'- VxU(x',t')(t - t') + 0((t - t')2); 

allow us to reconstruct the classical flow using the Lie Trotter formula (7.96). 
Summarizing, we can thus associate to (Ft,v) the family (ft,r) of symplecto­
morphisms determined by the Hamilton equations. 

We will call that procedure the generalized metaplectic representation. 

Recall from Subsection 6.9.2 that we defined the group Ham(n) of 
Hamiltonian symplectomorphisms as the subgroup of the group Symp(n) of all 
symplectomorphisms: a symplectomorphism / is in Ham{n) if it is the time-one 
map of a Hamiltonian flow. That is, / € Ham(n) if there exists a Hamiltonian 
function (not necessarily of Maxwell type) such that / = f\ if (ft)(= (/t,o)) 
is the flow determined by H. This discussion shows the following: even if we 
have not constructed a metaplectic representation of Ham(n), encompassing 
the standard representation of Sp(n) by Mp(n), we can easily establish a two-
to-one correspondence 

f<-^±F 

between a subset of Ham(n) and a subset of the group of all unitary operators 
acting on functions on R£: suppose that / is the time-one map of a Hamiltonian 
flow (ft) determined by a Maxwell Hamiltonian, and associate to that flow (ft) 
the unitary group (Ft) such that $ = Ftipo solves the Schrodinger equation 
with Cauchy datum ipo. It suffices then to take F = Fi. 

We do not know whether it is possible to push this sketchy construction 
any further, and to construct a full "metaplectic representation" of Symp(n) 
(or of Ham(n)), in the same way we constructed the metaplectic representation 
of Sp(n). The question of determining the first homotopy group of Ham(n) or 
Symp(n) is a difficult problem, belonging to the area of symplectic topology, 
and related to the so-called Arnol'd conjecture for the "flux homomorphism" 
(see [94], especially Chapter 10, for a review of these questions). We however 
conjecture that an abstract double covering group of Ham(n) might be con­
structed by using the theory of the Maslov index sketched in Chapter 5. In 
fact, we have shown (see [52, 54, 56]) that such a construction is possible for 
the double covering Sp2(n) of the symplectic group. The method can perhaps 
be extended to encompass the non-linear case. 
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7.8 Phase Space and Schrodinger's Equation 

One of the recurring themes of this book has been that Newtonian mechanics 
is described by Hamilton's equations 

x = VpH , p=-VxH 

while the hallmark of quantum mechanics is Schrodinger's equation 

ih— = HV. 
dt 

There is an obvious formal dissymmetry between these equations: Hamilton's 
equations involve explicitly phase space variables, and time, while Schrodinger's 
equation only contains configuration space variables, and time. Nevertheless, 
as we have pointed out several times before, the solutions of these fundamen­
tal equations can be expressed using "realizations" of a same abstract one-
parameter group. Why do we then have such an apparent dissymmetry between 
Hamilton's and Schrodinger's equations? It turns out that even if Hamilton's 
equations place the x and p variables on an equal footing, the way we physically 
derived these equations explicitly made use of the x representation in the form 
of Newton's second law. The momentum variable p was actually introduced as 
a mathematical commodity, just because we wanted to reduce Newton's second 
law to a system of first order differential equations, to which we could apply the 
powerful techniques of symplectic geometry. By doing this, we had to define a 
function, the Hamiltonian, which is in the simplest case 

H=£- + U(x,t) 
2m 

and thus is of a very particular mathematical type: while the potential U can 
be an arbitrary function, the momentum appears as a quadratic form, whose 
matrix is the inverse of the mass matrix m. One can say that our tradition 
of privileging space-time already breaks the symmetry in the "physical" phase 
space; even if Hamilton's equations associated to a Maxwell Hamiltonian 

H = Y,-£r.bi- A^x> *))2 + u(x> *) 2m, 

put the position and momentum variables on equal footing, they are describ­
ing, although in disguise, physics in "x-representation". To access quantum 
mechanics, we lifted the flow determined by that particular Hamiltonian that 
to the (generalized) metaplectic group. It is thus not too intriguing that we ob­
tain, at the "output" an equation privileging space-time, because we precisely 
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expressed Newton's second law in terms of space-time!- From the very begin­
ning our view of Nature was in a sense biased: we were using an "explicate 
order" corresponding to our everyday sensations and view of the world, which 
privileges physical space and time, not momentum space and time. Space-time 
is indeed the most immediate contact we have with our World; it is the ob­
vious order for us, human beings: velocity is only perceived as a secondary 
manifestation, in the form of changes of position with time (it is for this rea­
son that cameras taking momentum space snapshots seem not to be widely 
commercialized...). 

Before we pursue this analysis further, let us shortly discuss the mean­
ing of phase space in quantum mechanics. 

7.8.1 Phase Space and Quantum Mechanics 

According to popular belief, there is no place for phase space in the quantum 
world*. The arguments that are usually presented to sustain this belief are 
however rather specious, to say the least. For instance, one invokes Heisenberg's 
uncertainty principle as "proof" of the fact that it is meaningless to talk about 
points in phase space in quantum mechanics. While it is true that Heisenberg's 
inequalities 

ApxAx >\h, ApyAy > \h , ApzAz > \h (7.97) 

indicate that one cannot measure simultaneously with infinite precision both 
the position and the momentum of a particle, these relations are not, however, 
a prima facie reason for rejecting the idea of the platonic or, if you prefer, im­
plicate existence of a quantum mechanical phase space. (The possible existence 
of phase space manifestations in quantum mechanics was already discussed in 
connection with the retrodicted metatron trajectory in Section 7.7.) There are 
other good reasons for which the uncertainty principle is not sufficient for re­
jecting phase space manifestations. One of these reasons is that if we did, then 
we would also be led to question the existence of phase space in classical me­
chanics, because of the symplectic camel principle which implies an uncertainty 
principle in classical mechanics (see Chapter 3)! Another common argument 
used to deny the existence of a quantum-mechanical phase space is the claim 
that it is impossible to define a joint probability density for the positions and 
momenta. However, this claim is specious, and mathematically false: it is 
just an illegitimate induction from one particular "no-go" example, the Wigner 
quasi-distribution, which can take negative values (see Hudson [78], Folland 

*Dirac [31] maintained already in 1930 that "there is no quantum mechanics in phase 
space". 
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[44]). The notion of joint probability density actually does make perfect sense 
in quantum mechanics: Cohen proved in [26] that if ^ is a normalized wave 
function and <fr its Fourier transform, then one can construct infinitely many 
phase space densities whose marginal probabilities are |\I>|2 and | $ | 2 . Here is 
Cohen's construction (we assume that n = 1 for simplicity). Let ^ — ^(x,t) 
be any complex function of position and time, and choose an arbitrary function 
g of (u, v) G R2 such that g < 1 and 

/

+oo /-+oo 

g(u,v)du = / g(u,v)dv = 0. 
-oo J—oo 

Define now 

f{x,p,t) = \V(x,tMp,t)\2(l - g(u(x,t),v(p,t))) 

where we have set 

u(x,t)= r \y(x',t)\
2dx', v(P,t)= r \$(p',t)\2dP'. 

J— oo J—oo 

The function / is a probability density: clearly f(x,p,t) > 0, and we have 

/

+oo 
f(x,p,t)dpdx — 1 

-oo 
as is easily seen by using the change of variables 

du = \<$(x,t)\2dx , dv = \$(p,t)\2dp. 

A straightforward calculation moreover shows that the marginal laws are asso­
ciated to the densities 

+ 00 

f(x,p,t)dp=\y(x,t)\2 

oo 
+oo 

f(x,p,t)dx=\$(p,t)f 

confirming our claim. 

We finally mention that recent work of Hiley and his collaborators 
seems to lead to a very promising approach to the question of quantum me­
chanical phase space by using the notion of "shadow phase space", which is 
physically most easily understood in terms of the Bohmian implicate order. 
Mathematically, the theory consists in rewriting Bohm's equations of motion 
in operator form. We refer to Brown and Hiley [23] for a detailed description 
of this theory, which seems very promising. 
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7.8.2 Mixed Representations in Quantum Mechanics 

The question that we address is whether it is possible, or if it even makes 
sense, to express Newton's second law in an alternative way, leading to another 
type of (equivalent) Hamilton's equations, whose flow could then be "realized" 
as some group of operators satisfying another type of Schrodinger's equation 
involving this time the p variable (and time). The answer is that, yes, all this 
is possible, and moreover mathematically very straightforward! 

In this, and the previous Chapter, we have been resolutely adopting 
the "^-representation" formalism: 

(1) We have described the metaplectic group Mp(n) by using a par­
ticular choice of generating functions W = W(x,x') defined on (twice) the 
configuration space. This allowed us to define the quadratic Fourier transforms 
Sw,m that generate Mp(n); 

(2) We used that "^-representation" of the metaplectic group to derive 
Schrodinger's equation, which is a partial differential equation involving solely 
the space and time variables x and t, and not the momentum variable p. 

There is however nothing particularly compelling with that choice, 
which was finally suggested (or rather dictated) to us by the fact that Newton's 
second law is most easily expressed in terms of our everyday space-time vari­
ables. This formulation of classical mechanics is only one "explicate order" in 
which Newton's second law can be stated: Newtonian mechanics, in its Hamil-
tonian formulation, is covariant under symplectic transformations. Mathemat­
ically speaking, there is thus no "preferred frame": we are free to express the 
laws of mechanics in any coordinate system deduced from the usual x,p frame 
by a symplectomorphism (more precisely, it doesn't matter which "symplectic 
basis" we use to calculate coordinates). Transforming Hamilton's equations 
using symplectic changes of variables amounts to express Newton's second law 
(and the Maxwell principle) in other representations, and the obtained flows 
are all conjugate groups. 

Recall (Chapter 1, Subsection 1.1.2) that we had written Newton's 
second law in the form x=v, p = F where F is a "force field" and the momentum 
p a fundamental quantity which is conserved under some interactions (we are 
working here in general dimension n). Making the assumption that there exists 
a potential function U such that F = —VXU, Newton's second law becomes 

£=— , p=-VxU (7.98) 
m 

and these equations are precisely Hamilton's equations for the function 



Phase Space and Schrodinger's Equation 317 

Let us now make the simple change of variables (x*,p*) = J(x,p), that is 

p* = —x , x* = p 

and define a function U* oip* by U*(p) = U(x). Equations (7.98) are in these 
variables 

p* = -— , x*=Vp*U* (7.99) 
m 

and they are also Hamilton equations, not for H however, but for the new 
Hamiltonian function 

H* = ^-x*2 + U*(p). (7.100) 
2m 

One immediately checks that the flow (ft) determined by H* is related to the 
flow (ft) determined by H by the formula /t* = J ft J - 1 , so that (ft) and (ft) 
are just two conjugate groups of symplectomorphisms. Let us now denote by 
(Ft) the group of unitary operators obtained by lifting (ft) to the metaplectic 
representation, and by (Ft*) that obtained by lifting (ft)- We ask: what is the 
relation between these two groups? The answer is that we have FJ* = FFtF~l 

where F is the (quantum) Fourier transform. 
Let us check this on the free particle in one dimension. The flows (st) 

and (si) of the Hamiltonians H = p2/2m and H* = x2/2m consist of the 
symplectic matrices 

The lift (St) of (st) to Mp(n), is defined by V(x,t) = Stipo(x) where 

with W = m(x — x')2/2t; the function * is, as we know, the solution of 
Schrodinger's equation 

. t a * h2 a2* 
thlH = - 2 ^ ft?" (7-101) 

If we instead lift the conjugate flow (s£) to Mp(n), we obtain a group (5*) 
acting this time on functions of p. In fact, the function $ defined by $(p,t) = 
St<f)o(p) satisfies the equation 

9 $ v2 

ih— = £-$ (7.102) 
dt 2m y ' 
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which is just Schrodinger's equation in the p-representation (notice that equa­
tions (7.101) and (7.102) are deduced from one another by a Fourier transfor­
mation interchanging x and p). 

The situation above is actually quite general, and only reflects the 
properties of the group Ham(n) of Hamiltonian symplectomorphisms, briefly 
discussed in Subsection 6.9.2 of Chapter 6: Hamilton equations are transformed 
into other Hamilton equations by a symplectic change of variables. This fact 
leads to the following general property, which we state and prove only in the 
linear case: 

Proposition 250 Let H be a quadratic function of the coordinates (x,p), and 
s a symplectic matrix. Then: (1) the flows (st) and (s£) ofH andH* = Hos-1 

satisfy the relation s* = s o st o s _ 1 , and: (2) The metaplectic representations 
(St) and (5t*) of these flows are related by the formula Sf = SStS-1. 

Proof. Part (1) is just Lemma 212 in Chapter 3; part (2) follows, 
noting that the projection on Sp(n) of the group (S£) is 

n"(s;) = nft(s,)nfi(S't)n'l(S'-1) = ssts-1 

where Hh is the projection Mph(n) —> Sp(n) (see Subsection 6.4.2 of Chapter 
6 ) . . 

This result shows the following: even if Newton's law together with 
the Maxwell principle leads to Hamiltonians of the type 

H = E ^ f e - Mx,t))2 + U(x,t) 

(the "Maxwell Hamiltonians"), these Hamiltonians belong, so to say, to the "x-
representation". Proposition 250 shows that any Hamiltonian function Has-1 

where s € Sp(n) is in fact exactly as good for classical mechanics! (More 
generally, this applies to every compose H o / _ 1 , where / is an arbitrary sym-
plectomorphism.) What about Schrodinger's equation? It is no more difficult, 
using (2) in Proposition 250 to rewrite it in another representation: 

Theorem 251 Let s be a symplectic matrix and S € Mp(n) have projection 
s. (1) Ifty is a solution of Schrodinger's equation 
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then $ = S^/ is a solution of 

ih— = K$ (7.103) 

where K — S ^HS. (2) When H is quadratic, then K is just the operator 

K = H^P1 (7.104) 

obtained by applying Schrodinger's quantization rule to the quadratic Hamilto-
nian Ho s _ 1 . 

Proof. We have * = S'_ 1$ hence 

ih^- = S-1!!^ = S^HS® 
at 

which proves (1). Let us sketch the proof of (2). One first notes that if H is 
quadratic in the position and momentum variables, then so is Hos~l. Applying 
the Schrodinger quantization rule to H o s - 1 , formula (7.104) readily follows, 
using the properties of metaplectic operators. • 

Proposition 251 is a first step towards the branch of mathematics 
known as geometric quantization (see the discussion in Chapter 1, Subsection 
1.4.3). The extension of Proposition 251 to the case where H is an arbitrary 
function on phase space, and s is replaced by an arbitrary symplectomorphism, 
requires more sophisticated mathematical techniques, such as the Weyl calculus 
of pseudo-differential operators as constructed in Leray [88] (also see Dubin et 
al. [35], Folland [44], and the references therein). For instance, the quantization 
of the Hamiltonian H* of (7.100) leads to the operator 

H~* = —x*2 + U* 
2m 

where U* is an operator acting on functions in the p* variables, and defined by 

The reader interested in further developments of these questions is referred to 
[35, 66, 88, 150] and the references therein. 

The discussion of the topics above was intended to convince the reader 
that the choice of the x-representation, both in classical and quantum mechan­
ics has nothing of an absolute necessity; it is only a convenient choice, whose 
origin lies in the fact that we are culturally accustomed to privilege space-time. 
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7.8.3 Complementarity and the Implicate Order 

The physicist's answer to these questions is that this is a manifestation of 
the principle of complementarity, following which one can "see with the re­
eve" , or with "the p-eye", but not with both simultaneously. This principle is 
actually a consequence of the non-commutativity of operator products (already 
present at the level of Schrodinger's quantization rule discussed in Chapter 1). 
From the Bohmian perspective, complementarity is just a manifestation of the 
implicate order: as Hiley notes in [74], there is no room for non-commutativity 
in the classical world, and yet the classical world does contain lots of non-
commutativity, associated with activity or process (try for instance taking a cup 
from a cupboard before opening the door!). In [74] Hiley presents a very subtle 
analysis of phase space in quantum mechanics, based on Bohm's implicate order 
(see Subsection 7.7.1). To understand his argument, we begin by quoting the 
following metaphor from Hiley's paper. Suppose that we have a collection of 
spheres and cubes, with two different colors, say red and blue. We assume that 
we cannot, at this point, view these properties directly, but need an "operator" 
S to determine the shape, and an operator C to determine the color. Now, 
let us try to collect together a set of red spheres using these operators. First 
we measure the color using C, and collect the reds together in one group, 
separating them from the blues. We then take the red set and use the operator 
S to which of these red objects are spheres. We have thus collected a set of 
objects that were red according to the first measurement and spheres according 
the second measurement. We might be tempted to conclude that we now have 
a collection of red spheres. However, this is only true if the operators C and 
S commute! If SC / CS then we find, by inspection, that half of our spheres 
have changed color and are now blue! 

The point with that metaphor is that in the quantum worlds we can­
not display every property in one picture. In terms of the implicate order, 
color would be one explicate order and shape another, but at the deepest level 
the process has neither color or shape: the implicate order is, following this 
viewpoint, a structure of relationships, described by an "algebra of process" 
(Hiley [73]). This is exactly what happens in Hamiltonian mechanics, replac­
ing "shape" by "domain" and "color" by "representation": the flow (ft) is an 
abstract group, a process without domain and without representation. It is only 
when we decide to realize that group, to make it operate on something (points 
in phase space, or functions) that we are confronted to choices of "explicate 
order". 

Hiley's argument in fact not only encompasses the case of quantum 
observables, but extends to phase space properties related to the symplectic 
camel. Imagine an egg (ellipsoid) with capacity TTR2 in phase space, and a 
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symplectic cylinder with radius R (and hence also capacity irR2). We can 
squeeze the egg inside the cylinder using a symplectomorphism, and then ro­
tate the set squeezed egg+cylinder: the egg will remain inside the cylinder. If, 
however, we perform these operations in reverse order, that is, if we first rotate 
the egg and the cylinder, we might very well be unable to squeeze the rotated 
egg inside the rotated cylinder. This is because the compose of both opera­
tions is not in general a symplectomorphism, and thus does not preserve the 
capacities. In fact, as we have seen in Chapter 3 (formula (3.18) in Proposition 
50), 

Sp(n) n 0(2n, R) = U{n) 

so that there are phase space rotations which are not symplectic, and hence do 
not preserve the symplectic capacity of the egg. 

In conclusion, we can say that the Hamiltonian flow, viewed as an 
abstract group (ft) contains all the information, both classical and quantum: 
it is thus an "implicate order". One explicate order is obtained by realizing (ft) 
as a group of symplectomorphisms acting on phase space. However, when we 
realize (ft) as a subgroup of the metaplectic group Mp(n) the corresponding 
explicate orders do not live in phase space, because of the mathematical fact 
that Mp(n) consists of operators acting on Hilbert spaces of functions defined 
on a copy of R™. According to whether one writes the elements of Mp(n) in 
the ^-representation or the p-representation, that Hilbert space is L2(R") or 
£2(R") (one might of course as well consider intermediate representations, by 
mixing position and momentum variables, cf. Theorem 251). 





Appendix A 
SYMPLECTIC LINEAR ALGEBRA 

Lagrangian Planes 

A Lagrangian plane is an n-dimensional linear subspace of phase space R™ x R™ 
on which the symplectic form O is zero. Here is an interesting interpretation 
in terms of "real" and "imaginary" subspaces of phase space. We can identify 
R™ x R™ with the direct sum R™ © («Rp), in which case we write z = (x,p) as 
an element z = x + ip of C™. Defining a complex scalar product on C™ by 

(z, z')c = x • x' — p • p' + i(p • x' — p' • x) 

we see that 

Cl(z, z') = Im (z, z')c . 

A Lagrangian plane £ can thus be viewed as a "real" n-dimensional subspace 
of C™, in the sense that 

z,z' 6 £ 4=> Im (z, z')c = 0. 

If £ is a Lagrangian plane, then so is its image s£ by a symplectic 
matrix s € Sp(n). This property is an immediate consequence of the fact 
that fl(sz, sz') — £l(z,z') by definition of Sp(n). The set of all Lagrangian 
planes in R™ x R£ will be denoted by Lag(n); Lag(n) is traditionally called the 
Lagrangian Grassmannian of R™ x R™. As a manifold it is both compact and 
connected, and its fundamental group is the integer group (Z, +) . The action 

Sp(n) x Lag(n) —> Lag(n) 

is transitive: for every pair (£,£') there exists s € Sp(n) such that £ = s£'. 
Moreover Sp(n) also acts transitively on all pairs of transverse Lagrangian 
planes (two Lagrangian planes £ and £' are transverse if £ n £' = 0). 
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The Equation of a Lagrangian Plane 

Any n-dimensional subspace £ of phase space can be represented by an equation 
of the type 

Xx + Pp = 0 

where X and P are two n x n matrices such that rank(X, P) = n ((X,P) is 
viewed as an n x 2ro matrix). We now ask which additional conditions X and P 
should satisfy so that £ is a Lagrangian plane. 

Proposition 252 Let £ be an n-dimensional subspace o/M™ x M™. It can thus 
be represented by an equation : 

Xx + Pp = 0 (A.l) 

with rank(J5sT, P) = n . That equation defines a Lagrangian plane if and only if 
PXT is symmetric or, equivalently, if PTX is symmetric. 

Proof. The condition rank(X, P) = n implies that we can rearrange 
the lines and the columns of X and so that, say, rank(P) = n. We leave it 
to the reader to check that such a rearrangement corresponds to writing the 
equation Xx + Pp = 0 in a new coordinate system obtained by applying a 
symplectic transformation to the (x,p) coordinates, and it is thus sufficient to 
prove the proposition in this case. Let now (x,p), (x',p') be two points of £: 

Xx + Pp = 0 , Xx' + Pp' = 0 . 

Since rank(P) = n we have det P ^ 0 and we may thus solve these equations 
in p and p' : 

p=-P~1Xx , p' = -P-1Xx' 

so that 

Q{x,p; x',p') = P~xXx • x1 - P~lXx' • x 

= (P-'X - XT(P-1)T) x • x' . 

Now, £ is by definition a Lagrangian plane if and only if 

{p-lX-XT{P-l)T)x-x = Q 

for all x, x', that is if and only if 

p-1x = xT(p-1f 
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which is equivalent to PXT being symmetric. To show that this is the same 
thing as saying that PTX is symmetric, it suffices to note that since 

0 I 
-I 0 

is symplectic, Jt will also be a Lagrangian plane; but an equation for J is 

Px - Xp = 0 

and since J£ is Lagrangian, (—X)PT must be symmetric, and hence also XPT, 
as claimed. • 

Remark 253 The argument above has just given us a geometrical proof of the 
following property from linear algebra: let X and Y be two square matrices of 
same dimension, such that (X, Y) has maximal rank. Then XTY is symmetric 
if and only if XYT is. 

The symplectic group acts transitively on Lagrangian planes. It turns 
out that the unitary group 

U{n) = Sp(n) n 0(2n) 

also acts transitively on Lag(n). Since every u £ U(n) is of the type 

'A -B' 
U~\B A 

with ATB = BTA, ABT = BAT and AAT + BBT = I it follows that a 
Lagrangian plane can always be represented by an equation 

r PXT = XPT 

£:Xx + Pp = 0 with { 
\ XXT + PPT = I . 





Appendix B 
THE LIE-TROTTER FORMULA FOR FLOWS 

The simplest form of the "Lie-Trotter product formula" is obtained by con­
sidering exponentials of matrices. Due to the non-commutativity of matrix 
product, the naively "expected" formula exp(^4 + B) = exp(A) exp(B) does 
not hold in general. One can in fact prove the "Campbell-Hausdorff formula", 
which says that 

exp(A) exp(B) = exp ( A + ^ Mk(A, B) J 

where each term Mk(A, B) is a linear combination of A;-fold commutators of 
the matrices A and B (see Mneime and Testard [102] for explicit calculations). 
For instance, when A and B commute with [A,B], one gets the well-known 
formula 

exp(A) exp(B) = exp(A + B) exp ( | [A, B}). 

However, there is a more useful way to see things, at least from a computational 
standpoint. In fact, one can show that for large values of the integer N the 
estimate 

exp 
A + B 

N 

N 

= exp exp + o 
1 

holds. From this, we immediately get the classical formula 

lim 
JV->-oo 

exp exp(A + B) 

which was proven by Sophus Lie (6.1842) in 1875. 

B 
N 

(B.l) 
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The Lie-Trotter Formula for Vector Fields 

It turns out that formulas of the type (B.l) can easily be derived from a well-
known general result on approximations of flows associated to a vector field. We 
begin with a classical lemma from the theory of first-order differential equations: 

Lemma 254 Let X be a vector field satisfying the local Lipschitz condition 

\\X(u)-X(u')\\<a\\u-u'\\ (B.2) 

for all z, z' in an open set U. The flow (ft) of X then satisfies the estimate 

\\ft(u) - / t(u')ll < e a | t | ||« - u'H for z, z' e U. (B.3) 

Proof. From the equality 

ft(u)=u+ [ X(fs(u))ds 
Jo 

follows that h(t) = ||/t(«) — ft(u')\\ satisfies the estimate 

h(t)< ||u-u'|l + f\x(fs(u))-X(fs(u'))}dS 
Jo 

< \\z- z'|| +a h(s)ds. 
Jo 

The inequality (B.3) follows, using Gronwall's inequality for differential systems 
(as presented in any elementary treatise on differential equations). • 

Proposition 255 Let X be a vector field on some open subset U ofM.m, and 
(ft) the flow of X. Let (kt) be a family of functions kt : U —> R m defined 
for t in some open interval containing 0 such that the dependence of kt(u) on 
(u,t) is C1. Assume that for every UQ £ U we have 

M u o ) = u0 and X(u0) = —kt(u0)\t=o • (B.4) 

Then the following estimate holds 

ft(u0) = kt(u0)+o(t) for t-tO (B.5) 

and the sequence of iterates converges towards ft(uo): 

ft(u0) = lim (kt/N)N(u0). (B.6) 
N—>oo 



The Lie-Trotter Formula for Flows 329 

Proof. The proof of Proposition 255 is based on the use of telescoping 
sums. We are following here the presentation given in Abrahamei al. [1]. (See 
also Nelson [108] for more on these topics.) First, it is clear that (B.4) implies 
(B.5). In fact, by definition of (ft) we have 

•QI (ft(u0) - kt(u0)) \t=o = 0 

and hence, applying Taylor's formula at t = 0 

ft(u0) - kt(u0) = 0(t2) (B.7) 

since /o(wo) = ^o(^o) = uo- Let us now show that for UQ e U all the iterates 
are defined, and stay in U if t is chosen small enough. Setting 

Uj = (K/NY (uo) 

we note that since ko is the identity, we have 

kt(u0) =u0 + 0(t) for t -> 0. 

It follows from this estimate that if u is in some neighborhood U of uo, then 
kt(u) will also be in U if t is chosen sufficiently small. Suppose now that Uj is 
defined for 1 < j < N — 1, and that we have, for these values of j , 

Uj — UQ = 0(t). 

Writing the difference u^ — uo as the "telescoping sum" 

N 

UN — UQ = 2_, uj ~ Uj-1, 
j = l 

and noting that we have 

Uj - M j - i = kt/N(uj_i) - Uj-i = 0(t/N) 

for 1 < j < N, we get 

uN - u0 = (kt/N)N(u0) -u0 = NO(t/N) = 0(t); 

since this estimate is independent of N, it follows, by induction, that (B.7) will 
hold for all j , and that the Uj will stay in U if t is small enough. Let us finally 
prove formula (B.6). It is sufficient to show that 

ft(u0) - (kt/N)N(u0) = No(t/N) for N -»• oo 
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because No(t/N) —> 0 as N —>• oo. In view of the obvious equality 

ft(u0) - (kt/N)N(u0) = (ft/N)N(u0) - (kt/N)N(u0) 

we can write 

N 

ft(zo) ~ (kt/N)N(z0) = J2(ft/N)N-Jft/N(*j-l) - (ft/N^h/NiZj-l). 
3 = 1 

Let us estimate each term of this sum. In view of Lemma 254 there exists a > 0 
such that 

Wift/N^ft/NiZj-l) ~ (/t/jv)"-''fct/AK*i-l)|| 

<ea|t ll/t/^-O-fct/^-Oll. 

In fact (B.7) is immediately obtained by applying N — j times (B.3) to each 
term 

(ft/N)N-jft/N(zj-i) - {ft,N)N-jkt/N{Zj_,) . (B.8) 

Using (B.5) and the inequality above, we have for 1 < j < N, 

\\{ft/N)N-j h/N{uj-i) - (ft/Nf-^t/Niuj-i)]] - e^0{t/N) 

and, adding together these TV estimates, we finally get 

||/t(«) - {h,N)N{u0)\\ < Nea»o(t/N) for N -> oo 

which was to be proven. • 

Definition 256 The family of mappings (kt) defined in Proposition 255 is 
called an algorithm for the flow (ft)-

Corollary 257 Let X and Y be two vector fields on Rm , with respective flows 
(ft) and (gt). The flow (ht) of X + Y is then given by 

ht(u) = lim (ft/N°9t/N)N(u). 

Proof. It suffices to choose kt = ft o gt in Proposition 255. • 
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THE HEISENBERG GROUPS 

The "standard" Heisenberg group H(n) is the set 

H(n) = R ^ x R ; x S ' 1 

equipped with the group law: 

(z, Q(z', C) = (z + z', CC exp iW (z , z')). 

Here are two variants of H{n) often encountered in the literature, and 
also called "Heisenberg groups". They may be viewed as isomorphic copies of 
the universal covering of H(n). 

The Polarized Heisenberg Group Hpoi(ri) 

It is the multiplicative group of all upper triangular (2n+2) x (2n + 2) matrices: 

/ l pi ••• pn t \ 
0 1 Xi 

w 
M(z,t) 

0 0 
\ 0 0 

It is economic to write these matrices as 

(1 pT 

M(z,t)= 0 1 
\0 0 

if z = (x,p). The determinant of M(z,t) is 1, and its inverse is 

M(z,t)~l = 
-P 
1 
0 

(C.l) 

(C.2) 
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The polarized Heisenberg group is thus essentially the extended phase space 
equipped with the multiplicative law 

(z, t)(z', t') = (z + z',t + t'+p-x'); (C.3) 

the unit is (0,0,0) and the inverse of (x,p,t) is given by 

(z .P ,*) - 1 = (-x,-p,-t + p-x). (C.4) 

We notice that Hpoi(n) contains the group of phase space translations, identified 
with the matrices 

Consider now the bijection R 2 n + 1 —>• R 2 n + 1 defined by 

F(z,t) = (z,t-±p-x) if z = (x,p). (C.5) 

We can use that bijection to transport the algebraic structure of Hpoi(n); the 
new group thus obtained is called the isotropic Heisenberg group Hiso{n); it is 
by construction isomorphic to Hpoi(n). One easily checks that the group law 
of Hiso(n) is given by 

(z, t){z', t') = {z + z',t + t'+ | n ( z , z')) (C.6) 

where w is the symplectic form. The unit of that group is (z, 0), and the inverse 
of (z,t) is (—z, —t). 

Both Heisenberg groups are simply connected and connected Lie groups 
(they are just R 2 n + 1 as manifolds). To determine their Lie algebra, we first 
note that the matrices (C.2) can be written: 

M(x,t) = I + m(z,t) (C.7) 

where J is the (2n + l)-identity matrix and 

[0 p t\ 
m{z,t)= 0 0 x . (C.8) 

\ 0 0 0 / 

Now, we have 

m(z,t)m(z',t')=m(0,0,p-x') (C.9) 
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and also 

m(z,t)k = 0 for every integer k > 2. (CIO) 

It follows that 

e">(*.*)= J + m(z,t) +5 (0 ,0 , P-z) 

and hence 

em('A=M{z,t+\p-x). (C.ll) 

Considering (C.5), we have thus shown that the set h(n) of all matrices M(z, i) 
is the Lie algebra of Hiso{n). It is called the "Heisenberg Lie algebra". Note 
that in view of (C.9) the Lie bracket is given by 

[m(z, t), m(z', t')\ = m(0, Q(z, z')). (C.12) 

As noticed above, both Hpoi(n) and His0(n) are simply connected; they are 
isomorphic copies of the universal covering group of the "standard" Heisenberg 
group H{n). Obviously, the natural projection 

7r : Hiso(n) —> H(n) 

is a covering mapping whose kernel is 2pZ. 





Appendix D 
THE BUNDLE OF S-DENSITIES 

In all what follows, s is a positive real number. 

Definition 258 An s-density on a vector space L (real or complex) is a map­
ping p defined on alln-tuples (£i,...,£n) ^ 0 of vectors of L, having the follow­
ing property: for every invertible n x n matrix A we have 

p(A^,...,A^n) = \det(A)\sp^u...^n) 

for (z\,...,zn) / 0. An s-density p on a manifold V is the datum, for every 
z € V of an s-density p(z) on the tangent space TZV at z, and depending 
smoothly on z. 

It turns out that all densities of same degree s on L are proportional 
(and hence proportional to |det|s). Let us show this in detail. We first remark 
that if a density vanishes at one point (£i,...,£n) ^ 0, then it is identically 
zero. In fact, for every n-tuple (£[, ...,£'n) ^ 0 we can find A G GL(n,K) such 
that (£[, ...,Cn) = {Mi, •••,At;n) and we then have p(£[, ...,£'n) = 0 if and only 
if p(£ij •••! £n) = 0. Since two functions are trivially proportional if one of them 
is zero, it is thus no restriction to assume that neither p nor p' vanishes at 
any point. Consequently the range of both p and p' is K* (the field K with 0 
deleted). Thus, for every n-tuple {z\,...,zn) / 0 there exists another n-tuple 
( £ i > - , £ n ) / 0 such that 

P(£l , - ,£n) = *>(£,...,&)• 

Choosing again A G GL(n,K) such that (£!,•••,&) = (A£i,—,Mn) we get by 
definition of a density: 

p{£i,...,{n) = \tet(A)\'p(Z1,--- ,£„)• (D.l) 
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The matrix A may of course depend on the vectors £1,..., £n but its determinant 
does not, for if we change (£1,...,£„) into, say, (771, ...,r/n), then we can find 
B 6 GL(n,K) such that (£1,...,£„) = (Brii,...,Br)n) and we will thus have 

p(r)i,-,rin) = \det(B-1)\sp(S1,...,U) 

= jdetCB-^j'ldet^l'p'^i,"- ,BVn) 
= \det(A)\sp'(rh,--- ,r,n). 

Setting A = |det(^4)| , we have thus shown that p = Xp', which proves our 
claim. 

The one-dimensional vector space of all densities of degree s onJL is 
classically denoted by \£l\s (L). It turns out that the definition of a density 
can be carried over to manifolds. Suppose in fact that V is an n-dimensional 
manifold; to every z G V we can associate | 0 | s

 (JTZV) by choosing for L the 
tangent space to V at z. We denote by \Cl\s (V) the disjoint union of all the 
\£l\s (TZV) when z ranges over V, that is: 

\n\'(v)= u{z}x\n\s(Tzv). 
z£V 

Defining a projection ir : |fi|s (V) —>• V by Tr(z,p(z)), the pair (\Q\S
 (V),TT) 

is a line bundle, which it is common practice to call the s-density bundle. A 
s-density on V is then defined as being a section p of (|f2|m (V),ir), i.e., a 
continuous mapping p : V —> |f2|s (V) such that IT O p is the identity on V. 

It is not very difficult to show (although it requires some work in co­
ordinates) to show that both definitions of s-densities are equivalent, that is, 
that they give rise to the same mathematical objects. This will not be done 
here. 

Definition 259 An s-density on a manifold V is the datum of an atlas (Ua, f a ) a 

of V together with the datum, for each a, of a complex-valued smooth function 
pa on each Ua, such that the following compatibility conditions hold for all 
indices a, (3 such that Uaf} = Ua n Up ^ 0: 

Pa(z) = \fa0(z)\s(fa0rpf3(z) (D.2) 

for x G Ua0, the mappings 

/a/3 = /a ° fp1 • f(Uap) -> f(Uaf}) 

being the transition functions. 
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Let (ya,ga)a be a refinement of the atlas (Ua, f a ) a - Then, the restric­
tions of the pa to the sets Va also define a density which we will always identify 
with the density (pa)a • 

Notice that if s = 0, then the conditions (D.2) become 

Pa(z) = (fap)*pp(z) 

which are the formulas for the change of the local expressions of a function on 
V. 

If s = 1, we will simply say that p is a density on V; if s = 1/2 then 
we say that p is a half-density. Densities of a given order in a manifold V 
clearly form a vector space: if p = (pa,Ua, fa) a , p' = (p'ao UL'fDa a r e t w o s~ 
densities, their sum p" = p + p' is the m-density (p'^, U£, fa)a where {U^, /„ )« 
is an atlas such that Ua = Ua D Ua and p'a = pa + p'a. The product Xp for 
A G C is defined in an obvious way: it is the density (Xpa, Ua, f a ) . 

One can pull-back and push-forward densities: if / is a diffeomorphism 
of a manifold V onto V, the pull-back f*p of an s-density p on V by / is defined 
by 

/V(*')(0 = P(/(*'))(/V)0 

where f'{z')£, = f'(z')£i, • • • , f'(z')^n; f'(z') is the Jacobian matrix of / at z'. 
The push-forward of a density p on V by / is defined by /»p = (/_1)*p- Both 
the pull-back f*p and the push-forward /»p are themselves densities of same 
degree as p. It suffices to prove this assertion for the pull-back: for a matrix A 
we have 

rp{z){AZ)=P{f{z')){f'{z')AZ) 

= p(f(z')) [vwAfizr^f'WM] 
= I det( /(^/V)_ 1)IV(/V))( /V)0 
= |det(.4)|V(/V))(/V)0 

hence f*p is an s-density as claimed. 





Appendix E 
THE LAGRANGIAN GRASSMANNIAN 

Lag(n) as a Numerical Space 

We are going to show that the Lagrangian Grassmannian can be identified with 
the set of all symmetric unitary matrices in R™. One proceed as follows: for 
an arbitrary n-plane £ (not necessarily Lagrangian), let P? be the orthogonal 
projection on £; it is characterized by 

Pf = Pe , Kev(Pe) = J£ , (Pe)
T = Pe 

noting that the Lagrangian plane J£ is orthogonal to £. Set now 

w{£) = (2Pe - I)C (E.l) 

where C is the "conjugation matrix" defined by: 

-I 0 
0 / 

and suppose that I is a Lagrangian plane. Since the subgroup U(n) of Sp(n) 
acts transitively on Lag(n), there exist two n x n matrices A and B such that 

(ATB = BTA fATA + BTB = I 

\ABT = BAT ' \AAT + BBT = I 

and e = u(M£) where 

The vectors orthogonal to t are of the type (Ax,Bx)\ one checks that the 
projection operator on £ is 

Pt = 
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and hence 

(AAT-BBT -2ABT \ 

\ 2BAT BBT-AAT) 

that is: 

Recall that the mapping: 

is an isomorphism U(n,C) —• U(n). It is clear that w(£) is the image by that 
isomorphism of the symmetric matrix 

w(e) = (A + iB)(A + iB)T. 

The subgroup U(n) of Sp(n) acts transitively on Lag(n) and hence so does the 
unitary group U(n,C); we will denote that action by (R,£) ->• R£. Notice that 
we have 

I: Ax + Bp = 0 <=> I = (A + iB)QR"). 

Let W(n, C) be the set of all symmetric unitary matrices 

W(n, C) = U(n, C) n Sym(n). 

We claim that Lag(n) can be identified with W(n,C). We begin by proving 
the following Lemma, which shows that one can take square roots in W(n): 

Lemma 260 For every w € W(n, C) there exists u € W(n, C) such that w = 
u2. 

Proof. Writing w = A + iB, the condition wwT = I implies that 
AB = BA. It follows that the symmetric matrices A and B can be diagonalized 
simultaneously, i.e., that there exists R € 0(n) such that G = RART and 
H = RBRTare diagonal. Let gj and hj (1 < j < n) be the eigenvalues of G 
and H, respectively. Since A2 + B2 = I we have g? + h2 = l for every j . Choose 
now real numbers Xj, yj such that 

x] + V2j = 9j , ZxjVj = hj (1 < j < n) 

and let X and Y be the diagonal matrices whose entries are these numbers 
Xj,yj. Then (X + iY)2 =G + iH, and u = RT (X + iY) R satisfies v? = w. u 
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Proposition 261 The mapping 

w : Lag(n) -> W(n,C) , £ ^ W(l), 

which to every Lagrangian plane £ = C/(R™); U £ U(n,C), associates the sym­
metric unitary matrix 

W{£) = UUT 

is a homeomorphism w : Lag(n) « W(n,C). Moreover, for any R G U(n,C), 
we have 

W{R£) = RW(£)RT. (E.2) 

Proof. The mapping £ i—> W{£) is injective, because the mapping 
£ i—> Pi is. Since w is continuous and Lag(n) is compact, it suffices to show 
that it is also surjective. But this is the immediate consequence of Lemma 260. 
Let us finally show that (E.2) holds. By definition of the mapping w, we have 
W{£) = UUT if £ = UR% so that 

W(R£) = RU{RUT) 

which is precisely (E.2). • 

Example 262 The case n = 1 revisited. Lag(l) can be identified with 
5 ' 1 /{±1}; this amounts identifying a line through the origin in the plane with 
its polar angle a modulo -K. The mapping w(-) is then simply the bijection 
(a) i—> e2ia ofLag{\) onto S1. 

Proposition 261 hereabove can of course be restated without difficulty 
in terms of the image W(n) of W(n, C) in U(n). Since we have 

AT = A,BT = B 

\ B A J \A2 + B2 = I 

the mapping £ \—> w(£) induced by £ i—>• W(£) is given by 

» M - ( B ~ / ) ( £ '*)• >E 3> 
The mapping £ \—> w{£) defined hereabove can be used to measure the dimen­
sion of the intersection of two Lagrangian planes, and to characterize transver-
sality. 
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Proposition 263 Let (£, £') be a pair of Lagrangian planes, we have 

rank(w(^) - w(£')) = 2(n - dim(^ n (.')). (E.4) 

In particular: 

£n£'= 0^=^det(w(£)-w{£'))^0. (E.5) 

Proof. Since the action of Sp(n) on Lagrangian planes is transitive, 
it suffices to consider the case £' = R™, in which case Eq. (E.4) is 

rank(u;(*) - / 2 « 2 n ) = 2(n - dim(£ n R£)). (E.6) 

We have, by (E.3), noting that Inxn = ATA + BTB : 

and hence, since rank(^4, B) = n: 

ra,nk(w(£) - 7) = 2 rank(5) 

which proves (E.5) in view of the second part of Lemma 198. • 

The Universal Coverings (7oo(n,C) and W^n,^.) 

Recall (Chapter 3, Subsection 3.3.3) that Sp(n) is homeomorphic to the product 
of U(n) and of the simply connected space R"(2 n + 1). It follows that Sp(n) and 
U{n) have isomorphic fundamental groups, and hence ni(Sp(n)) = (Z, +) , 
because 

7r1(C/(n,C)) = (Z,+). 

Here is a proof of this last property; as a bonus we will get a very useful descrip­
tion of the universal covering of both the unitary group and the Lagrangian 
Grassmannian. Consider the set 

Uoo(n,C) = {(R,0) : R € U(n,C),detR = ei6} 

equipped with the multiplicative law 

(R,6){R',0') = {RR',0 + O'). 
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