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Preface

This book is based on a course which | have taught over many years to gradu-
ate students in several physics departments. Students have been mainly candidates
for physics degrees but have included a scattering of people from other depart-
ments including chemical engineering, materials science and chemistry. | take a
“reductionist” view, that implicitly assumes that the basic program of physics of
complex systemsisto connect observed phenomenato fundamental physical lavsas
represented at the molecular level by Newtonian mechanics or quantum mechanics.
Whilethisprogram hashistorically motivated workersin statistical physicsfor more
than a century, it is no longer universally regarded as central by all distinguished
users of statistical mechanics? some of whom emphasize the phenomenol ogical
role of statistical methods in organizing data at macroscopic length and time scales
with only qualitative, and often only passing, reference to the underlying micro-
scopic physics. While some very useful methods and insights have resulted from
such approaches, they generally tend to have little quantitative predictive power.
Further, the recent advances in first principles quantum mechanical methods have
put the program of predictive quantitative methods based on first principles within
reach for abroader range of systems. Thus atext which emphasi zes connections to
these first principles can be useful.

The level here is similar to that of popular books such as those by Landau and
Lifshitz,> Huang* and Reichl.> The aim is to provide a basic understanding of
the fundamentals and some pivotal applications in the brief space of a year. With
regard to fundamentals, | have sought to present a clear, coherent point of view
which is correct without oversimplifying or avoiding mention of aspects which are
incompletely understood. This differs from many other books, which often either
give the fundamentals extremely short shrift, on the one hand, or, on the other,
expend more mathematical and scholarly attention on them than is appropriatein a
one year graduate course. The chapters on fundamentals begin with a description
of equilibrium for classical systemsfollowed by asimilar description for quantum
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X Preface

mechanical systems. The derivation of the equilibrium aspects of thermodynamics
is then presented followed by a discussion of the semiclassical limit.

In the second part, | progress through equilibrium applications to successively
more dense states of matter: ideal classical gases, ideal quantum gases, imperfect
classical gases (cluster expansions), classical liquids (including molecular dynam-
ics) and some aspects of solids. A detailed discussion of solidsis avoided because,
at many ingtitutions, solid state physics is a separate graduate course. However,
because magnetic models have played such a central role in statistical mechanics,
they are not neglected here. Finally, in this second part, having touched on the
main states of matter, | devote a chapter to phase transitions: thermodynamics,
classification and the renormalization group.

The third part is devoted to dynamics. This consists first of along chapter on
the derivation of the equations of hydrodynamics. In this chapter, the fluctuation—
dissipation theorem then appearsin the form of relations of transport coefficientsto
dynamic correlation functions. The second chapter of the last part treats stochastic
models of dynamics and dynamical aspects of critical phenomena.

There are problemsin each chapter. Solutions are provided for many of themin
an appendix. Many of the problems require some numerical work. Sample codes
are provided in some of the solutions (in Fortran) but, in most cases, it is advisable
for students to work out their own solutions which means writing their own codes.
Unfortunately, the students | have encountered recently are still often surprised to
be asked to do this but there is really no substitute for it if one wants a thorough
mastery of simulation aspects of the subject.

| have interacted with a great many people and sources during the evolution of this
work. For thisreason acknowledging them all isdifficult and | apologisein advance
if 1 overlook someone. My tutelage in statistical mechanics began with a course
by Allan Kaufman in Berkeley in the 1960s. With regard to statistical mechanics |
have profited especialy from interactions with Michael Gillan, Gregory Wannier
(some personally but mainly from his book), Mike Thorpe, Aneesur Rahman, Bert
Halperin, Gene Mazenko, Hisao Nakanishi, Nigel Goldenfeld and David Chandler.
Obviously none of these people are responsible for any mistakes you may find, but
they may be given some credit for some of the good stuff. | am also grateful to
the many classes that were subjected to these materials, in rather unpolished form
in the early days, and who taught me alot. Finally | thank al my Ph.D. students
and postdocs (more than 30 in al) through the years for being good company and
colleagues and for stimulating me in many ways.

J. Woods Halley
Minneapolis
July 2005
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| ntroduction

The problems of statistical mechanics are those which involve systems with a
larger number of degrees of freedom than we can conveniently follow explicitly
in experiment, theory or simulation. The number of degrees of freedom which can
be followed explicitly in simulations has been changing very rapidly as computers
and algorithms improve. However, it is important to note that, even if computers
continueto improve at their present rate, characterized by Moore’s“law,” scientists
will not be ableto usethem for avery long timeto predict many properties of nature
by direct simulation of the fundamental microscopic laws of physics. Thispoint is
important enough to emphasize.

Supposethat, T yearsfrom the present, acal cul ation requiring computation time
to at present will require computation time t(T) = t,2- /% (Moore's “law,”! see
Figurel). Currently, state of the art numerical solutionsof the Schrodinger equation
for afew hundred atoms can be carried out fast enough so that the motion of these
atoms can be followed long enough to obtain thermodynamic properties. This is
adequate if one wishesto predict properties of simple homogeneous gases, liquids
or solids from first principles (as we will be discussing later). However, for many
problemsof current interest, oneisinterested in entities in which many more atoms
need to be studied in order to obtain predictions of properties at the macroscopic
level of acentimeter or more. Theseinclude polymers, biomolecules and nanocrys-
talline materialsfor example. In such problems, one easily finds situationsin which
afirst principles prediction requires following 10° atoms dynamically. The first
principles methods for calculating the properties increase in computational cost as
the number of atomsto a power between 2 and 3. Suppose they scale as the second
power so the computational time must be reduced by afactor 108 in order to handle
10° atoms. Using Moore’s law we then predict that the cal culation will be possible
T years from the present where T = 16/10g,,2 = 53 years. In fact, this may be
optimistic because Moore's “law” may not continue to be valid for that long and
also because 108 atoms will not be enough in many cases. What this means is that,
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2 Introduction

Figure 1 One version of Moore's “law.”

for along time, we will need means beyond brute force computation for relating
the properties of macroscopic matter to the fundamental microscopic laws of
physics.

Statistical mechanics provides the essential organizing principles needed for
connecting the description of matter at large scales to the fundamental underlying
physical laws (Figure 2). Whether we are dealing with an experimental system
with intractably huge numbers of degrees of freedom or with a mass of data from
asimulation, the essential goal is to describe the behavior of the many degrees of
freedom in terms of a few “macroscopic” degrees of freedom. This turns out to
be possible in a number of cases, though not always. Here, we will first describe
how this connection is made in the case of equilibrium systems, whose average
properties do not change in time. Having established (Part 1) some principles of
equilibrium statistical mechanics, we then provide (Part I1) a discussion of how
they are applied in the three most common phases of matter (gases, liquids and
solids) and the treatment of phase transitions. Part 111 concerns dynamical and
nonequilibrium methods.



Introduction

Figure2 Computational length and time scales. QC stands for quantum chemistry
methods in which the Schrodinger equation is solved. MD stands for molecular
dynamics in which classica equations of motion for atomic motion are solved.
Continuum includes thermodynamics, hydrodynamics, continuum mechanics, mi-
cromagneti sm in which macroscopic variables describe the system. Statistical me-
chanics suppliesthe principles by which computations at these different scalesare
connected.

Reference
1. C.E. Moore, Electronics, April 19 (1965).
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1

The classical distribution function

Historically, the first and most successful case in which statistical mechanics has
made the connection between microscopic and macroscopic description is that
in which the system can be said to be in equilibrium. We define this carefully
later but, to proceed, may think of the equilibrium state as the one in which the
values of the macroscopic variables do not drift in time. The macroscopic vari-
ables may have an obvious relation to the underlying microscopic description
(as for example in the case of the volume of the system) or a more subtle rela-
tionship (as for temperature and entropy). The macroscopic variables of a system
in equilibrium are found experimentally (and in simulations) to obey historically
empirical laws of thermodynamics and equations of state which relate them to
one another. For systems at or near equilibrium, statistical mechanics provides
the means of relating these relationships to the underlying microscopic physical
description.

We begin by discussing the details of this relation between the microscopic and
macroscopic physical description in the casein which the system may be described
classically. Later we run over the same ground in the quantum mechanical case.
Finally we discuss how thermodynamics emerges from the description and how the
classical description emerges from the quantum mechanical onein the appropriate
limit.

Foundations of equilibrium statistical mechanics

Herewewill supposethat the systemswith which wedeal arenonrelativistic and can
be described fundamentally by 3N time dependent coordinates labelled g (t) and
theirtimederivativesq; (t) (i = 1, ..., 3N). A model for thedynamicsof thesystem
isspecified through aLagrangian L({g;i }, {Gi}) (not explicitly time dependent) from
which the dynamica behavior of the system is given by the principle of least
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action
S/Lm:o (1.1)
or equivalently by the Lagrangian equations of motion
oL d /oL
—__(Z=)1=0 12
ag  dt (3Qi) (12

Alternatively one may define momenta

oL

Pi
and a Hamiltonian
N
H= Z PG — L (1.4)
i—1

Expressing H as afunction of the momenta p; and the coordinates g; one then has
the equations of motion in the form

oH .
8_pi =G (1.5
oH .

_3_qi =P (1.6)

In examples, we will often be concerned with a system of identical particles with
conservative pair interactions. Then it is convenient to use the various components
of the positions of the particlesty, I'», ... asthe quantities g;, and the Hamiltonian
takes the form

H=> B/2m+(1/2) > V(. 7) (17)
k kAl
where the sums run over particle labels and px = Vj; H. Then the Hamiltonian
eguations reduce to ssimple forms of Newton’s equation of motion. It turns out,
however, that the more general formulation is quite useful at the fundamental level,
particularly in understanding Liouville's theorem, which we will discuss |ater.

In keeping with the discussion in the Introduction, we wish to relate this mi-
croscopic description to quantities which are measured in experiment or which are
conveniently used to analyze theresults of simulationsin avery similar way. Gener-
icaly we denote these observable quantities as ¢(q; (t), p;(t)). Itisaso possibleto
consider properties which depend on the microscopic coordinates at more than one
time. Wewill defer discussion of these until Part 111. Generally, these quantities, for
examplethe pressure on thewall of avessel containing the system, are not constant



Foundations of equilibrium statistical mechanics 9

in time and what is measured is atime average:

_ 1 t+1/2
o=1 [ e@).penw (L8)
T Jt—z/2
7 is an averaging time determined by the apparatus and the measurement made
(or chosen for analysis by the simulator). Experience has shown that for many
systems, an experimental situation can be achieved in which measurements of ¢;
are independent of 7 for al © > 7o for some finite 7o. It is easy to show that, in
such a case, ¢, is aso independent of t. If this is observed to be the case for the
macroscopic observables of interest, then the systemis said to bein equilibrium. A
similar operational definition of equilibrium is applied to simulations. In practice
it is never possible to test this equilibrium condition for arbitrarily long times, in
either experiment or simulation. Thusexcept intherare casesinwhich mathematical
proofs exist for relatively simple models, the existence and nature of equilibrium
states are hypothesized on the basis of partial empirical evidence. Furthermore, in
experimental situations, we do not expect any system to satisfy the equilibrium
condition for arbitrarily long times, because interactions with the surroundings
will inevitably change the values of macroscopic variables eventually. Making the
system considered ever larger and the time scales longer and longer does not help
here, becausethereisno empirical evidencethat the universeitself isin equilibrium
in this sense. Nevertheless, the concept of equilibrium turns out to be an extremely
useful idealization because of the strong evidence that many systems do satisfy
the relevant conditions over a very wide range of averaging times ¢ and that,
under sufficiently isolated conditions, many systems spontaneously evolve rapidly
toward an approximately equilibrium state whose characteristics are not sensitive
to the details of the initial microscopic conditions. These empirical statements
lack mathematical proofsfor most systems of experimental or engineering interest,
though mathematicians have made progress in proving them for simple models.

For systemsin equilibrium defined in this way we are concerned with the calcu-
lation of averages of the type

- 1T
¢r = lim = f d({a ()} {pi ()} dt’ (1.9)
=00 T Jo

Wewill show that it isalways possiblein principle to write this averagein the form

éi = / oG (PG ) () g d™ p (1.10)

inwhichp({gi}, {pi}) iscalledtheclassical distributionfunction. Thedemonstration
providesuseful insight intothemeaning of o({q; }, {pi}). Weconsider the 6N dimen-
siona space of the variables {q;}, {pi}, called phase space. In this space the time
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evolution of the system is described by the motion of a point. Take a small re-
gion of this space whose volume is denoted AN pA3Nqg centered at the point
(p, q). (Henceforth we denote (p, q) = ({qi}, {pi}) and similarly (Ap, Aq) =
({Aqgi}, {Api}).) Consider theinterval of time At defined as

At(qo, Po to; d, P, t; Ap, AQ) (1.12)

equivalent to the time which the point describing the system spends in the region
AN pA3Ng around (g, p) between to and t if it started at the point (g, po) at time
to.

Now consider the fraction of time that the system point spendsin A3N pA3Nq,
denoted Aw:

. At
Aw(do, Po;d, P; AP, AQ) = t|_I>rl1o (q) (1.12)

which is the fraction of the total time between t; and t — oo which the system
spends in the region A3N pA3Nq around (g, p).
Now we expressthetimeaverage ¢, of equation (1.9) intermsof Aw by dividing

the entire phase space into small regionslabelled by an index k and each of volume
A3N pA3Nq:

¢t =Y _ ¢(do, Po; k> P)Aw(do, Po; Gk» Pk AP, AQ) (113
k

We then suppose that Aw(qo, Po; d, P; Ap, Aq) isawell behaved function of the
arguments (Ap, AqQ) and write

9N Aw
Aw=|— """ ANgASNp + ... 1.14
v [asNAanp]Ap:Aq:o A (-9
Defining
9N Aw ]
P(Co; Po; 4, P) = | o 115
@ P09 = | Govngroap ), (119
wethen havein thelimit ApAq — Othat
b= [ p(co. poia. PIO(@. D™ (116)

which is of the form (1.10). Several of the smoothness assumptions made in this
discussion are open to question as we will discuss in more detail |ater.

Equation (1.16) is most useful if ¢; depends only on a few of the 6N initial
conditions qg, po. Experimentally (and in simulations) it is found that the time
averages of many macroscopic quantities measured in equilibrium systemsare very
insensitivetotheway the systemisprepared. Wewill demonstratethat under certain
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conditions, theonly way inwhich these averagescan depend ontheinitial conditions
isthrough the values of the energy, linear momentum and angular momentum of the
entire system. The general study of the dependence of averages of the form (1.16)
on the initial conditions is part of ergodic theory. An ergodic system is (loosely
from amathematical point of view) defined as an energetically isolated system for
which the phase point eventually passesthrough every point on the surface in phase
space consistent with its energy. It is not hard to prove that the averages ¢ in such
an ergodic system depend only on the energy of the system. It isworth pointing out
that the existence of ergodic systems in phase space of more than two dimensions
is quite surprising. The trajectory of the system in phase space is a topologically
one dimensional object (a path, parametrized by one variable, the time) yet we
want this trgjectory to fill the 6N — 1 dimensional surface defined by the energy.
The possibility of spacefilling curvesis known mathematically (for a semipopular
account see reference 1). However, for alarge system, the requirement is extreme:
thetrajectory must fill an enormously open spaceof theorder of 10?2 dimensions! By
contrast the path of arandom walk has dimension 2 (in any embedding dimension)!
(Very briefly, the (fractal or Hausdorff—Besicovitch) dimension of a random walk
can be understood to be 2 as follows. The dimension of an object in this sense
is determined as Dy defined so that when one covers the object in question with
spheres of radius n aminimum of N(») spheresisrequired and

L = lim N(n)n®"
n—0

is finite and nonzero. For a random walk of mean square radius (R?), N(n) =
(R?)/n? and Dy = 2. See reference 1 for details)) Nevertheless something like
ergodicity is required for statistical mechanics to work, and so the paths in phase
space of large systems must in fact achieve this enormous convolution in order to
account for the known factsfrom experiment and simulation. It isnot truethat every
system consisting of small numbers of particlesis ergodic. Some of the problems at
the end of thissectionillustrate thispoint. For example, aone dimensional harmonic
oscillator isergodic, but abilliard ball on atwo dimensional tableisnot (Figure 1.1).
On the other hand, in the latter case, the set of initial conditions for which it is not
ergodicisin somesense“small.” Another instructive exampleisatwo dimensional
harmonic oscillator (Problem 1.1).

There are severa rationally equivalent ways of talking about equation (1.10).
These occur in textbooks and other discussions and reflect the history of the subject
aswell as useful approaches to its extension to nonequilibrium systems. What we
have discussed so far may be termed the Boltzmann interpretation of p (inwhich p
isrelated to the time which the system phase point spends in each region of phase
space). This is closely related to the probability interpretation of p because the
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LN
N S

Figure 1.1 Phase space trajectory of a one dimensional oscillator fills the energy
surface. For someinitial conditions, aball on abilliard tablewith el astic specularly
reflecting wallsis not ergodic.

probability that thesystemisfoundind®Nqd®N pisjust pd®Nqd®N p accordingtothe
standard observation frequency definition of probability. In such an interpretation,
one takes no interest in the question of how the system got into each phase space
region and could aswell imaginethat it hopped discontinuously from oneto another
for some purposes. Indeed such discontinuous hops (which we do not believe occur
inreal experimental systems obeying classical mechanicsto agood approximation)
do occur in certain numerical methods of computing the integrals (1.10) once the
form of p is known. Regarding pd®Nqd®N p as a probability opens the way to the
use of information theoretic methods for approximating its form under al sorts
of conditions in which various constraints are applied. For mechanical systemsin
equilibrium this approach leads to the same forms which we will obtain and use
here. The reader is referred to the book by Katz? and to many papers by Jaynes
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for accounts of theinformation theoretic approach.®# A third interpretation regards
the integral (1.10) as describing an average over a large number (an ensemble) of
different systems, all specified macroscopically in the same way. Specificaly we
may suppose that there are N systems with A pd®Nqd®N p in each small region.
Then the right hand side of (1.10) may be regarded as averaging ¢ over al N
systems and the equality in (1.10) as stating the egquality of time averages and
ensemble averages. Thiswas the approach taken by Gibbsin the first development
of the foundations of the subject.® Gibbs regarded the equivalence of temporal
and ensemble averages as a postulate and did not attempt a proof. The ensemble
interpretation is of mainly historical interest but we will find its language useful
in discussing Liouville's theorem below and the language of statistical mechanics
contains many vestiges of it.

In statistical physics, we are mainly interested in large systems and will usu-
ally make assumptions appropriate for them. The path we will follow in order to
obtain the standard forms (microcanonical, canonical and grand canonical) for the
distribution function o which successfully describe experimental and simulated
equilibrium systemsisasfollows. (These materials come from avariety of sources
but follow mainly the linesin Landau and Lifshitz’ book.°)

(1) We prove (inaphysicist’s manner, but following lines which can be made rigorous) the
Liouville theorem, which showsthat o must be invariant in time, that isit is a constant
of the motion.

(2) For large enough systems with finite range interactions, we then establish that p can
depend only on additive constants of the motion.

(3) Accepting that the additive constants are energy, linear and angular momentum (only)
we obtain the canonical distribution. This leads to an apparent contradiction for an
isolated system.

(4) We resolve this by demonstrating that the fluctuations in the energy in the canonical
distribution become arbitrarily small in large enough systems.

Before proceeding let me explain why | think it worthwhile to spend time on
these aspects of fundamentals. M ost books of thissort simply write down the canon-
ical distribution function and start calculating. Firstly, simulation usually uses an
approach related to the microcanonical distribution, not the canonical one, whereas
analytical theories almost always work with the canonical or grand canonical dis-
tribution function. Thus a firm grasp of why and when these are equivalent is of
daily use in theoretical work which combines theory and simulation. Second, the
proofs (inasfar asthey exist) of thelegitimacy of the standard distribution functions
depend at several points on the largeness of the system involved, whereas simu-
lations are necessarily constricted to quite finite systems and experiments too are
increasingly interested in small systems for technical reasons. Finally, research on
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C(t+dt)

c(t) )

Figure 1.2 Schematic sketch of the evolution of the boundary C(t) in phase space.

nonequilibrium systems will be informed by an understanding of the conditions
under which an equilibrium description is expected to work.

Liouville'stheorem

The theorem states that the function o(do, po; g, p) does not change if the phase
point g, p evolves in time as it does when the coordinates and momenta obey
the Hamiltonian equations of motion in time. (When we actually use (1.10) to
calculate an average, we do not regard the arguments q, p asfunctions of time, but
just integrate over them.) To demonstrate this, we use the ensembl e interpretation.
Consider a cloud of ' phase points distributed over the phase space with density
p. Consider a small but finite region in the phase space surrounded by a 6N — 1
dimensional surface C(t) aroundthepoint p(t), q(t). Thevolumeof thesmall region
is

apaa® = [ &awd™a@) w17)
inside C(t)

The surface C(t) may be regarded as defined by the system points on it, which

we regard as moving along trgjectories according to Hamilton's equations as well.

Thus the surface will move in time and so will the points inside it. At timet, the

number of system pointsinside C(t) is

AN(t) = Np(a(t). p(t)Aqt)Ap(t) (1.18)

if theregionissmall.

Now let timeevolvetot + dt (Figure 1.2).

The points in the boundary C(t) move to form anew boundary C(t + dt) . The
pointsinside C(t) also movealongtheir trajectories. But, becausethe solutionsto the
Hamiltonian equations are unique, no trajectories cross. Therefore the same points
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that lay inside C(t) now lieinside C(t + dt) and the number of points AN (t + dt)
lyinginside C(t + dt) isthe same asthe number AN/ (t). But by the same argument
used at timet,

ANt +dt) = Mp(q(t + dt), p(t + dt))Aq(t + d)Apt +dt)  (1.19)

where

Aq(t + dt)Ap(t + dt) = / d®*Ng(t +dt)d®Ng(t +dt)  (1.20)

inside C(t+dt)
Combining (1.17), (1.18), (1.19), and (1.20) with the condition AN (t + dt) =
AN (t) gives

,(Q(0), p(t) d*™q(t) d*™q(t)

inside C(t)

= p(q(t + dt), p(t + dt)) d*Ng(t +dt) d*Ng(t +dt)  (1.21)

inside C(t-+dt)

Thusto show that p is constant we need to show that the integrals on the two sides
of (1.21) are equal. To do that we transform the variables of integration on theright
hand side to those on the left by use of the Jacobian:

pe(t) pau(t)
1+ 5ol feod

01(t) i 1+ 2920 gt
a(q(t +db), pt +dt)) | 7RO 7%0)

a(a(t). p(t))

samefor p

_ a4 (1) api(t)
= ]_[ N <1+ mdt> <1+ mdt) + O((dt)?)

i=q

B 3N b5 | ap() 2
o z.: (3Qi © " op (t)) dt+O(d))  (1.22)

From the Hamiltonian equations of motion

3G (t) 9%H

= 1.23
aqi(t)  agiap; (1.23)
Ipit)  9°H (1.24)

api()  apiag
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Thusif the Hamiltonian is analytic
a(q(t + dt), p(t + dt))

= 1+O((@)’ 2
a(a(), p(t) 14 0((dt)?) (1.25)
Thus from (1.21)
dt - d—o at
= lim O(dt*/dt) = 0 (1.26)

With suitable mathematical tightening of the various steps, this line of reasoning
rigorously proves the Liouville theorem (see for example Kurth’). The proof de-
pendsessentially on the choice of thevariablesq; and p; asthe coordinates of phase
space. For example, if one were to work in the space {q}, {Gi }, the corresponding
density would not be constant for every Lagrangian system.

Thedistribution function depends only on additive constants of the motion

The preceding section sketches the proof that the density distribution function p is
aconstant of the motion defined by Hamilton's equations of motion. That theorem
is quite robust and in particular does not require that the system be large for its
validity. To go further we need to suppose that the system has a large number of
degrees of freedom. Furthermore we will assume that the interactions between the
entities, usually atoms or molecules, in the system are short range in the following
sense. Weimagine dividing the system when it isin equilibrium into two parts both
containing alarge number of entities, say by designating asmooth two dimensional
surface which divides the region of accessible values of each of the (g, pi) in
two and assigning al the variables on one side of the surface at some time to one
subsystem and all those on the other side to the other. If the interactions are of
short range then the effects of the partition are only felt over afinite distance from
the partition (which is actually somewhat larger than the range of the interaction,
but which can be made much smaller than the dimension of each part). Let this
distance be d and the size of each partition be of order L. Then the magnitude of the
effects of inserting the partition to the magnitude of effects from the bulk of each
subsystemisroughly L?d/L3 — OasL — oo. Thus, effectively, we can calcul ate
average properties as well from the partitioned system as from the original system,
as long as the properties ¢ which we are averaging treat every allowed region of
phase spacewith equal weight. (Thelast condition means, for example, that ¢ could
be the total energy or the average density, but not the density near the partition.)
Let the distribution function for the entities on one side of the partition be p;
and let it depend on coordinates and momenta gz, p; and similarly for the other
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side of the partition let the corresponding quantities be p, and g, p,. Thisphysical
argument just given means that, in the limit of large systems

oA, p) = p1(d1, P1)2(02, P2) (1.27)

where p(q, p)isthedistributionfunctionfor theoriginal unpartitioned system. Now
each of these distribution functions obeys the Liouville theorem and is therefore a
constant of the motion. Taking the In of (1.27),

Inp(d, p) = INp1(a1, P1) + Inp2(02, p2) (1.28)

This means that In p must be an additive constant of the motion for the system. In
general, in a system with a phase space of 6N dimensions, there are 6N constants
of the motion (of which oneisatrivia choice of the origin of time). It is clear that
the subset of these which is additive in the sense of (1.28) is much smaller. It is
egasy to show (see Landau and Lifshitz®) that these include the three components
of the total linear momentum and the three components of the angular momentum
of a system of particles. If, in the sense just discussed, the interactions between
the elements of the partition can be ignored, then they include the energy as well.
Though it is stated in some textbooks that these are the only additive constants of
the motion, | do not know a proof. A large collection of evidence, not least the
wide applicablity of the resulting forms for the distribution function to simulation
and experiment, strongly suggests that it is often, if not always, true and we will
suppose it to be so here. Some insight into this assumption is provided by the fact
that conservation of energy, momentum and angular momentum can be shown to
arise as a consequence of the invariance of the Hamiltonian to trandlationsin time
and space and to rotations respectively. Conversely, in casesin which the systemis
presumed to be constrained so that the Hamiltonian is not invariant to one of these
operations, the corresponding conservation law does not hold. The most common
case of this sort is that in which the system is confined to a container with fixed
walls, so that the system isnot invariant to spatial trand ation and rotation. Then the
only additive conservation law of which wewill take account isthat of energy. If we
supposethat energy, linear momentum and angular momentum arethe only additive
constants of the motion and use the fact that (1.28) plus Liouvill€'s theorem shows
that In p(q, p) is an additive constant of the motion, then it follows that In p(q, p)
can only be alinear combination of these seven constants of the motion:

Inp(q, p) =a — BH(Q, p)+7-P+45-L (1.29)

wherea, 8, y and § are constants independent of the g, p. The sign of the second
termischosento conformto convention. Wehave sketched an argument for thisform
using, to reiterate, the following elements: (i) Liouville' stheorem, true for systems
of any size, (ii) (1.27) true only for large systemswith short range interactions, and
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(iii) the assumption, very likely to be correct for most systems but unproved to my
knowledge, that energy, total linear momentum and total angular momentum are
the only additive constants of the motion. In most of our studies we will confine
attention to the case mentioned abovein which the system is confined to acontainer
sothat P and L are not conserved and (1.29) becomes simply

Inp(q, p) =« — BH(Q, p) (1.30)

The constant « is determined in terms of B by requiring the average value of a
constant give, using (1.10), the constant itself. Thus

e—ﬂH(Qap)

Thisisthe canonical distribution function. It isthe distribution postulated by Gibbs
and most analytical work in equilibrium statistical mechanics postulates it as a
starting point.

The canonical distribution function also arises from the following “information
theoretic” point of view. Consider a series of ' measurements of the phase point
of the system. Dividing the phase space into M regions labelled « we consider
the probabilities P, of finding the system in each of them. (P, = p(Qx, Px)AQAP
where AgAp is the phase space volume of each region.) Consider a set of N/
observations of the system in which, in M, of those observations, we find the
system inregion «. There are

p(a. p) = (1.31)

Nways = N!/Ha(Ma)!

ways to get this result. If we know nothing else, then the most probable set of
observations is the one for which Nygs is maximum subject to the constraint
> . M, = N. Itisamost obvious that Nyays is maximized for al the M, equal, in
this case giving P, = 1/M corresponding to constant p(p, q). (It isinstructive to
work this out by taking the In of Nyays, using Stirling’s approximation, introducing
a Lagrange multiplier to fix the constraint and minimizing with respect to M,,.)
If we know the value of the energy then we should make a guess consistent with
that information. However, we only obtain the canonical distribution if we guess
that the quantity to maximize subject to constant energy is not Nyays but In Nyays.
The choice of the In function in this guess is justified by an argument similar to
the one used earlier, but phrased in a more general way. Consider two systems (1)
and (2) which may be regarded as subsystems of the original one, asin our earlier
discussion. Then the number of possible ways to get a result is N3 (N2, But
the “missing information” function I (Nyays) that we maximizeis supposed to need
the property that | (N3 NGe) = 1 (N3 + | (N(Z,s). Thisrequirement, together
with the requirement that | (Nyays) be monotonic in Nyays, is sufficient to show that
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I (Nways) must beIn Nyays. It then follows quite easily by use of Lagrange multipli-
ersthat the maximum of | (Nways) — 8>, N P, H, givesthe canonical distribution
(using the Stirling approximation and assuming A\ to belarge). Though this*“infor-
mation theoretic” derivation of the canonical distribution appears rather different
from the one given earlier, it isin fact quite similar. The additivity requirement on
the information function is seen to be almost the same as the requirement (1.27).
However, the choice of the energy as the fixed quantity (or more generally the en-
ergy, momentum and angular momentum) is, if anything, even less well motivated
in thisargument than it isin the earlier one, where we only needed the assumption
that the energy was the only additive constant of the motion. A very strong merit of
thisinformation theoretic point of view, however, isthat the same general approach
can be extended to very different problemsinvolving, for example, the inference of
the most likely conclusions from incomplete experimental datain awide variety of
circumstancesin which weare not dealing with asimply characterized Hamiltonian
system of particles. We refer to the cited book by Katz? and the numerous articles
by Jaynes for further discussion and elaboration of this point of view.

The canonical distribution appears to run into a contradiction, however, if we
consider that (1.31) appearsto allow theenergy to vary, whereasin fact thetrajectory
through phase spaceis on afixed energy surface. For alarge enough system which
can be partitioned arbitrarily many times, we can show that thisis not a problem.
Suppose that, instead of partitioning the system into two parts, we partition it into
N’ partswhere N’ > 1 but also N/N’ > 1 so that each region of the partition has
many particles in it. Notice that for a system of 10% particles this would be easy
to do. Then the surface to volume ratio of each region in the partition would be
small in the sense discussed earlier, so we can still regard the interaction between
regions as negligible as long as the interactions are short range. Thus we can write
to adequate approximation that the Hamiltonian H = Zo’?';l Hr (Qw, Pe) Where H;
is the Hamiltonian of a region. If we use the canonical form for the distribution
function, we then obtain

e—ﬂHr(qavpa)
,O(p9 q) = 1:[ fe—ﬂHr(unpa) dqa de(

(1.32)

Now one can compute the expectation value for thetotal energy and its fluctuations
(which really should not occur) from this distribution function. It is easy to show
that
H—(H)»  1(H)—(H)?
((H—(H)) _ 1 (H) - (Ho) (133
(H)2 N (H)?

Thus, asthe system getsbigger whilethesize of each regionremainsfixed, thecal cu-
lated fluctuations in the energy get relatively smaller and smaller and the canonical
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distribution function becomesin thisrespect abetter and better representation of the
energy conserving behavior of the system. Since we used approximations requiring
alarge system in deriving the canonical distribution it is not surprising that it only
gives a consistent description when the system is large.

Microcanonical distribution

For an isolated system, the energy is absolutely conserved at some value E. If the
system is large, then the arguments of the last section show that the distribution
function depends only on E in the case that abox contains the system and prevents
conservation of P and L. Thus the only possible distribution function for a large
isolated systemis

p(g. p) = constant x §(E — H(q, p)) (1.34)

Thisis known as the microcanonical distribution function. Note that the argument
we have given for it requires that the system be large and have short range interac-
tionsin the sense discussed in the last section. (However, the argument contains a
contradiction because the In of (1.34) for asystem H = H; + H, isnot exactly the
sum of theln of themicrocanonical distributionsfor the subsystems. Wewill discuss
how to consider a subsystem of a system described by the microcanonical distri-
bution below.) Of course the exact p(q, p) is aso proportional to §(E — H(q, p))
for any size system. However (1.34) will not be true in general for any size system.
To seewhy, recall that in complete generality the orbits of any Hamiltonian system
involve 6N — 1 constants of the motion. Let these be denoted Q,(q, p). The last
coordinate is just the time itself. Thus in this representation, an orbit with energy
E isfully described by

6N
paces = (1/(E — HEa ) [5(Q° — Qufa, p) U2 TD g 55
i=3 . p)
where 1 isthe (extremely long Poincaré) period of the orbit. The energy has been
displayed explicitly and the other 6N — 2 constants of the motion are denoted
{ng)}. The nontrivial statement requiring invocation of properties of large systems
is that the factors after the energy delta function in (1.35) do not matter for the
calculation of macroscopic averages. Though it is sometimes said that simulations
work in the microcanonical ensemble, it can be seen now that this is not really
exactly right. Simulations are numerically approximating pecact. VWe can aso see
here how the anomaly concerning the dimension of the space filled by the orbit
comes in. The orbit described by (1.35) is topologically one dimensional, but the
space described by the microcanonical p has dimension 6N — 1. Thus the exact
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orbit must be space filling to an astonishing degree. One other point worth noting
isthat if one chooses the coordinates and momenta to be the set {Q; }, H, t then
the orbit is not convoluted at al in the space of these coordinates and momenta
but isastraight line. This revealsthe fact that ergodicity (or something equivalent)
cannot hold for absolutely all choices of generalized coordinates and momenta.
A full theory of how the microcanonical and canonical distributions arise from
the microscopic orbit must take account of this and can only hope to show their
validity for some overwhelmingly large set of choices of coordinates and momenta.
Experience indicates that this set will include essentially all the choices which one
would naturally make for large systems.

We can use the microcanonical form to obtain the canonical distribution for a
subsystem in another way. In some respects this is unnecessary since we obtained
the canonical distributioninthelast section without reference to the microcanonical
one. However, we gain a physicaly useful expression for the constant 8 from this
approach. L et the Hamiltonian be H, + Hswhere“b” and*®s’ refer tothe* bath” and
the “subsystem” respectively. Then the distribution function for the whole system
is

£(Ob. Po; Gs, Ps) = constant x §(E — Hp — Hy) (1.36)

We get the distribution for the subsystem alone by integrating out the coordinates
associated with the bath:

ps(ds, Ps) = constant x /dQD dpp 6(E — Hp — Hy) (1.37)

Now express the integration in terms of a new set of coordinates
(Ho(ab, pu), Qub, Py) where the first coordinate is the Hamiltonian of the bath and
the (Qp, Py) are any set of coordinates spanning the surfaces of constant energy in
the bath phase space. Theintegral on bath coordinatesis then

/dqbdpr(E — Hp — Hs) = /deS(E — Hp — HS)/dede%
= /de8(E — Hp — Hs)Qb(Hp)
= Qp(E — Hy) (1.38)
inwhich
_ (0o, Po)
BE- M= [ e s (139

isthe “area’ (or volume) of the 6N, — 1 dimensional region in the phase space of
the bath which is associated with bath energy E — Hs. Requiring that ps(ds, ps) be
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normalized then gives
Q2p(E — Hs)/ Q2(E)

, = 1.40
el P = 40, dps (20(E — o)/ 26(E) (140
We rewrite
Qb(E — Hs)/ Qp(E) = dn((E—Hs)/ 2(E)) _ oSH(E—Hs)/ks (1.41)
where, in anticipation of common usage we define
Q(E—-H
S(E — Hs) = kg In $%(E — Hy (1.42)

Qp(E)
which will be called the entropy of the bath when the bath has energy E — Hs. kg
is Boltzmann's constant and gives the entropy its usual units. Asusual in classical
physics, an additive constant in the definition of the entropy is arbitrary here. Now
supposing that E >> Hs, it is reasonable to take the first term in an expansion of
S(E — Hs) about Hs = 0 giving
IS(E — Hy) IS(E — Hy)
S(E - H) = S(E)+ (20 )HS:O o=+ (2245 )Hs:o H,
(2.43)

where the second equality follows only with our choice of additive constant in S,.
Then (1.40) becomes

e—ﬂ Hs(Qs, ps)
ps(0s, Ps) = f dgs dps @B Hs(0s. ps) (1.49
if weidentify
0S(E + x
. < % ) (1.45)
X x=0

Thuswe obtain the canonical distribution function for the subsystem again with the
added benefit that an expression for 8 is obtained which is recognizable as related
to thermodynamics.

On the other hand this argument contains a swindle. The swindle occurs at
equation (1.43). Why should we expand S, and not 2,7 Or to put it another way,
when we get to thermodynamics, we will want 8 to beindependent of system size,
so we will need to have §, proportional to system size. But the argument provides
no guarantee that this will be so. One way to answer is to go back to the previous
section: (1.45) is consistent with the results of this section and the latter depended
on the divisibility of the system into subsystems whose properties could be added
to get the properties of thewhole system. Therefore the requirement that we expand
$ and not 2, must also be related to additivity.
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One gains some insight into how this happens by consideration of the case of a
bath which is a perfect gas. The Hamiltonian is

3Np
Ho =) pf/2m (1.46)
i=1

and theintegral in (1.39) can be done by first transforming to spherical coordinates
in momentum space. Let P; = /Y > p?. Then

1
Qp(E) = VbNb aH

e / ¢S (1.47)
37 lnpeg JPi=vamEs

Here the integral is over the surface of a 3N, dimensional sphere in momentum
space with radius /2mEy. Thus one obtains

m 27T3Nb/2
2Ep (3Np/2 — 1)!
We study thisinthethermodynamiclimitinwhich Ny, — oo, V, — cowhile N/ Vy,
and Ep/ N, remain fixed. In thislimit, (3Np/2 — 1)! may be approximated as

Qp(E) = (2MEp,)CNo~ /2y Mo (1.48)

(3Np/2 — 1)! ~ e 3N/2(3N,/2)3N/2 (1.49)
and we have
Q(E) = ((2Ep/3Np)2rme)>No/2 (1.50)
Thus 2y, is extremely rapidly diverging with Ny, but the entropy
Sy(E — Ho) = (3Nb/2) IN((E — Hs)/E) ~ (3Nb/2)(—Hs/E) (1.51)
so that the entropy is additive and
B = 3Ny/2E (1.52)

in accordance with the eguipartition theorem.

Ontheother hand, it isinteresting to noticein thisexamplethat thelimit Vi, — oo
while Np/ V, isfixed is not well behaved in In Q,(E). In fact thetermin In Qp(E)
depending on the bath volume V,, is Ny In Vy, which is proportional to Ny, In Ny and
not to Ny in the thermodynamic limit. This is a general feature of the classica
distribution function as we have discussed it so far. In order to get a correct ther-
modynamic limit from the classical distribution function as one varies the number
of particles, one must divide the definition of the classical distribution function
by the factorial of the number of particles (Ny! here). Gibbs first noted this, and
argued, without knowledge of quantum mechanics, that the needed factor of 1/N!
should be inserted because of the indistinguishability of particles. Although the
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factor 1/N! should be inserted, it arises from the indistinguishability of particles
in quantum mechanics and is not actually consistent with classical mechanics. The
factor 1/N! is aresidue of quantum mechanics at the classical level. This will be
discussed somewhat further in Chapter 4.
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Problems

1.1 Consider atwo dimensional harmonic oscillator obeying the equations of motion:

d?x

mm = —KXX
d?y

Moz = 1

In fact, according to the definitions of this chapter, this system is not ergodic for
any set of initia conditions or values of the force constants K, and Ky. However,
for certain conditions on K, and Ky, the system satisfies a modified definition of
ergodicity, in which the system point fills a portion of the constant energy surface.
Prove these statements and illustrate by making some simulations of the motion
numerically, showing computed trajectories for various cases in the xy and px py
planes.
1.2 Show that asufficient condition for (1.44) isthat

Qp(Ep) = constant x (Ep/Np)™e
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where n is area positive number and Ny isareal positive number going to infinity
in the thermodynamics limit while Ey/ N/ approaches afinite constant. Find g in this
case.

Find the classical distribution functions for the following one dimensional systems
asafunction of initial conditions.

A particle confined to a box of length a by elastic walls.

A one dimensional harmonic oscillator, spring constant K.

A ball in the Earth’s gravitational field bouncing elastically from afloor.
A pendulum with arbitrary amplitude.
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Quantum mechanical density matrix

For systems which obey quantum mechanics, the formulation of the problem of
treating large numbers of particlesis, of course, somewhat different than it is for
classical systems. The microscopic description of the system is provided by awave
function which (in the absence of spin) is a function of the classical coordinates
{qi }. The mathematical model is provided by a Hamiltonian operator H which is
often obtained from the corresponding classical Hamiltonian by the replacement
pi — (h/i)(3/0q;). In other cases the form of the Hamiltonian operator is simply
postulated. The microscopic dynamics are provided by the Schrodinger equation
ih(dw/at) = HWY which requires as initial condition the knowledge of the wave
function W ({q;}, t) at someinitial timety. (Boundary conditionson W ({g;}, t) must
be specified as part of the description of the model as well.) The results of ex-
periments in quantum mechanics are characterized by operators, usually obtained,
like the Hamiltonian, from their classical forms and termed observables. Operators
associated with observables must be Hermitian. In general, the various operators
corresponding to observables do not commute with one another. It is possible to
find sets of commuting operators whose mutual eigenstates span the Hilbert space
in which the wave function is confined by the Schrodinger equation and the bound-
ary conditions. A set of such (time independent) eigenstates, termed ,(q), is a
basis for the Hilbert space. The relation between operators ¢q, and experimentsis
provided by the assumed relation

o(t) = / V(G Doop (G}, 1) g (21)

where $(t), the quantum mechanical average, is the average value of the experi-
mental observable associated with the operator ¢, which is observed on repeated
experimental trials on a system with the same wave function at the same time t.
Unlike the classical case, even before we go to time averages or to large systems,
only averages of the observed values of experimental variables are predicted by the

27
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theory. Consideration of time averaging will introduce a second level of averaging
into thetheory. We are working herein the Schriodinger representation of operators.
Any time dependence which they have is explicit. In the study of equilibrium sys-
tems we will assume that the operators of interest are explicitly time independent
which is to say that they are time independent in the Schrodinger representation
(but not of course in the Heisenberg representation).

We suppose as in the classical case that in studying the macroscopic systems
usually of interest in statistical physics, we are interested in the time averages of
experimental observables, which we denote as

t+r/2

1 N
_1 /t #(t') dt 2.2)

T Jt—1/2

S

The double bar emphasizes that, unlike the classical case, two kinds of averaging
are taking place. Asinthe classical case, we define equilibrium to be asituation in
whichtheseaveragesareindependent of = forany t > 1o . By thesameargumentsas
inthe classical case, the averages are then independent of t aswell. It isconvenient,
asin the classical case, to move the origin of timetot = —t /2 before taking the
limit T — oo so that we are interested in averages of the form

= 1 (7 —

¢ = lim = / o(t')dt’ (2.3
=0 T Jo

In the classical case, the analogous average was related to an integral over the

classical variables g, p. In the quantum case the corresponding average is over a

set of basis states of the Hilbert space defined briefly above. In particular, let v,,(q)

be a set of eigenstates of some complete set of commuting operators and expand
the wavefunction in terms of it

w(g.t) =Y a(t)¥.(a) (2.4)

It is possible in general to choose the v, (q) to be orthonormal and we will do so.
Then the Schrodinger equation, expressed in terms of the coefficients a,,, becomes
ih(da,/at) =Y, H,ya, where H,, = [ ¢ *H,,d*Ng. Inserting (2.4) into (2.3)
and assuming that ¢, is explicitly time independent gives

¢ = lim Efot o)=Y {rILrgo%/Otaj(t)avf(t)dt}qbw/ (2.5)

T—>00 T
inwhich

o = / W doptr 6N 26)
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Theinterchange of the order of summation and integration should be proved to be
legitimate in arigorous treatment. If we define

l T
oy = lim — / a’(t)a, (t)dt (2.7)
=0 T Jo
then (2.6) becomes
5: Z pv’vd’vv’ (28)
or in matrix notation
¢ =Trpg (2.9)

where p and ¢ are the (generally infinite dimensional) square matrices p,, and
¢y (The inversion of the order of indices in (2.7) is made in order to permit
(2.8) to be written as amatrix multiplication.) Tr meanstrace. Equation (2.7) isthe
quantum version of (1.15) while (2.9) is the quantum form of (1.16). The matrix
p is called the density matrix. Just as the classical distribution function can be
described in terms of various sets of canonical coordinates and momenta related
by contact transformations, the density matrix can be expressed in terms of various
compl ete sets of orthonormal functionswhich span the space of wave functionsand
thesearerelated by unitary transformations. Just astheclassical p(q, p) dependedin
principleon all of theinitia classical conditions pg, qo, the density matrix depends,
againinprinciple, ontheinitial wavefunction v(q, to) or, equivalently, on al of the
coefficientsa, (t = 0). Herewe come, however, to asignificant practical difference:
whereas in the classical case, the amount of data associated with specifying the
initial conditions, while large, is in principle countable and finite (6N numbers),
the initial condition specifying the wave function requires at the numerical level
an uncountably large amount of data, even for a system with a modest number of
particles. This apparently academic distinction has the very practical effect that
simulations of classical systems of thousands of particles are feasible while for
guantum systemsthey are extremely difficult and not very reliable, even for simple
systems.

Asin the classical case, the density matrix may be interpreted in various ways.
For example, one obtains the probability interpretation if one supposes only that
the probability that the system has wave function w()(q) = 3, al'v,(q) is P;,
thus avoiding any assumptions about the dynamics (but consistent with the known
dynamics of quantum mechanics). Then the value of the double average # would
be

=2 P [V @@= ppe @10
i v,V
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where
puv =y Palall (2.12)
al;j

Theseequationsareequivalent to (2.9) and (2.7). Thispoint of view wasemphasized
in the book by Tolman.!

Before proceeding to the analysis which leads to the quantum mechanical ana-
logue to the canonical distribution function, we note some facts which follow from
the definition of p,,. First, p,,, is Hermitian since

1 (" 1 (T
o, = lim = / a,(Ha, () dt = lim = / asMa,t)dt = ppy  (212)
=00 T Jo =00 T Jo

This means that, for some purposes, o can be regarded as an operator which isan
observable. Secondly, consider Trp:

1 /" 1/[°
= vy = I — * v — | - ) 2
Trp EU 0 EU Tl)rgorfo a(t)a,(t) ot tl_)rgotfo EU la, (t)|“ dt

(2.13)
But
[ a0 = Y awao [ dapi@e =3 aoP =1
’ (2.14)
SO
Tro = lim %/r =1 (2.15)
T—>00 0

Therequirementthat Trp = 1 (independent of basis) looksalot likethe requirement
that aprobability distribution be normalized and, infact, in any given representation
v one can see from the definition that p,,, isthe probability of finding the systemin
the state v/, when a measurement of the observables associated with the quantum
numbers v is made. But in an arbitrary basis, p,.» can have off diagonal elements
which are complex and have no trivial probability interpretation.

To understand the fundamental equilibrium forms of the density matrix, we
proceed much as in the classical case to prove a quantum version of the Liouville
theorem and then argue on the basi s of expected additive properties of large systems
for acanonical form for the density matrix. The quantum mechanical version of the
Liouville theorem is quite simple to obtain. First, one must decide how to define
the time dependence of the density matrix. In the present case, we choose to define
the time derivative of p,, as

dpuu/ T 1 ! d %
e tim = [ S oam) (219)
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Itisimmediately evident that if the limit existsit is zero:

dovw _ i @(Ma@) — (@5(0)a,0) _

dt T—00 T

0 (2.17)

since the coefficients a, must be finite if the wave functions ¥ (q, t) are to be nor-
malizable. Thus by this definition the density matrix is a constant. One can see
from this that the density matrix corresponds to an operator representing a con-
served quantity in the usual sensein quantum mechanics. We write the Schrodinger
equation in the representation of the states v as

. _da,

h = H,,a, 2.1
ih Z a (2.18)

which gives
q :
a(a;“,(t)a,,(t)) = Lﬁ E [Hoval (t)a,(t) — al (t)a, () Hyw | (2.19)

Then taking the time average lim, _, % fO’(. ..)dt of both sides and assuming that
H is not time dependent gives, with the same definition (2.16) of dp,,/dt,

dpvv’ I
dt - ﬁ Z [/Ovv”HV”U’ - va”pu”v’] (220)
Thus with (2.17) we have
pH —Hp =0 (2.21)

in matrix notation so that p can be regarded as an operator corresponding to a
constant of the motion in the quantum mechanical sense. This formulation will
also prove quite useful in describing time dependent phenomenain Part I11. Now
consider a special basis in which the density matrix has a particularly ssimple form
which alows an unambiguous interpretation. Consider the complete set of com-
muting operators which includes the Hamiltonian. The operators represent all the
3N quantum mechanical constants of the motion of the system. In the basis v,,(q)
which are simultaneously eigenvalues of all these operators, p, which because it
isitself a constant of the motion must be a function of these 3N operators, must
also be diagonal. Because p isHermitian, its diagonal matrix elementsinthisbasis
must be real and, again from the definition, positive. Thus the quantities p,, can
beinterpreted as the probabilities of finding the system with values of the 3N con-
stants of the motion designated by the 3N quantum numbers v and there are no off
diagonal elements of p in this basis. Unfortunately, in a large interacting system,
the 3N operators associated with all the constants of the motion are never known.
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For large systems, partitionablein the same sense discussed for classical systems,
we can now construct arguments for a canonical density matrix very similar to
those in the last chapter. In particular, we suppose that for a partition into two
large systems, the density matrix is a product in the following sense. We first
work formally in the specia basis discussed in the last paragraph, in which the
density matrix isrigorously diagonal and inwhich the quantum numbers {v} denote
eigenvectors of 3N linearly independent operators, including H which commute
with the Hamiltonian H. Because p itself commutes with the Hamiltonian it must
itself bediagonal inthisrepresentation. If the Hamiltonian of the partitioned system
can, to agood approximation (and using arguments completely analogous to those
used in the classical case), be written as Hy, + Hy, ignoring interaction terms in
the thermodynamic limit, then in this representation the diagonal elements of the
density matrix (which are the only nonzero ones) can be written

Pvy = pl()i-?ylpgi?vZ (222)

where v, and v, designate bases for the two partitions which also simultaneously
diagonalize all the constants of the motion of thosetwo partitionsindividually. Now
we may take the natural logarithm of (2.22) much asin the classical case:

Inp,, =Inp®, +1np@ (2.23)

Vi,V1

which shows that Inp, , can be a function only of the quantum numbers in v
corresponding to additive constants of the motion. If, asin the classical case, we
suppose these to be energy, linear and angular momentum then we have

Pvy = 8\1,\/ eot eiﬂEv+gﬁv+)7.Eu (224)

in this representation. Here E,, I5U, L, are the eigenvalues of energy, linear and
angular momentum. We may determine « from the requirement that Trp = 1:

e PEASP+7L,
Z]} (ef,BEUJFS'Is\)‘l’?'I:v)

Finally one can remove the restriction to a particular basis, noting that (2.25) can
be written as the operator

(2.25)

Pyy = 8v,v’

g BH+3-P+y-L

= — 2.26
p Tr(e*ﬁH+8-P+)7-L) ( )
and if we restrict attention to the case of systems in a stationary “box”
e FH
e 2.27
g Tr(e=#H) (2.27)

which is called the canonical density matrix.
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A similar trestment is possible in the case that we allow the number of particles
in the partitions of alarge system to vary. Thisis more convenient in the quantum
mechanical case than in the classical one, because the formalism of second quan-
tization makes it straightforward to describe the system in terms of a Hamiltonian
operator with avariable number of particles. Assuming the Hamiltonian to be writ-
ten in thisway, we consider the case in which the number of particlesis conserved,
[N, H] = 0. Then the argument, given a partition of a large system, proceeds as
before, except that the constants of the motion now include N as well as energy
and momenta. Thus, denoting the constant analogous to 8 by — g we have

g BH+BuN

= T (2.28)

0

Thisis often called the grand canonical partition function (or ensemble).

Microcanonical density matrix

We can aso study the implications of the previous arguments for the total system
following thelines of the classical case. In particular notethat in arepresentationin
which the Hamiltonian isdiagonal, the coefficients a, (t) have the time dependence

a,(t) = a,(0) e™'Fe! (2.29)
so that
1 (" i(E, —E,)t as(0)a,(0) E, =E,
o = lim — *(0)a,(0)e e E  dt = BT
g e T/O 20,0 0 otherwise
(2.30)

Thisisanaogousto the condition that the energy isexactly conserved in anisolated
systemintheclassical case. Here, however, we have adifference, becausetheinitial
wave function may not be an energy eigenstate. If it is not, then the density matrix,
though diagonal in the energy quantum number, may not be infinitely sharply
peaked at a particular value of the energy, even for an isolated system. Analogous
totheclassical case, thefactorsa, (0)a, (0) in (2.30) can contribute adependence of
Pvy ON quantum numbers other than those associated with the energy (or the linear
and angular momenta). These dependences are only expected to be absent in the
case that we have a large system with the additive properties already extensively
discussed. Then the energy diagonal elements of p,,, can depend only on the
energy and we have the closest quantum anal ogue to the microcanonical ensemble
in classical statistical mechanics:

constant E —8E/2 < Eer =E, <E+4E/2

231
0 otherwise ( )

Pvy =
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This is significantly more arbitrary than its analogue in the classical case as we
have discussed and it is not of much practical use. We can show, exactly as before,
that any discrepancy between the canonical and microcanonical expectation values
of the energy can be made arbitrarily small by taking an infinitely large system and
lettingE — 0.

We note a property of (2.30) closely analogous to the one discussed for the
exact classical distribution function in the last chapter. It is quite easy to show
that the eigenvalues of (2.30) within the energy subspace characterized by ve are
> for ve 10(0)2, 0, ..., Owherethenumber of zeroesis 1 lessthan the degeneracy

of the level characterized by ve . The eigenvectors are aU(O)/\/ > 5 for ve |1 (0)?
for the first eigenvalue with the other eigenvectors being orthogonal to it in the
degenerate subspace. This diagonalization is quite closesly analogous to the con-
tact transformation taking the classical system to the set of constant coordinates
and momenta and, analogoudly to that classical case, it leads to a form of the
density matrix which is clearly in conflict with the microcanonical and canoni-
cal forms. Analogously to the classical case, we conclude that the canonical and
microcanonical forms cannot be good approximations for evaluation of averages
in absolutely all quantum mechanical bases but only, in some sense, in “amost
al” of them for large systems. The bases which we implicitly select in making
measurements are presumably overwhelmingly likely to be among the bases for
which the standard ensembles are a good description. Of course, the actual diago-
nalization of the density matrix in the subspacesin areal large system will in gen-
eral be completely impractical because the initial quantum mechanical state is not
known.

Reference

1. R.C. Tolman, The Principles of Satistical Mechanics, London: Oxford University
Press, 1967.

Problems

2.1 Usearepresentation v in which H isdiagonal to show that p,, defined by (2.12) is
always diagonal in the energy.

2.2 Writea,(t = 0) =r,€% in arepresentation in which the Hamiltonian is diagonal,
Herer, and ¢, are real. Show that the assumptions of Chapter 2 leading to (2.24)
mean that the density matrix is independent of the phases ¢,. In some treatments
of the foundations of quantum statistical mechanics this is elevated to a postulate,
termed the hypothesis of random a priori phases.
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Problems 35

Work out the density matrix in the case that the wave function is an energy eigenstate
for the case of a particle in a box. Use it to derive general expressions for the time
averages of arbitrary functions of the momentum and of the coordinate, expressing
theresult asasum of theterm arising from the classical distribution function (derived
in Problem 1.3) and a correction term associated with quantum mechanics. Under
what circumstances is the extra term small? Generalize to the case of an arbitrary
initial wave function.
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Thermodynamics

With the form of the density matrix established it now becomes possible to extract
the fundamental features of thermodynamics from the theory, thus establishing a
relation between thermodynamics and mechanics. The main remaining concept re-
quired for thisisageneral definition of entropy, to which weturn first below. From
this we can easily extract the familiar general relations of equilibrium thermody-
namics, which we then review.

Definition of entropy

We carry through the discussion for the canonical, quantum mechanical case. We
start with the idea that the equilibrium density matrix, when expressed in terms of
the quantum constants of the motion, isafunction only of the energy in the case of
greatest interest. We denote such a representation vg, v’ where ve designates the
guantum number specifying the energy and v’ is an abbreviation for al the other
3N — 1 constants of the quantum motion. The density matrix is then diagonal and
its diagonal matrix elements are denoted p,. ...,/ The entropy is related to the
number of states associated with the systemwhenitisin equilibrium. To makesense
of this we first sum p, ,.,..,» ON &l of its quantum numbers except ve. Because
Poe.vve. depends only on ve this gives

D opeview =pEe) Y 1 (31)

v with energy E,
where for example in the case of the canonical density matrix
p(Ey) = € Fe TreFH (32

Thefactor 3, yith energy E,, Lisnearly what wewant becauseit measuresthenumber
of states consistent with the system having energy E,.. However, in a system
described by the canonical density matrix, the energy is not fixed, so it is not

37
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immediately transparent what energy we should take. To resolve this question, we
denote

QE)= Y 1 (33)

v with energy E,

and use the fact that, from the normalization of the density matrix,

Zp(EUE)Q(EUE) =1 (34)

Consider thenature of thesummand: p(E, . ) isan exponentially decreasing function
of E,. while2(E,.) isarapidly increasing function so that this summand will have
asharp peak at the average energy E. Thus the sum should only depend on p(E, )
evaluated at the energy E and it is reasonable to write

p(E)AT = " p(E,)Q(E,.) (35)
VE
where AT is the number of states associated with the equilibrium density matrix.
But using the normalization condition (3.4) this gives
AT = 1/p(E) (3.6)
We identify the entropy as
S=kgInATl (3.7

Some other perspectives on thisdefinition will beillustrated in the problems. Using
(3.6) this gives

S= —kg In pe(E) (3.8)

wherethe subscript ¢ hasbeen added to p to specify the canonical density matrix. In
the case that the number of particles can vary, avirtualy identical argument gives

S= —kgInpg(E, N) (3.9)

Thermodynamic potentials

We define the canonical partition function Z; as
Ze=TrePH (3.10)
Then (3.8) becomes
S= —kgIn(e #E/Z;) = ke BE + kg In Z, (3.11)
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Using B8 = 1/kgT to define the temperature, we then obtain
E-TS=—kgTInZ (3.12)

If the quantity S is indeed the thermodynamic entropy, then E—TSis the
Helmholtz free energy, denoted F (or A inthe chemical literature). Thus

F=—ksTInZ,= —kgT InTre " (3.13)

This establishes the needed relation between a thermodynamic quantity and the
microscopic, quantum mechanical model. Familiar relationships of thermodynam-
ics follow from this if we suppose that the energy E, of the system depends on
experimentally controlled variables X; (for example the volume, which fixes the
boundary conditions on the wave functions, or a field, which fixes a term in the
Hamiltonian). We now vary F with respect to T and to the variables X;:

ks T 9Z. 1 4 OE,
dF = [ —kgInZc — — — ) dT + — e PE _—LdX; 3.14
( BT 7, aT) +ZCZXV: ax, 4 319

In the second term on the right one can evaluate

82C
= 3.15
~Tine " @19
so that the expressionin (. . .) on the right hand side becomes
—kgInZ,— E/T =-S (3.16)
using (3.11). Thus
— —SdT + Z< >dX. (3.17)

in which H is the Hamiltonian. The most common example is that in which the
only X; isthe volume V. Then (3H /9 X;) = dE/dX; is minus the pressure and
(3.17) becomes

dF = —SdT — PdV (3.18)

If X'is amagnetic field intensity H then 9 E_/aXi is minus the magnetization. In
another common example, X isan electric field and 9 E /9 X; isthe negative of the
polarization. (Notethat the X; can beeither intensive (independent of the number of
degreesof freedom) or extensive (proportional to the number of degreesof freedom).
The key question is whether the X; can be interpreted directly in the microscopic
calculation of eigenvalues and eigenvectors (ascan V, H and E whereas P, M and
P the polarization cannot be directly used in thisway).) We will deal in the rest of
this section only with the case in which the only relevant variable X isthe volume.
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The extension to other cases is not difficult. In the case that X is the volume, the
Gibbs free energy G is defined to be

G=F+PV (3.19)
and by use of (3.18)
dG = —SdT + VdP (3.20)
The enthalpy W (sometimes thisis denoted H) is defined by
W = E + PV (3.21)
giving
dW = T dS+ V dP (3.22)
Finally inserting F = E — T Sinto (3.18) one obtains
dE = TdS— PadV (3.23)

Each of these various thermodynamic potential s can be seen to be constant when a
different pair of external variablesis held constant. It is often convenient to regard
each potential asafunction of thosevariables. Thusweregard F asdependingon T
andV,GonTandP, E onSandV, and W on Sand P. Therelation (3.13) permits
al these potentials to be calculated using the microscopic Hamiltonian in the case
of the canonical density matrix.

We now go over asimilar discussion for the case of the grand canonical density
matrix. The entropy is

S=—kgInp(E, N) = —kg(BNu — BE — In Z) (3.24)
where
Zge =) PrNFE (3.25)
N,v
or from (3.24)
TS=—Nu+E+ksTInZy (3.26)

The quantityE — TS— N is called the thermodynamic potential in thermody-
namics and is denoted 2:

This establishes a connection between the microscopic Hamiltonian and thermo-
dynamicsin the grand canonical case, analogousto (3.13). Again, we suppose that
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E, n vary with some experimentally controlled parameters X; and obtain

d2=(—-ksInZy — — dT — —d ——)dX; (3.28
( BINZLgc Zg 0T ) Zg 1 M+Z<3Xi> i ( )

Thetermin (...) can be shown to be — S by use of (3.24). The next termis

— NeNe—EundB — _ N 3.29
7o O 7" NZ (3.29)
Thus
— oH
dQ = —SdT — Nd — }dX 3.30
23 < - > . (3:30

We specialize this as before to the case of just one X; which isthe volume V:
dQ = —SdT — Ndu — PdV (3.31)

From (3.26) and (3.27), @ = E — TS— Nu. Thenwe have, since F = E — TS,
that

dF = dQ + d(Nu) = —PdV — SdT + xdN (3.32)

This is consistent with (3.18) which was derived in the case that N = constant.
Similarly the expressionsfor G, W and E become

dG = VdP — SdT + udN (3.33)
dW = VdP — TdS+ xdN (3.34)
dE = TdS— PdV + ndN (3.35)

Note that we have not exhausted the list of possible thermodynamic potentials for
the case in which the number of particles varies. 2 is the Legendre transform of
F with respect to .« and N and is constant when T, V, 1 are fixed. We may define
similar Legendre transforms of E and W. | do not know names for these and will
call them Qg and Q\y which are defined as

Qe(S,V,u)=E — uN=—PV + ST (3.36)
Qw(S, P, u)=W—uN=E+PV—uN=ST (3.37)
but if we try to do the same thing with G we get (see (3.44) below)
Q(T,P,u)=G—uN=0 (3.39)
The corresponding differential relations are
dQe(S,V, 1) = TdS— PdV — Ndu (3.39)
dQw(S, P, ) = TdS+ V dP — Ndu (3.40)
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The last relation can be rewritten using Qw(S, P, u) = ST as
V dP — SdT = Ndu (3.41)

Thisisvery well knownandisusualy writteninaslightly different form by dividing
by N, definings = S/N, v = V/N asthe entropy and volume per particle:

du =vdP —sdT (3.42)

In this form it is known as the Gibbs-Duhem relation. Using Qg(S, V, ) =
—PV + ST one can easily show that (3.39) also reduces to this same Gibbs-
Duhem relation. To summarize, the only new information in these last three
Legendre transforms is the Gibbs-Duhem relation (3.42).

Some thermodynamic relations and techniques

Here we review some thermodynamic relations and methods. We will follow com-
mon usage in thermodynamics arguments and drop the bar on N in this section. We
will only include the bar on N later when its absenceis likely to cause confusion.
Note first that, generaly, the differential relations just listed may be used to write
expressions for the first derivatives of the thermodynamic potentials in terms of
their independent variables. For example, from (3.33) we have

<§) P.T - 549

However, since 1 must beindependent of system sizethisequation can beintegrated
on N to give

G = uN (3.44)
One can use this in the definition of 2
Q=E-TS—-Nu=G-PV —uN=—PV (3.45)

Using (3.27), thisisan equation of state. One may usethe samedifferential relations
to express any thermodynamic potential explicitly in terms of derivatives of the
eigenvalues of the underlying quantum mechanical problem. For example from
(3.32) we have

oF
(8—V)T,N ——P (3.46)
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which is also an equation of state since the left hand side has been expressed in
(3.13) in terms of the microscopic model. From this

Zv Bdl\E/ e Ei/ksT
SeemrV (347)
%

G=F+PV=—kgTIn) e&/lTl —

providing a prescription for calculating G from first principles.
Directly measurable thermodynamic quantities are in most cases second deriva
tives of the thermodynamics potentials. For example the specific heat at constant

volume
9S 92F
QET(_J :—T(—J (3.48)

However, C, may also be expressed as afirst derivative by writing the relation for
dE in terms of independent variables T, V and N:

dE = TdS— PdV + wdN

0S 0S 0S
=T —= dT — dv — dN]|—-PdVv dN (3.49
((aT)V,N +<8V>T,N +(8N>T,v ) Frdn (349

from which

oE S oE S
(7)) = G8), (7)), 70 o9

giving another expression for C,. From the transformation (3.49) we also obtain
therelations

dE 3S 9E 9E 39S
(59),0 75,9, (9, (%), e
V/1N IV /1N IV /s IS/ vn NV /1y

and finally

dE 39S 9E dE 39S
——) —u4+T(— =(— +(— — (3.52)
IN/ v IN/ 1y IN/ sy IS/yn \IN /7y

Equation (3.50) is an example of the use of the chain rule but the other two rela-
tions represent the somewhat more subtle relation which arises between two partial
derivatives of the same quantity with respect to the same variable when different
guantities are held fixed during the differentiation. One way of expressing thisrela-
tion more generally isto consider athermodynamic function w(x, z) and transform
its total differential so that it is expressed in terms of independent variables x, y
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Figure 3.1 Geometrical interpretation of equation (3.54).

Y

instead of x, z:

Jw 0 w Jw 0z 0z
dw :(&)Z‘WE)Xdz;(ﬁ)f’“(a)x[(@)Xd”(a)ydx]
ow ow 0z ow 0z
- {(a—x)z #(3), (—x)y} ot (5), (5), @
ow ow
) ()

Thusin general by equating the terms proportional to dx on each side of the last

equality
ow ow ow 0z
(a—x)y = (a—x)z * (El (a—x)y (359

This can be seen to give the relations for derivatives of E above. For example,
(3.51) follows from (3.54) by taking w = E, x =V, z= Sand y = T. Whether
one chooses to remember (3.54) or to rederive it as needed is amatter of taste. The
meaning of (3.54) isillustrated in Figure 3.1.

Another set of useful relationsfollowsfrom our formsfor thetotal derivativesby
requiring that the second cross derivatives be well defined, as they must be. Thus,
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for example, by requiring that

9°F 9°F
= 3.55
(8T8V>N (8V8T>N (355)
one obtains the identity
aS P
— == (3.56)

These are well known as Maxwell relations.
Another useful relation may be obtained by considering just three variables z, x
and y of which two are independent. Then we may express the total differential dz

0z 0z
dz = (—) dx + (—) dy (3.57)
ax/, Y/,

This must be consistent with the relation that is obtained by expressing dy on the
right hand side in terms of dz and dx whence

(Y s (72 () g (D
9= (ax)ydx+ (ay>x [(ax)zd” <az>xdz]
[y (o2 ( 0z (oy
- {(ax)ﬁ (ay)x (axu et <ay)x (az>xdz (359

But by the chain rule
<§> (ﬂ) =1 (3.59)
ay /), \adz/,
0z 0z 8y>
=) +(= — 1 =0 3.60
<8x)y (E)y)X (ax 2 (3.60)
GLEE - e
y /)« \9x/),\dz/,

Because of itsusefulness, | will also describe one other way to manipulate thesere-
lations (which is equivalent to the foregoing). One defines the Jacobian determinant
in the usua way as

SO we require

or

_ax.y)
CA(w, 2)

(3.62)
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It iseasy to show by direct substitution that
y

dw,y)  \aw

It is somewhat |ess obvious that

I(x,y) d(z,w)  3(x,y)
a(z, w) a(t,s)  a(t,s)

(3.64)

The easiest way to seethisisto consider reexpressing the differential el ement, say
dx dy interms of the element ds dt. It cannot matter whether one does this directly
or by passing through the pair of variables z, w on the way:

(X, y) _a(x,y) (X, y) 9(z, w)
ats T = 5P = 3w s

If this seems too abstract, one can prove (3.64) by direct substitution, using the
relation (3.54) and the chain rule. As an example of the use of (3.64), a compact
proof of (3.61) is produced by use of this formulation:

dy\ (9z\ _a(y.2dzx) _ ay.2  [9z
<&>z (3_Y)X A, 2 a(y,x) Ay, x) (ax)y (3.66)

Constraints on thermodynamic quantities

dxdy = dt ds (3.65)

From this formulation one can obtain some well known constraints on thermody-
namic quantities. For example, the temperature, which is related to the thermody-

namic potentials through
IE
— ) =T 3.67
(5), @

is aso kg/B where 8 is the factor appearing in the density matrix. Because the
guantum mechanical energy spectrum of any system must be bounded from below
(i.e. there must be alowest energy level) but not from above, the partition function
will not befiniteunless 8, and hence T, ispositive. Actually, if the energy spectrum
has alarge gap, it can sometimes appear to be effectively bounded from above and
this makes metastabl e states possible in which the effective temperature is negative.
Such conditions occur in some nuclear magnetic resonance systems, for example.

The condition that the temperature be the same throughout the system follows
trivially from our formulations, in which the parameter 8 isthe samefor every sub-
system. This condition, stated as the condition that two systemsin thermal contact
have the same temperature, is sometimes called the zeroth law of thermodynamics.
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We also have the usual formulation of thefirst law of thermodynamics for example
from the form (3.35).

The second law of thermodynamics, stating that the entropy alwaysincreasesin
time, isnot really a statement about equilibrium statistical mechanics but one about
dynamics. Our formulation has nothing to say about it. Note that, to make sense
of it, one has first to define entropy in a way that does not require along timein
order to determine it. We have not done this here, but that need cause no serious
problem if thereis an empirically short time for the establishment of a state which
looks approximately like an equilibrium one. Even granting a useful definition, the
guestion of the status of the second law is very subtle. There are casesin which the
entropy, suitably defined, decreases for very short times, but there are no known
experimental casesinwhichit doesnot increase eventually. Thetheoretical statusof
thisfactisstill discussed and debated. A widespread, but not universal, consensusis
that the origin of the second law liesin the low entropy initial state of the universe.
Those interested in pursuing these issues are encouraged to study the conference
proceedings edited by Halliwell, Perez-Mercader and Zurek® and, particularly, for
abriefer discussion, the article by Lebowitz in that volume.?

The statement that the specific heat of a system goesto zero as the temperature
goes to zero is known as the third law of thermodynamics. It follows quite smply
from the grand canonial formulation:

’F
C,=-T oF (3.68)
T2 )y N
and using
F=—keTInZ (3.69)

Supposethat the ground state has degeneracy Go and energy Eq. Thenat |low enough
temperatures we may write

Zo~ e 5P (Go+ Gre BB ) (3.70)
whence
G1\ [((E1— E0?\ e,
C, >=k \E1— Lo/ B(E1-Eo) _, 0 3.71
8 (Go) ( (kg T)? © ( )

asT — 0. Inpractice, it isdifficult to achieve temperatures low enough to satisfy
the conditions of this proof. In many cases, for higher temperatures, the specific
heat goestoward zero as a power law Cy o< T*.

We may prove a constraint on the specific heat C, asfollows:

F d(ksT InZ E
s=_<3_) =<w> —kgInZ + — (3.72)
T ), oT ), T
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Taking a second derivative

S 1 —
(ﬁ) — kBT3(52 —E) (3.73)
\Y
where
R Es e_ﬁEv
E2 = ZXU:T (3.74)

by direct use of the expression for the partition function. But E2 — E? > Ofor any
distribution of energy levels,soC, = T (0S/dT), > Ofor any system obeying the
canonical density matrix. Because (3S/9T)y = —(8%F /0 T?)y this means that F
has negative curvature in the T direction.

We may similarly consider the curvature in the V direction which is related to
the compressibility. We evaluate

P 92H 1 aH 2
— ) =—(=—=)+ —({=— )-P? 3.75
(BV>T <av2>+kBT (<av > ) (3.75)
inwhich
p 2
aHA X, (Gv) et (3.76)
v [ Y efE '
and

2
g2Hy L (G ) e
W)= s e (3.77)

This relation has been the subject of some rather obscure discussion in the lit-
erature. The last two terms on the right hand side of (3.75) give the mean
square fluctuation in the pressure (times 1/ kg T). The quantity (dH?/9V) — P? =
(0H?/8V) — (dH /aV)(dH /3V) is positive definite. Rearranging we have

2 2
N ([(BRV R RV (3P L HY o g
ke T vV Vv [\aV VvV ), \av2
Aslong asthe system ismacroscopically homogeneous, theright hand sideiseasily
seen to depend on the number of particlesas N~ so the fluctuationsin the pressure

areof order N~/2 asexpected. (A system containing more than one phase requires
more discussion in thisregard.) From the last inequality

2H P
53)-G2),
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Further, for amechanically stable homogeneoussystemwemust have(d P /aV)r <
0 so werequire

2
<27i> >0 (3.80)

for mechanical stability of a homogeneous system.
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3.6

Carry through the argument for the canonical casein the grand canonical oneto show
that (3.9) is an appropriate expression for the entropy in that case.

Show that if one assumes for alarge system that the product p(E,. )(d2(E,.)/dE,.)
is constant over a range AE around E and zero elsewhere then (3.5) gives AT =
(d/dE)(E = E)AE.

Estimate the width of the peak in the summand of the right hand side of (3.5) in the
case of aperfect gas (neglecting any effects of exchange).

Find explicit expressions for the thermodynamics potentials F, G, W and E interms
of the energy level spectrum of the system in the grand canonical case.

Evaluate thetermsin (3.78) for aclassical ideal gasand illustrate thereby the various
points of the general discussion. (The energy levels may be teken to be Ep) =
ZiN FJ? /2m. The components of the momenta can be taken to have the valuesh x
integers/ V ¥/2 as can be seen from the discussion of the semiclassical limit in the next
chapter, so the momenta depend on volume as B = (Vo/V)Y3p® where VO isa
reference volume. Thus derivatives can be evaluated and then V' can be set back to
Vo.)

Express C, — C, as afunction of derivatives involving P, V and T. Use your ex-
pression to explain qualitatively why this quantity is zero for low temperature solids
which do not experience phase transitions at low temperatures but is very large for
systems near agasiquid critical point in which the liquid and the gas are nearly in
equilibrium with each other.






4
Semiclassical limit

In Chapter 1 we dealt with some foundational questions for systems described by
classical mechanics and in Chapter 2 we discussed similar questions for systems
obeying quantum mechanics. In Chapter 3 we connected the results of Chapter
2 to thermodynamics. A point left hanging by this discussion is the transition
from the description of Chapters 2 and 3 (quantum mechanical) to that of Chapter 1
(classical). Here we address this point. The approach will be to show circumstances
in which the quantum mechanical description (nearly) reducesto the classical one.
In fact this chapter will not be the last time we address this issue, since a more
complete treatment must await the introduction of cluster expansionsin Chapter 6.

General formulation

Observables are related to observations in the quantum mechanical formulation by

¢_: Trpg = Z Po v v (4.1)
where
(v]efH |y
Pvy = — (4.2
C

using the canonical density matrix. Here we have used a general basis | v) which
does not necessarily diagonalize the Hamiltonian. The general idea in passing to
theclassical limit isto evaluate ¢ in the basis of plane wave states obeying periodic
boundary conditionsin avolume V

_ _ . . 1 1
(Flv)=(,....Tn [ K, .o k)

l N
Sy [k

= VN2 = =
v VK, ... kn) P i=1
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(4.3)
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in both the interacting and noninteracting cases, even though this basis only diag-
onalizes the Hamiltonian in the noninteracting case. In equation (4.3), the P(i) are
permutations of those of the numbers 1, ..., N which refer to distinct Ri such that
ki # K j - Thislast restriction isthe meaning of the prime on the sum on permutations
‘P. The number of such permutationsis

Nk, ... ky) = TN T (4.4)

where N; is the number of factors with Ri = E{ (n = N! for fermions). (£)” is
the sign of the permutation. V is the volume of the system. Thesumon v in (4.1)
becomesasumonk; inthisbasis. In alargesystemthesum onthek; can beexpressed
as an integral and thence as an integral on momenta, while the matrix elementsin
(4.1) contain integrals on the positions ry, ..., . Thus ¢ can be expressed in
terms of an integral on the phase space which can be compared with the classical
result. The general result of thisprogram isthat, under certain conditionswhich we
will elaborate, the partition function and the density matrix in this basis take the
approximate forms

1
T / dBNq N pefHPa) (4.5)
while
— ;e—ﬁH(P,Q) (4.6)
P NN Z, '

Equation (4.5) differsfrom the classical expression because of thefactors1/h3N NI,
Though these cancel out in (4.6) they can be seen to be relevant to the thermody-
namics which involves In Z.. We return to this below.

The perfect gas
To carry out this program we begin with the perfect gas. Then

—h?

where misthe mass of the particles. Inserting thisin (4.1) and using the basis (4.3)
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gives

¢ = Ti/N Z (1/n!)q2ﬂ Z(iy’(i)?”n(r(%

{Ny } such that 3, Ni; =N Ki,....kn PP’ 1, .-, Kn)

.....

= S Y e - = o iR (Fois —F oo
x/drl,...,drNe Zihki/zkaT(f)(ﬁkl,...,Hkn,l'l,...,rN)l_[elk' Fri)—Tp/)

here we have written
D)= =l AZ (..)) (4.9
kn

to take account of the fact that the states obtained by permuting the ki are not
different. Here n is the number of k;’s which appear at least once. (For fermions,
n=Nandthesum >\, sentha 3, n, —n NS ONly oneterm, with N of N =1
and the rest zero. .) Now we transform this by defining

i'=P@i) P'=pPp? (4.10)

so that (£)7(+)” = (£)”" and writing

Vv .
)= dki(... 411
> s [ k) (@11)
Ifwewriteh—Ri = P and usethefact that ¢ must beinvariant under permutations
of 1, ..., n if ¢ isto be an observable then we get
= 1 ~z
¢ = FaNZ Z (1/n!)/d3”pd3'\‘q g 2i(P/2mkeT)
€ {Ny } such that Y Ni;=N
/ N .
X (Pro .. PN T1. .o F) D (&) [ R0 (4.12)
P i=1

where the sum on P has been done. Theintegral on the momentaisonly over those
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momenta which are not equal inthelist py, ..., pn in the case of bosons. Thus
= 1 e H(p.a)/keT
— d3N d3N
¢ —hSNN!/ L #(d, p)
e H(p.a)/ksT
1 h3n | d3n d3n
+ > /) [ pdna® (. p

{N } such that Y~; Ny, =N,some Ny, #1

+ > (1/h%n! );”(ﬂ’”

{N } such that 3~ Ny, =N

NGO
@ p ][R (4.13)
i=1

dSN d3n
X / pa~q Z

in which the sum on permutations P” now excludes the identity permutation. The
first term on theright hand sideisthe semiclassical limit in which we areinterested.
The second term is absent in the case of fermions. We can get more explicit expres-
sionsfor the correction term in the case of the partition function which is obtained
by dropping the factor ¢/ Z.. For bosons, the second term, which does not contain
permutations, can be shown to be afactor A3(N/V) smaller than the first. A isthe
thermal wavelength defined below. In the third term, the lowest order contribution
is also the term, for bosons, for which all the N, = 0 or 1 and we find

2= e [/ O pdgeHPVT 45 T

x / dNpdNge HPa/ieT T ébﬁ"(ﬂ—“”(i)’} (4.14)
i=1

The integral on p; may be done in this case in the second term giving

dp i o 1 o

hgl 2/2kaTeﬁ pi-(fi —Tpg)) — F Fi— r73(|)| /}‘2 = f(| rl _ rP(I) |) (4 15)
where A isthe thermal wavelength, 1 = ,/Znﬁz/kaT.

Thus
" " dN_'
P
Z = (m) ( 2@ / v 11m=Feo |)) (4.16)

where the lowest order Stirling approximation was used to evaluate the factorial.
The question of determining the condition under which the second term can be
dropped is somewhat delicate and we will defer it until Chapter 6. In fact it is
sufficient to require that A3N/V <« 1 whereas a careless treatment might suggest
that the left hand side of thisinequality would need to be multiplied by N.
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For interacting gases, a similar set of transformations can be worked out. We
will consider the Hamiltonian

H= Z pe/2m+ > (| T —Fj 1) (4.17)

i<j

The partition function in the canonical caseis

N N
N= —iki Tp() o ( ) iKi Fore
vaN Z ZZ (ke .. kN)/ r|:1|e' fri) g AT+V jl_lle' i TP0)

(4.18)
where T = Y, p?/2m. The complication in this caseis that
e PTHY) £ g FTe BV (4.19)
We write
e PT+V) — g FTg AV gfO1gf°02 (4.20)

and evaluate the operators by successively differentiating (4.20) with respect to 8
and setting 8 = 0. Thisgives

0;1=0 (4.21)
0, = —1/2[T, V] (4.22)

Wedrop theremaining termsin (4.20). Using the explicit expression (4.17) wethen
find

Z Vkvkl - — Z Fr - Vi (4.23)

Mg

in which
Fo=—V ) g (4.24)

We will not carry out adetailed analysis, but only note that the preceding analysis
for the perfect gas could be essentially carried through without change as long as
the terms — 8O-, which act essentially like an additional term in the Hamiltonian,
can be ignored. Thus, in addition to the requirement that 1 <« a (the interparticle
spacing), which is required in order to ignore exchange effects, we have here an
added requirement that A>V2v < v inorder to apply classical statistical mechanics.
We will defer amore detailed analysis until we have described the relevant cluster
expansion technique.
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Problems

4.1  Show that the first order correction to the semiclassical limit for the perfect gas can
be represented by a temperature dependent effective potential of form:

Bij = —keTIn[14 eI ] (4.25)

Sketch this potential as afunction of | F; — j | and discuss its meaning in the cases
of fermions and bosons.
4.2 Consider a system with the Hamiltonian

H=Y) p?/2m+(K/2) ) ¥’

Thereare N particlesand we will supposethat the temperatureis high enough to work

in the semiclassical limit.

(a8 Under some physical circumstances, the volume is irrelevant in such a system.
State acriterion in terms of V, T, and K under which thisisthe case.

(b) Under the circumstances in which V is irrelevant, define thermodynamic func-
tions appropriately in terms of T, K and other variables which are appropriately
introduced through L egendretransformation. Prove differential relationsfor these
thermodynamic potentials, and establish as many relationships analogous to the
onesfound in Chapter 3 for asysteminwhich T and V are natural variablesasyou
can. (It turnsout herethat, at fixed K, T, the chemical potential is not independent
of N. This problem is best understood by calculating explicit expressions for F
and 2 using the Hamiltonian and the semiclassical limit expressions, in lowest
order, in Chapter 4.)
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Perfect gases

Here we begin a discussion of applications to systems of increasing density with
the application of the formalism to the simplest of all models, in which the particles
have kinetic energy but do not interact. Though this sounds straightforward, we
note two issues. First, if we take the Hamiltonian to be

H=) p?/2m

(whichiswhat wewill usein the partition functions cal culated bel ow) then it should
beclear that there are N trivially identified constants of the mation in such asystem,
namely the energies of individual particles. Such a system cannot exchange energy
between particles and cannot satisfy any reasonable ergodicity requirement. As a
conseguence, though we can study the properties of such anideal gaswhenit obeys
the canonical distribution, we have no assurance at all that it will ever be found
in such a state, since a system initiated experimentally away from the equilibrium
distribution will stay there. The obvious resolution to this dilemmais to include
interactions between the particles which are always present (at least for massive
particles and in the case of an isolated system; equilibration can also occur as a
result of interaction with the environment, for example, the walls of a container
containing a gas). Collisions of the molecules allow energy exchange, ergodicity
and the approach to equilibriumin time but they lead to two further questions. First,
how fast does the approach to equilibrium occur and second, by what criteriado we
decide whether the equilibrium system can, after all, be described as an ideal gas?
With respect to thefirst question, in adilute gas, the general notion isthat one needs
asignificant number (around 100 in practice) of molecular collisions per particleto
achieve equilibrium. Elementary kinetic theory estimates (Problem 5.1) show that
at room temperature, equilibration of most gaseswill occur in minutes or lesswhen
their densities are as large as 10°2 cm™3. However, this becomes a more serious
problem at low temperatures. The second issue is addressed in the next chapter, in

59
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whichacareful treatment of imperfect i nteracting gases appears. Roughly speaking,
the classical criterion for ignoring corrections due to interactions is p <« 1/0°%/2
where o is the collision cross-section. In the quantum case, the criterion is less
trivial to state and harder to achieve experimentally. Indeed a system which could
be described as an ideal Bose gas containing massive particles was only observed
very recently. For reasons to be discussed later, many fermion systems behave
approximately as perfect Fermi gases at low temperatures.

Classical perfect gas

As discussed in the last chapter, the partition function in the semiclassical limit is
(equation (4.16))
ve \N

where the somewhat more accurate form N! ~ NNeN has been used. The
Helmholtz free energy is

3
F=—kBTInZC=—kBTN<In<;) +1> (5.2)
wherea® = V/N. The entropy and specific heat are
oF a3 5
S=—(— = Nkg {In(— = 53
<8T>V,N B(”(x) +2) &3

9S 3NKg
Cy=T <B_T>V == (54

whichisfamiliar as aform of the equipartition theorem.

It isimportant to notice that, without the factor 1/N! in the expression for the
partition function in the semiclassical limit, the free energy and the entropy would
not be proportional to the number of particles N. Tracing this factor through the
calculations of thelast chapter, one seesthat it arose when we performed the sum on
states associated with all possible sets of plane waves for the independent particles
of the perfect gas. For a given set Ka, ..., Ky, the states obtained by permuting
the labels on the k; are identical because the particles are identical, so when we
integrated independently on ki, . .., ky we had to divide by N!. Thus the factor
1/N! arises from the indistinguishability of the particles. It does not arise naturally
in the classical formulation and indeed the entropy and free energy obtained from
the classical formulation are not intensiveif thisfactor is not added by hand. Gibbs
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noticed this problem and added the factor 1/N! by hand and apparently by trial and
error based on physical reasoning but without the benefit of quantum mechanics.
The factor associated with particle indistinguishability occurs, as expected, in a
somewhat different way in a perfect gas mixture, when one has, say, two types of
particles, N; of type 1 and N, of type 2. Then the partition function is easily seen
to be
\V N1-+Ny

S 5.5
ANASN N ! (59)

Zc,mixture -

The entropy becomes

Srixure = (N1 (In (%)3 + g) N (In (%)3 + g)) (5.6)

Interms of p; = 1/a3, p, = 1/a3 this can be written
Smixtre = ksV (= p1INnp1 — p2Inpz — p1INAS — p2InA3) +5keN/2  (5.7)

The first two terms are sometimes called the entropy of mixing.
Itisinstructiveto do some of the same calculations for a perfect gasin the grand
canonical case. One has

A \%
Zge=Y eVrzy =" eV N = exp(eﬂﬂﬁ> (5.8)
N N )

Thus
/LV
Q=—-PV =—kgT¢ 3 (5.9
But u is determined by
— N efNrnz 10
N = 2N Zy =~ 2In ZeNuﬁZN
> onENHZy pou
— 19 |n(eeﬂ”V/x3) — Eieﬂﬂ — eﬂﬂ
Bou Bou A8 A3

sothat PV = NkgT inagreement with theresult in the canonical case. The specific
heat isfound from

S=— (89) _ Vkse™ [5’ -~ ] (5.11)
w,V

(5.10)

aT A3 |2 kT

S= Nkg (g“”(i_z)) (5.12)

by use of (5.9) and (5.10)
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where a® = V/N (which is temperature dependent here). This is consistent with
(5.3) in the canonical case. Defining C, y = T (3S/dT)y 5 gives Cy i = 2kgN
consistent with the canonical case. Notethat Cy,, = T (0S/0T),, , would be quite
different (see problem 5.2).

Molecular ideal gas

Here we suppose that the centers of mass of the molecules obey classical mechan-
ics but that the internal dynamics of the molecules is still quantum mechanical.
Roughly, one can see that the requirements for this are that

o2 \Y? /v \3
@R e

where M isthemolecular massand N isthe number of molecules. On the other hand
wedo not assumethat the separation of the energy level sof theindividual molecules
is < kg T. Writing the Hamiltonian for such a system needs to be done with some
care. Suppose there are M molecules, each requiring 3n particle coordinates for
a description. We consider a homonuclear gas for smplicity (like Hy) though the
extension to the heteronuclear case is not difficult. There is a potential energy

function V(ry, ..., Fy) where N = Mn and the Hamiltonian in general is
N
H=> pf/2m+V (5.14)
i=1

Now at the temperatures at which we are working we will assume that the relevant
eigenvectors of the Hamiltonian can be written in the form:

1 1 M

Yy = 1ﬁ{Ri},{ni} = EW ;(ﬂ:)73 ille' PR(.)(pni (P{a}i) (5.15)
In each term here we have grouped the particle coordinates rpy, ..., Fp(n),
FPM+1)s - -« s TPEN)s - - - » TP(N=n+1)s - - - » [P(N), COrTESponding to assigning these
groupings to the M molecules. These groups are labelled with the index i =
1,..., M. The center of mass of each of these groups is 73R(i) and the remain-
ing coordinates associated with the group i after the center of mass transformation
are denoted P{q}i. ¢n (P{q};) is to be regarded as the wave function of the ith
molecule and is assumed to be localized around the center of mass of the ith co-
ordinate grouping. n was defined in equation (4.4). Consider the action of the
Hamiltonian on the term associated with the permutation 7P in this wave function.
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We assume that the centers of mass R are far enough apart so that interactions
between particles in separate molecules (represented by the ¢, (P{q}i)) are negli-
gible. Then, when the Hamiltonian acts on this term in the wave function, the only
terms in the Hamiltonian which contribute significantly are those parts V1(P{q}i)
which describe the interactions between the particles in each molecule. Then the
eigenvalue can be shown to be

L2
E,=> (T—'\j + eni> (5.16)

where
(Z P%i/2m + Va(Pg )) $n(PG) = entn(PG;) (5.17)
Pi

Noticethat for termsin thewavefunctioninwhich particles have been interchanged
by permutation between molecules, different termsin the potential energy are sig-
nificant. HereEi is the momentum associated with the center of mass of the ith
moleculeand ppi, P{q}; aretheremaining degrees of freedom associated with that
molecule, which must be treated quantum mechanically.

In (5.15), P permutes labels associated with all the indistinguishable particles,
including ones on different molecules, in principle. However, herethe permutations
which interchange identical particles on different molecules may be neglected. To
see this consider a particle labelled o on the ith molecule and an identical particle
labelled o’ on another moleculei’. In the term in the partition function associated
with the permutati on which interchanges these two particles and does nothing el se,
the factors depending on ki are

\V/ R e -
F e ek4 ™ '(rtx_rot’) (jk| (5'18)

where m,, isthe mass of the particles being interchanged and M is the mass of the
molecule as before. The factor m, /M arises from the definition of the center of
mass of the molecule R, = ﬁ >, MeTo. Theintegral is done asin Chapter 4 and
we have

1 —rar2me/my?

Fe 32 (5.19)
where Ar = |f, —Fy|. This will be small if the density is low enough but the
condition is dightly more stringent than (5.13) might imply because of the factor
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m, /M. Thus it appears that we might require

272 \2 vA\Y? m,
() <(5) () o0

where m,, is the lightest particle in the molecule. This condition would be very
stringent for electrons on molecules! However, when we consider the integrals on
Iy, [ Which enter the relevant term in the partition function, we see that the term
which must be neglected is proportional to

[ ] vy [ diry; e s 0005 G 0105 o (006 o 1))
(5.21)

Here {r}{ means all the coordinates on i except r, or f,y and {r};, means al the
coordinates on i’ except ,, or r,.. The local wave functions ¢ will overlap very
little in dilute gas and so, in particular, the terms involving exchange of electrons
will be small long before the condition (5.20) is satisfied. On the other hand, it is
true that both effects, associated with the momentum averaging and with spatial
averaging, indicate that other things (such as the strength of the binding of the
particle to the molecule) being equal, the lightest particlesin the molecule will be
the easi est to exchange because thewavefunction overlapswill shrink exponentially
with ./m,, (as one can see from the WKB approximation, for example).

On the basis of these arguments we neglect terms in the partition function in
which one permutation of the particle labels occurs on one side of the matrix ele-
ment and another permutation, in which exchange of particles between molecules
has occurred relative to the permutation on the left hand side, occurs on the right
hand side. In thisway oneisgrouping the termsinvolving different permutations of
the coordinatesin (5.15) asfollows. Start with agiven assignment of particle num-
bers to molecules and add all permutations of labels within each molecule. Now
add all termsin which all the labels associated with one molecule are interchanged
with all the labels associated with another. Finally add all permutations resulting
in the assignment of different coordinate labels to the molecules and similarly
permute the coordinates in each assignment, first within the molecules, and then
interchange the labels of all the coordinates of each molecule for each such assign-
ment. Now the approximation to be made consists of two aspects. The overlaps of
terms involving different particle assignments to a given molecule can be ignored
as long as the range of the local wave functions ¢ is much less than the mean
distance between molecules. This criterion involves the temperature, because the
relevant molecular wave functions will have larger size for larger energies (and at
high enough energies the molecule will not be bound at all). Thus this aspect of
the approximation requires that the temperature be much less than the molecular
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binding energy. On the other hand, if we wish to treat the centers of mass of the
molecules classically, then the thermal wavelength associated with the molecular
mass must be much less than the distance between molecules so that the effects
of permutations of entire sets of coordinates between molecules can be ignored.
This second regquirement puts a lower bound on the temperatures where the ap-
proximations are valid, while the first requirement puts an upper bound on the
temperature.

If we have N particles, combined into M molecules so that therearen = N/M
coordinates associated with each molecule, then the three varieties of permutations
discussed above are (n!)M permutations of the internal coordinates, M! permuta-
tions of all the coordinates of each molecule with all the coordinates of each other
molecule and N!/(n")MM! assignments of coordinate |abels to the molecules. We
have been saying that we can ignore crossterms associated with the last kind of per-
mutations as long as the temperature and density are low enough so that the range
of al the molecular wave functions is much less than the intermolecular distance.
We can ignore cross terms associated with the M! permutations of all the coordi-
nates of one molecule with all those of another as long as the temperature is high
enough so that the molecular thermal wavel ength is much less than the intermol ec-
ular distance. We cannot ignore the permutations associated with internal degrees
of freedom of the molecules. (Molecules whose internal dynamicsis classical are
not known to exist.) Assuming that the ¢, are aready appropriately symmetrized
or antisymmetrized with respect to permutations of labels within a molecule, one
can work with one assignment of particle labels to molecules because each of
the (n!)M terms associated with different assignments will give the same result in
the partition function and crosstermsareignored. Thus one can work with thewave
function

1 Moo
Vi) = > T4 Den (tah) (5.22)

INIVW2 £ L]

in which the sum on permutations only includes those in which al the coordinates
assocated with one molecul e have been interchanged with all the coordinates asso-
ciated with another. The factor n in (5.15) has been replaced by M! assuming that,
in the semiclassical limit which we consider, no plane wave state associated with
the motion of the center of mass of the moleculesis macroscopically occupied. We
may now calculate Z by changing sums into integrals as in the discussion of the
semiclassical limit, adding a factor M! to take account of the fact that a new state
is not produced by permuting the {k; }. Then we have

VE [ iy (s Tee) 2 V0 Pen 5.23
= ) dk2_e W | Ze' (523

{ni}



66 5 Perfect gases
Thus

F=—ksTM {In( ) +1} —kBTZIn <Ze ﬂ€n>
— _kgTM (In (‘f) Y14 '”Ze ,s@) (5.24)

inwhich 1 and a® have their previous definitions. The last term may be cal cul ated
from the solutions to (5.17) which describes a single molecule at rest.

Asan exampl e consider the case of homonuclear diatomic moleculesin harmonic
approximation for thevibrational levels. The spectrum €, of molecular energy levels
is

h?
en = enLm = Pwo(n +1/2) + - L(L + 1) (5.25)

inwhich w isthe harmonic vibrational frequency of the molecule, wp = +/2K/m
where K is the spring constant. Thus the free energy is (here and henceforth we
denote the number of molecules by N)

23 RwoB g @
F=NkgT |:In<§— )+ 20 — In(1—e Aoy |n<2|—:(2|_+1)e{ h L(L+1);f3}>:|

(5.26)

The sum on L must be treated with caution when the two nuclel of the diatomic
molecule are identical. In practice we can assume that the electronic degrees of
freedom play no role because the molecul e at thermal energiesis separated fromits
first excited electronic state in the Born—Oppenhei mer approximation by an energy
gapwhichismuch larger than kg T. However, the spins of the nuclei inthe molecule
areweakly coupled by energiesmuch lessthan kg T and this hasinteresting effects
onthe physics. In effect, the various nuclear spin level sare degenerate. We consider
the case of H, gas. Thevibrational frequency wo is4400 cm~! and thefirst rotational
level at J = 1isabout 120 cm~? so at temperatures much lessthan about 10° K we
can certainly consider the molecules to be in their vibrational ground state. Then
the nuclear wave function is of form

o (F1,721,12) = puinYme L (Fr)x (19,192 (5.27)

The wave function of the nuclear spins does turn out to be relevant. Consider
the case of H,. The protons are fermions and the whole wave function must be
antisymmetric under interchange of 1 and 2. The ground vibrational state is even
under interchange. The proton nuclear spinsare 1/2 so the allowed values of | are
land 0. The |l = 1 stateisatriplet of which each state is even under interchange.
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Figure 5.1 Comparison of the fully equilibrated theory for the specific heat of H,
gas with experiment.

Therefore therotational spherical harmonic must be odd under interchange. On the
other hand when | = 0, the nuclear spin state is an odd singlet and the values of L
are even. Recalling that the nuclear spin levels are al degenerate we conclude that
thesumon L in (5.26) must be split into even and odd parts with weight 1 for even
values of L and weight 3 for odd values of L. The results of comparing this theory
with experiments on specific heat are shown in Figure 5.1. Astonishingly, it does
not work at all.

Theproblemisthat thissystemisnot ergodic. Thedifferent valuesof nuclear spin
for themolecules are stabl e over extremely long times so that the needed changesin
the nuclear spins which must accompany any changes in the distribution between
even and odd values of L cannot take place. Instead, one can regard the experimental
system as a gas mixture consisting of two types of molecules which can exchange
energy among themselves as the temperature changes, but not between each type.
The molecules are called parahydrogen (nuclear spin 0, even L) and orthohydrogen
(nuclear spin 1, odd L). The difference is, in summary, that if the system were
equilibrated one would have

A3 he
Fequi = Nks T [In (;) —1+ ag’ﬁ + In(1 — e Fheo)

_ In( 3 @Ltpel T} L g3 (2L+l)e{2i'2L(L+1)ﬂ}>} (5.28)

L even L odd



68 5 Perfect gases

1.00

—
AT |
0.75 ?
g P
=
L.L:> O Eucker
3 0.50 }/ A Giacomini
(% A Brinkworth
W Scheej and Heuse
0.25 O Partington and Howe
0 lelele’® ©
0 0.5 1.0 15 2.0 25 3.0 35 4.0
2IkT
hZ

Figure 5.2 Result of the “mixture” theory of H, gas compared with experiment.

whereas

A3 h
I:mixture= NkBT [In (;) -1+ 0)20,3 + In(l - e_ﬂﬁwo) - (1/4)

xIn( Z(2L+l)e{zﬁ|2L(L+l)/3}) —(3/4) In(Z L + 1)e{zﬁ|2L(L+1),3})j|
L even L odd
(5.29)

Figure 5.2 shows the results for the mixture theory. They agree much better with
the experiments.

Thesituationinthisideal gas of moleculesisoneinwhich the centers of molecu-
lar massare essentially treated classically, whiletheinternal degrees of freedom are
treated quantum mechanically. In some respects, it can serve as a“toy model” for
thinking about problems of measurement and interpretation in quantum mechan-
ics, where such mixtures of classical degrees of freedom and subsystemsfor which
the internal degrees of freedom are inescapably quantum, occur. For example, the
relationship between the quantum mechanical phases of the M! termsin (5.22) is
irrelevant to the calculation of the partition function and, as far as the calculation
goes, those rel ative phases could aswell be random. In the more general discussion
of measurement, one considers systems which quantum mechanically “decohere”
inasimilar way. For many purposes, we can describe the molecular gas system by
just one of the M! termsin (5.22), somewhat as oneis said to describe the universe
in terms of one term in an enormously complex sum of terms, each associated with
another “parallel universe” Inelastic collisions of molecules in such a gas have
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some features like measurements in the general discussion of quantum mechanical
interpretation. As long as they do not involve quantum mechanical exchange of
particles between molecules, inelastic collisions result in changes of the quantum
mechanical state of the molecules, with attendant changes in the center of mass
momentaof the collision partners. Thus changesin the quantum subsystems are as-
sociated with changesin classical variables (the centers of mass) which are playing
arole herelike classical “measurement apparatus.” Collisions in which exchanges
of particles between molecules are significant take the system from one of theterms
in (5.22) to another and thus the assumption of “decoherence” breaks down in the
presence of such collisions.

Quantum perfect gases. general features

The quantum perfect gas is conceptually well defined by the same Hamiltonian
studied for the classical case, suitably quantized

H= ! (5.30)

and supplemented by the requirement of Bose or Fermi statistics for the wave
functions. Experimental realization of this model is a much more difficult affair.
This may be understood as follows. Though the reason for the success of the
classical model for perfect gases is only understood in detail in terms of cluster
expansions discussed in the next chapter, one can understand the physical argu-
ment as follows. In a dilute classical gas, the mean free path of the particles is
much longer than the range of the interaction potentials. Thus the particles spend
most of their time moving freely and very little of it in collision. Now consider
the quantum case. Now the particles cannot be considered as localized. Indeed
we saw in the semiclassical limit that they have an effective radius of the order
of the thermal wavelength which diverges at low temperatures. Once the thermal
wavelength exceeds the range of the interparticle interactions, the classical argu-
ment for the applicability of the perfect gas model to a gas of particles which
arereally interacting breaks down. It turns out that there is a completely different
reason why the interactions can be neglected in many Fermi systems at very low
temperatures. That will be discussed in Chapter 7. However, for Bose systems no
such argument exists and it has been extremely difficult to find systems of atoms
which act like perfect Bose gases. Finally however, there are both Fermi and Bose
systemsin which the interactions are essentially zero, namely neutrino and photon
systems, so we do have accessible realizations of both cases. There is one more
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caveat, namely that these particles are massless so that the form (5.30) does not
really apply. (Thisis not a serious problem.) But the masslessness also means that
the number of particles is not conserved and, though this presents no computa-
tional difficulties, it changes the physics significantly, particularly in the case of
bosons.

In studying quantum perfect gases, it iseasier to work within the grand canonical
density matrix. The partition function is

Zge =) exnmlmak (5.31)

{n,}

Here we use the fact that the eigenfunctions of (5.30) (or its generalizations to
the case of massless particles) can be written as symmetrized or antisymmetrized
products of N one particle eigenstates ¢, satisfying

Hl¢v = 6v‘pv (532)

where we write the dightly more general form

Ha(i) (5.33)

||
Mz

i=1

for the Hamiltonian H. n, is the number of factors ¢, in the product and may
be regarded as the number of particles “in” the state ¢,. The number of particles
N isthen N =} n, and the energy of a state characterized by a set {n,} is
Efn,) = Y, Nve, The equation (5.31) follows easily from Zg, = Tref(Nw=H) |n
the case of symmetric wave functions (bosons) the statistics impose no constraints
on the numbers n, but in the Fermi case they require n, = 0, 1 only. (We include
spininthelabel v here)) Thusthe sumsin (5.31) are easy to do

ch — Z 1_[ W vn—e)p _ 1_[ 1- e(ﬂ «w)p bow.ns (534)

=3, 1+ en=a)f fermions

In the boson case, we have summed a geometric series. The sumis convergent only
if e=e)f < 1 for all values of €, (including 0). Thisis only possible if & < 1
which requires i« < 0 for bosons quite generally. The thermodynamic potential
is

Q=—KsTInZg = £keT Y In(1x el=e)F) (5.35)
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From N = — (32/d )7 we have

- 1
N = Z FoEm (5.36)

This suggests that the summand is the average number of particles“in” the state v
(sincetheaveragingisalinear process)and N = > n,.Onemay also demonstrate
this directly by calculating

— Z{I’l‘,/} nv e Z(V’) n, (e, —un)B

R SN SRLRCETY (5:37)
The entropy isfound from S = — (3€2/9T),, v
S— ke Z (:F In (1 &) 4 e’?(ngi)l) (5.39)
It isilluminating to rearrange this using the relation
B(e, — ) =In(n, £1) — Inn, (5.39)
which is not hard to prove, giving
S=kg > [(N, £1)In(l£n,)—n,InA,] (5.40)

By useof Stirling’sapproximation, thisform of Scan be shownto givethe number of
ways of distributing particlesin the states v. To show thisin detail requiresacoarse
graining of the energy scale in order to justify the use of Stirling’s approximation
(Problem 5.7).

One can now use (5.38) together with (5.35) to show that

IE_=Q+ST+MI\T=Ze(€ v (5.41)

—w)p F1

which is also obtained from the expression Ej, ; = ), €,n, by use of the linear
property of the average. The specific heat at fixed N (which is usually what is
measured) is

dE 9E dE 3
(1), (), +(),(2),, e
oT V.N oT Vi ou VT oT V.N

Quantum perfect gases. detailsfor special cases

To evaluate these expressions, we need to change the sum on single particle states v
to an integral and this requires some further specification of the Hamiltonian Hy in
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(5.33). Wefirst consider the case of massive, nonrelativistic particles characterized
by the one particle Hamiltonian (5.30). Then the eigenvalues ¢, are characterized
by the wave vector k in three dimensions and we can change the sums on K to
integrals as before, assuming periodic boundary conditions.

()= (2\/7)3 / dk(...) (5.43)

This step only works if there are no singularities in the summand. This is not as
trivial a constraint as it might appear, as we will discuss shortly in the case of
bosons. Because the various summands in the expressions for the thermodynamic
quantities are functions only of the energy ¢; = h%k2/2m, it is possible and very
useful to expresstheintegral on k asan integral on the energy ¢

Vo[ dk
ZF(ek) = )3f kF(eg) = W/o 4nk(e)2F(e)¥de

_ / N(€)F () de (5.44)
0

inwhich N (¢) is called the density of single particle states and is given in this case

by

V' m3/2e1/2
212528

Using these expressions, one can integrate the expression for 2 in (5.35) by parts

in order to show that

N(e) = (5.45)

-2 _
Q=—E 5.46
3 (5.46)
30 that
- 3
E=2PV (5.47)

It is probably useful to note that we can recover the semiclassical limit from
these expressions. For example, if we suppose that the fugacity z = €®* is « 1
then from (5.36), (5.44) and (5.45) one finds

— 2 V_ [>®x12dx 2 V_[oxY2dx VvV

N=—75—=2Z N ———Z ==z

a2 )3 0o €& Fz al/2 )3 0 ex AS

which isidentical with (5.10). Using the semiclassical expression

= %eﬁ“ (5.48)

a3
1= —ksgTIn (F) (5.49)
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shows that the condition z « 1 isidentical to our previous condition A « a for the
semiclassica limit.

Next we consider some useful properties of integrals which enter the theory of
perfect quantum gases. We are often concerned with integrals of the form:

oo fol

00 00 0 00
dZ — / Zx—le—z (q:)ne—nz dZ — (:F)n / Zx—le—z(n-q—l) dZ
o €%x1 0 nZZ:O nzz(:) 0

R S A ()" ()"
_nz_(:)/o Ve ydy(n+1)x Z(n+1)x (x) (5.50)

where the definition of the gamma function

I'(x) = ./o h y*leVdy (5.51)

has been used. By use of the definition

<1
(== (5.52)
n=1 n
we have in the Bose case that
o) ZX—l
fo 1 dz = I'(x)¢(x) (5.53)
In the Fermi case one has
o el 1 o0 2 o 1 1x
> =) —X=Z——2 > = —c(x)—;Z—ﬁ(l—z )2 (X)
n=1 n n=1 n even n=1 n
(5.54)
s0 that
/ Y P 2 (5.55)
o &+1 ¢ '

These expressions are useful only if x > 1. The functions I'(x) and ¢ (x) are listed
invarioustables and are available numerically for examplein the softwarelibraries
IMSL and NAG. A few useful values are listed in the following table.
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X (%) I'(x)
3/2 2612 V)2

2 n?/6 1
5/2 1.314 3/4

3 1.202 2

5 1.037 24

Generdly, I'(n) = (n — 1)! for n aninteger > 1. Theintegrals

© Kz

F = _
k(’?) 0 e(z_n) +1

(5.56)

are also tabulated.

Perfect Bose gas at low temperatures

Wefirst consider the case of massive nonrelativistic particles for which the number
is conserved. Consider the expression

— 1
N=> w1 (5.57)
k

where e; = h?k?/2m. Making the conversion from a sum to an integral:

_ Vm3/2 00 el/2
N = d 5.58
o Jo eemB 1 (5.58)
Inspection of the integrand in the last expression shows that the integral is largest
when u = 0 (recall that « < 0for bosons). Thus we apparently have the condition

q vmd2 o (12
<
T V2R o (ef 1)

But thisis clearly unphysical, since the right hand side isfinite and independent of
N so that if it were correct, we could not form a Bose gas with a number density
larger than the right hand side divided by V. Even worse, if one explores the right
hand side, one seesthat it decreaseswith decreasing temperature so that by lowering
the temperature we can conclude that no Bose gas at any finite density could be
formed at low enough temperature. The problem has occurred at the step taking
us from (5.57) to (5.58). To see what has gone wrong consider the term in (5.57)

de (5.59)
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corresponding tok = 0. Itis

. 1
=0 — e_uﬂ -1

asp — 0~ (whichisthelimit wetook in getting (5.59)); thisterm diverges. On the
other hand, in (5.59) thisterm has zero weight. Thusthe treatment of thek = Oterm
by the continuum approximation must beincorrect. When, at fixed temperature, the
right hand side of (5.59) isless than the number of particles, then we must treat the
k = 0 term in the sum (5.57) separately and take 1 to have avalue much lessthan
HZRZ/Zm for any finite k but such that (5.60) is big enough to make up the deficit
in the number of particlesleft by the right hand side of (5.59). (It is useful to think
about whether this can be done consistently in the case that the volume becomes
large. Itisnot hard to show that theratio of u tothe smallest finite value of HZRZ/Zm
scales as VY2 so that for large enough volumes, a p satisfying both conditions
exists (Problem 5.8).) In that case, the sum on k for k s 0 has the same value as
before but there is an added term from ni_, in the sum for N. As before, thisleads
to an expression for w1 in terms of N but the scaling of 1 with N is unusual. All
these new features must be invoked at temperatures below the temperature To at
which the right hand side of (5.59) is exactly equal to the number N of particles.
To is evaluated by making use of the integrals discussed in the last section:

m?3/2 © (12 m?3/2 a2 % y1/2 4y
Vorhd Jo efo—1" onzﬁsﬂo o &-1
Defining the number density by p = N/V and rearranging this one shows that

2t W s 331 L (562)
£(3/2)72 kgm mkg '

Apart from factors of order unity this is easily understood as the temperature at
which the approximation a® > A3 breaks down. What is remarkable is that there
is a sharp change in the properties of the model at T = Ty. Indeed thisis our first
example of a phase transition, the Bose—Einstein condensation, and remains one
of the few phase transitions for which we have exact mathematical solutions. For
T < To, the equation for the number of particlesis

ng (5.60)

N/V =

(5.61)

To=

_ Vmd/2 [ 1/2de
- :n

(5.63)

Theintegral is evaluated in exactly the same way as before with the result

Mo = (1— (%)3/2> N (5.64)



76 5 Perfect gases

The specific heat for T < Ty is

J0E J0E
Cun=|[—= =|—= 5.65
VN <8T)V,N <8T)V,/L ( )

since the second term in (5.42) can be shown to be zero. Then

d 5/2Vm3/2kg/2 > x3/2 dx

c 0 Vm?3/2 © 3/2 ¢
VNTOT <21/2n253 o eb— 1) TOT 2R Jy e —1
5Vkg “m3/2T3/2
= EWF(B/ 2)¢(5/2) (5.66)

For T > Tpthesecondtermin (5.42) isnot zero and it isnecessary to calculate i
inorder to obtain the specific heat at fixed particlenumber. Thisisof interest because
it showsthat a singularity occursin this thermodynamic quantity, characteristic of
aphase transition. One might think that it would be possible for T just above Ty to
make an expansion in the expression for N as a function of u, which is expected
to be small at those temperatures. It turns out, however, that the leading term in
is sublinear so that this procedure does not work. Instead we add and subtract the
valueat 4 = 0:

— vV m3/2 o /24 o0 1/2 1/2

N= ' / :Jr/ € - de) (567)
21272R8 \ Jy ef —1 0 ge-mB —1 eb—1

which is an identity. The second, 1« dependent integral has its largest contribution

for thesmall ¢ region of theintegral. Theleading termin . isobtained by expanding
the integrand for small . and small ¢:

— VvV m3/2 o (1/2de o 12
N = ke T d 5.68
212273 (/0 eio1 @ “/o (e — e ) (569

The second integral is transformed to a familiar form by the transformations y? =
€/ || andism/ /] Thefirst term can be written in the form N(T/To)%2.

Thus
— T\¥? Y25 R3
=N|{[|= 1) —— 5.69
] ((To) ) Vm3/Zkg T (569

Finally we use (5.61) in the form

m3/2

_ 3/2
= (ks To) 27 2

g £(3/2)r'(3/2) (5.70)
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with the result that
2
T\ 3/2)'(3/2)\?
P <<_) . 1) (M) (5.71)
To b

It turns out that a Taylor expansion of the energy for small  also fails. A correct
result is obtained by using

— 3
E= _EQ (5.72)
so that
(B),-2(2),-% e
)ty 2 \ou/ry 2
Then using (5.68) in the form
N = ZX:;/; (/0 ;Zz_del +O( | w2 )) (5.74)
we obtain

Vm3/2;L 00 €1/2 de
o n 1¥? 5.75

Then using our expression for :

9V m3/2K2/ 2T/

— O
CV(T) - CV (T) + 23/27_[453

T 3/2
(1 (1) ) cEArE2) (670
Note that there is no discontinuity in Cy but there is a discontinuity in its slope at
To.

Bose-Einstein condensation remained a theoretical curiosity, subject to some
controversy in the earliest times, from the introduction of the concept in 1925 by
Albert Einstein? until its experimental realization in a rubidium vapor in 19953
As discussed briefly above, the experimental difficulty is that the stable phase of
al real monatomic systems below the Bose—Einstein condensation temperature is
a solid at al densities. Therefore, Bose-Einstein condensation in a dilute vapor
can only be observed in a kind of metastable quasiequilibrium, in which there
are sufficient interactions between the particles to achieve equilibrium of the ki-
netic energy between the atoms of the gas, but the collisions are rare enough and
the gas is sufficiently isolated to prevent the initiation of freezing into the solid
state.

In the successful experiments, isolation was achieved by use of optical and mag-
netic traps, and cooling was carried out in the last stages by a kind of radiation
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Figure 5.3 Condensate fraction No/N measured as a function of T/NY/3 for
5 x 106 sodium atomstrapped in aspherical harmonic well, compared with theory.
The solid lineisthe prediction in the thermodynamic limit for atomsin aharmonic
trap (see Problem 5.13). From reference 4 by permission.

induced stripping of the atoms with the highest energies from thetrap. Thetrap im-
posed aharmonic oscillator potential onthegas, sotheanalysisjust described needs
to be modified to take that into account. Although the effects of interactions need
to be taken carefully into account for afull analysis, it does turn out that the nonin-
teracting theory provides a good account of the observed phase. For example, we
show the measured condensate fraction compared with the noninteracting result in
Figure5.3.

Perfect Fermi gasat low temperatures

Though there is no phase transition in the noninteracting Fermi gas model, the
properties at low temperatures require careful treatment of the integrals. This is
basically because the function 1/(e®~*) + 1) developsasingularity as g — oo at
€ = u. Asaresult, low temperature expansions, though entirely possible, require
some care. We consider the integral

*  f(e)de
eBle—1) + 1
whichisof thegeneral typewhichisencountered. At zero temperaturetheintegral is

|, T=0) = [*7=9 () de. (It isclear that u(T = 0) > 0 here, because other-
wisewe could not satisfy reguirements on thetotal number of particles.) The abject

(e, T) = (5.77)
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of theanalysisistowrite I (i, T) as | (u, T = 0) + correction termswhich can be
written asaseriesin T. To accomplish thiswe changethevariableto z = g(u — ¢€)
and rearrange the integral as follows:

> f(u—kgT2)dz
| T)=—kgT
(1, T) B /ﬂu ]
0 f(u—kgT2)dz % f(u —kgT2)dz
:—kBT[/ L-lel2) +/ L-lel2) } (5.78)
Bu ez+1 0 ez+1
Now we rewrite
1 1
=1-— 5.79
e?+1 e+1 ( )

in the first term giving three terms:

0

0 f(u—ksT2)d
| = —kgT f(,u—kBTz)dz—i-kBT/ (n— keT2)dz
Bu Bu e+1

> f(u—ksT2)dz
—keT 5.80
8 /0 eZ+41 (580)

Now change the variable in the first term back to € and set z— —z in the third
term:

z P (1 — ks T2)d ~ f(u+keT2)d
| :/ f(e)de—kBT/ (“ezflz) Z+kBTf (“;flz) 2
° ° ° (5.81)

The first term looks much like the T — 0O limit. In the second term we may set
B — oo to first order in e P4, Aslong as ks T <« (T = 0) this will produce
errors which are much smaller than those associated with cutting off the seriesin
ks T/u(T = 0) which we will find. (In particular let x = kg T /(T = 0). It isnot
hard to show that for values of x up to x., we can ignore terms of order &~1/%)
compared to all terms in the power series ) ", Ayx" for which n < —1/X:InXc.)
Next we expand the first term in w(T) — «(0) giving

w(0)
| = /O f(€) de + (u(T) — 1(0)) f (4(0)) + O(((T) — 1(0))?)
kaT U"O f(u+ksT2) — f(u—ksT2)
0

STl dz + O(e‘ﬂ“)] (5.82)

Finally we obtain the required series by expanding the last term in powers of T.
The integrand is odd in z so only the odd terms in z survive the expansion of the
numerator, but the extrapower of kg T outside theintegral meansthat the expansion
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contains only even powersinkgT:

w(0)
| = /O f(e) de + ((T) — 1£(0)) f (1(0)) + O((u(T) — 1(0))?)

zdz  2f7(uw(T)) 4/"" 2 dz
er1 a3 kel o e+l
(5.83)

20 (T ke TY fo N

We apply this first to calculation of «(T) at low temperatures. Then | = N, the
number of particles. f(¢) = N (¢), thedensity of states which, without spin degen-
eracy, is Vm®2¢%/2//2?h®. Then at zero temperature we have

N = (2/3)Vm¥21(0)%2// 27 %R° (5.84)
which gives the standard expression for w(0), conventionaly caled the Fermi
energy

372N\ *? / R?
=e = — | 2%3 5.85
== (35) (5) (5.85)

(The factor 2%/ disappears in the common case that one includes a factor 2 in the
density of states to account for the spin degeneracy of electrons.) To obtain the
leading low temperature corrections we use the next termsin (5.83):

N = /0 N(€) de + (u(T) = w(O)DN ((0)) + 2(kg T)?

zdz 4
1 Ok T)Y

X [N’(M(O))+(M(T)—M(O))N”(M(O))Jr--']/o =
(5.86)

Thefirst term on the right cancels the N on the left. The next two terms show that
w(T) — (0) isof order (ks T)? so that the second termin . . .] may be dropped at
low T. Then using N//N = 1/2¢ one has

 —(keTR [* zdz  —(keT)2m?
WM =10 == [ evi- w0 1 ©8
using
© zdz
fo 2L = r@a- 2% (5.88)

To calculate the specific heat we calculate the energy using (5.83) with f = e N (¢)

_ — 2
E(T) = £00) + (u(T) - OGO+ 20T (3 ) V()
(5.89)
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and using (5.87)

_ _ 2
E(T) = E(O) + (ke N (1(O) - (5.90)

Here E has been expressed in terms of N to leading order in T (u has been
eliminated) so that we can compute the specific heat at constant volume and particle
number directly from (5.90):

2
Cun = kB%kBTN(u(O» (5.92)

(The factors associated with degeneracy are buried in A/ here so this formula is
quite general.) Asiswell known, the violation of the equipartition theorem at low
temperatures herewasimportant historically in establishing that theideal Fermi gas
model was useful for modeling electrons in metals. Establishment of the reasons
for the usefulness of the model in this strongly interacting system came later and
we do not discussit now.
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Problems

5.1 Carry out the kinetic theory estimates as described qualitatively in the text in order
to estimate the rate of equilibration of agas of density p, kinetic energy per particle
(3/2)kg T and collision cross-section o . Then confirm the condition under which the
gas can be described as ideal by requiring that interaction energy be much smaller
than the kinetic energy.

5.2 Find the specific heat Cy ,, for a perfect gas. Under what circumstances could the
difference between Cy n and Cy ,, be observed experimentally? Try to describe an
experiment in which this might be done.

5.3 Consider two hydrogen molecules with particle labels 1, 2, 3, 4 for the four pro-
tons. Illustrate the discussion of possible permutations by explicitly grouping the 24
permutations of the proton labels into sets corresponding to permutations of labels
within molecules, permutations of entire sets of |abels between molecules and per-
mutations associated with different assignments of labelsto molecules. Indicate the
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sign of each permutation and indicate a set of permutations which would suffice for
describing the wave function (5.22) and one which would suffice for describing the
semiclassical limit for the centers of mass of the molecules.

Work out the specific heat of agas of deuterium molecules D,. The nuclear spin of
each nucleusis 1. Consider the case of equilibrium and the case of unequilibrated
mixtures as discussed for H,. To specify the rotational constant, let h?/21 kg T =
Bh/ksT where B = h/271 is afrequency. For deuterium B = 0.912 x 10%s™!
Make a graph of the specific heat as afunction of temperature in each case, for the
region between zero and room temperature.

Show that E = (3/2)PV for aclassical monatomic perfect gas.

Consider a system of noninteracting bosons with energies

e = hek(1 — azk — azk?)
Find an expansion of the form
Cv(T) = AoT? + A T + AgT®

for the specific heat at low temperatures and eval uate the coefficientsin terms of the

parameters given. Assume that the number is not fixed.

Show that the entropy (5.40) isin fact the number of ways of distributing particles

among the one particle levels v for a given set n,. You must use a coarse graining

in the scale of the quantum numbers v and Stirling's approximation. Then show
that you get (5.40) by maximizing this expression for Sat fixed energy and particle
number.

Show that for T < T theratio of the smallest nonzero value of h?k?/2mto . scales

as V12 and make a clear statement of why this justifies the procedures used to

describe the statistical mechanics of the Bose gas below Tp.

Show that, during an adiabatic process in the photon gas, PV 2 remains constant.

Consider an ideal gas of atoms obeying the following variant of the Pauli principle.

Each solution of the one particle Schrodinger equation ¢, is alowed to appear

n, =0, 1 or 2 times in the products which are used to describe the many body

wave function, but not more. (You do not need to worry about the form of the wave

functions, but only to assume that the many body energy eigenvalues are of theform
>, nye, withn, =0,1or2.)

(8) Write down expressions for the grand canonical partition function Zy. and the
thermodynamic potential 2 intermsof thetemperature T, the chemical potential
w and the eigenenergies ¢, of the one particle Schrodinger equation.

(b) Use the result to write an expression for the average number of particles (N)
and the average energy (E) interms of the same quantities. Make aqualitatively
correct sketch of the function (n,) as afunction of ¢, at low temperatures and,
on the same graph, of the same function for the samevalues of (N) and the same
one particle Hamiltonian for the case of fermions.

(c) Develop alow temperature expansion for the quantities (N) and (E), following
the same genera lines that were used for fermions in the text. Find explicit
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expressionsfor thefirst termsinvolving finite temperature correctionsto the low
temperature result, expressing the coefficients in terms of the quantities given
and dimensionlessintegrals and the density of states of the eigenenergies A/ (¢).
(But do not try to eval uate the dimensionlessintegral s.) Givethelow temperature
specific heat in terms of the same quantities.

(d) Now consider, qualitatively only, the cases in which the allowed values of n,
aen,=0,1,...,n where n is a finite number n > 2 . How do you expect
the function (n,(¢)) to look as a function of ¢ at fixed N and low (not zero)
temperature? Make a graph like the one you drew for the last part of part (b),
showing how you think the function will look for a series of increasing values
of n, at afixed low temperature.

Consider an ideal Bose gas of nonrelativistic particles of mass min aworld of four

gpatia dimensions.

(d) Demonstrate that Bose condensation occurs and write an expression for the
temperature Ty below whichit occurs, asafunction of the number N of particles,
the four dimensional volume V, of the system, mass m and Planck’s constant.

(b) Write an expression which determines the chemical potential o in terms of
the variables named above when the temperature is just above the transition
temperature Ty. Describe the behavior of u at fixed N as T approaches To from
above in as much detail as you can.

(c) Find the specific heat at fixed V and N asafunction of T below To.

(d) Find an expression for the specific heat just above Ty in terms of the analytical
continuation of the expression found in part (c) plus a correction expressed in
terms of the chemical potential. Using thisresult and the results of part (b) show
that the specific heat again exhibitsacusp at T, asit did in three dimensions.

Find the second nonvanishing term in a series in powers of the temperature for the

specific heat of an ideal Fermi gas.

Consider a large number N of atoms of mass m trapped in a spherical harmonic

trap (potential Kr2/2). Find the dependence of the Bose-FEinstein condensation

temperature Top on N and the dependence of the condensate fraction Np on Tp, N

and T. (See Figure 5.3 and reference 4 for application.)
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Imperfect gases

Hereweintroduce interactions between particles, beginning with the classical case.
Inpracticewewill call asystem animperfect gaswhenitissufficiently dilute so that
an expansion of the pressure in a power seriesin the density converges reasonably
quickly. Thisseriesiscalled thevirial seriesand wewill introduce it in this chapter.
This definition of an imperfect gas thus can depend on the temperature. If the
power series in the density does not converge we may refer loosely to the system
asaliquid, aslong asit does not exhibit long range order characteristic of various
solids and liquid crystals. The experimental distinction between a gas and aliquid
will be discussed more precisely in Chapter 10.

Wewill developthevirial seriesfor aclassical gasintwo different, but equivalent,
ways here. Inthefirst method we devel op a seriesfor the partition function Z using
the grand canonical distribution. By making a partial summation of this series we
get a series in the fugacity. In the second method we study a series for the free
energy F = —kgT In Z and use the canonical ensemble. Though the two methods
are equivalent, we discussthem both in order to provide an opportunity to introduce
several concepts common in the statistical mechanical literature.

The classical viria series will clarify more precisely than we were able to do
in the last two chapters the conditions under which a gas can be treated as perfect
or ideal. It also makes systematic corrections for nonideal behavior possible as a
seriesin the density.

At theend of thischapter weintroduce quantum virial expansionsand the Gross—
Pitaevskii—Bogoliubov low temperature theory of a weakly interacting Bose gas
well below its Bose-Einstein condensation temperature.

85



86 6 Imperfect gases

Method | for the classical virial expansion
We begin with the classical Hamiltonian

N
Hy = pP/2m+> " u; (6.1)
i=1 i<]
where vj; is a pairwise potential energy of range much smaller than the size of
the system. These are significant constraints both from the theoretical and the
experimenta point of view. Though the experimental systems of interest in non-
relativistic statistical mechanics al interact, basically, via pairwise Coulomb inter-
actions, this interaction is not of short range. Further, if one attempts to represent
the interactions between atoms or molecules via effective atomic interactions (ef-
fectively “integrating out” the electronic degrees of freedom) then the resulting
interatomic forces are often not pairwise but involve significant three and more
body terms. Furthermore the requirement of pairwise, short range forces is quite
essential theoretically. The development of cluster expansions for forces which in-
volve three or more bodies at once is possible but substantially more complicated
than what follows. In systems interacting via Coulomb interactions one can often
show that screening makes the effective interactions short range but thisis not a
trivial exercise and we will not go into it in this chapter. In short, the constraints
on the model are significant, but the systems to which they apply in good approx-
imation are also quite abundant and the insights provided by the study are very
valuable.

For concreteness, we mention here acommon form for modeling the interaction
potential between the atoms of a monatomic gas:

12 6
vij = 4eL |:<%> - (%) i| (6.2)

Thisiscalled the Lennard-Jonesinteraction potential . By use of the two parameters
€ and o it can be made to match the results of first principles cal culations between
many closed shell atoms moderately well. The physics of the interaction is quite
clear: the short range repul sion describes the effects of the fact that the shells of the
atoms are closed, resulting in a large energetic penalty for close approach, since
the electrons of each atom cannot occupy low lying levels of its neighbor. Thelong
range attraction in the Lennard-Jones interaction is of the form expected for the
van der Waalsinteraction. Typical and important for our purpose, in addition to the
fact that thisinteraction iswidely used, isthe fact that it is extremely divergent as
rij — 0. The potential is not integrable and has no integrable moments up to very
high order.
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In this chapter we will only consider thermodynamic quantities and consider the
grand partition function written

Zge=Y 2NZy (6.3)
N=1
where z = €®* isthe fugacity and Zy isthe canonical partition function

1 o N
Zn = W/d”pd”r e P (6.4)

Theintegrals on momenta can be done at once asin the last chapter giving

1
~ NIASN

yAY f dNF e A 2i<ivi (6.5)
We wish to produce an expansion of this quantity in the density in a way that
takes implicit account of the fact that the interactions, though strong, are of short
range, so that at low densities, the particles only spend a small fraction of the
time within range of the forces and the leading term in the expansion is the one
appropriate to a perfect gas. For this purpose it is immediately clear that an ex-
pansion in the potential energy v would not work well at al. Any formulation
which expands the exponent in (6.5) will end up with integrals of v(rij) which
are very large or divergent for the kinds of system of interest here. Even if such
infinities could be controlled they would not express the physics of rare collisions
of which we wish to take account in the expansion. Instead one considers the
guantity

fij —egPui 1 (66)

This hasthe attractive feature that it is not divergent asrij; — O, evenif, asisoften
the case, vij — oo asri; — 0. Furthermore, its integral on a volume element is
finite for al reasonable potentia functions and is of the order of the volume of
a sphere over which the two atoms in question interact. Thus an expansion of the
thermodynamic quantitiesin termsof such integral stimesthedensity would express
the fact that the volume per particle is large compared to the range of interaction
of the particle. With this motivation we write the partition function in terms of the
quantities f;;. Note that we can write

Zn = ﬁ/dNFH(H fij) (6.7)

i<j
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Thefirst few termsin such an arrangement of the integrand have the form

[Ja+fip=1+> fj+ > fij fa + - (6.8)
i< <] i < kel i if ki i =

To deal systematically with such a series it is useful to introduce a diagrammatic
notation. One represents every term in the series for Zy by a series of N cir-
cles. Each circle represents one (vector) coordinate over which the integrand must
be integrated and its label goes inside the circle. To take account of the factors
fi;, one connects the two circles labelled i and j in the diagram by aline. Be-
cause the product on the left hand side of (6.8) contains each pair only once,
this means that each pair of circles is directly connected by at most one line,
though each circle may be connected to many different lines going to different
circles. With these conventions, the first term in (6.8) is represented simply by N

N ) () e e e(n) s

The second termin (6.8) is

>t -

i<]j

Z@ @oooooo®(6.10)

<]

(Wewill often rearrange diagrams so that circles connected by lines are adjacent
to one another.) It is clear that integrating with respect to coordinates associated in
a diagram with circles not connected to any lines is easy. One just multiplies by
afactor of the volume V of the system for each such unconnected circle. We will
express the partition function in terms of the linked parts of such diagrams, which
consist of parts which contain no unconnected circles and which in addition are
entirely connected in the following sense. We formally define a linked I-cluster as
the integrand of aterm in the series for Z; every circle of which is attached to at
least one line in such away that the diagram cannot be separated without cutting
theline. The only linked 2-cluster is
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The linked 3-clusters are the following

fiofiz =

fiafax =

fiofaz =

fiofiafoz =

whereas

DlrT

(O—®

isan example of an unlinked 3-cluster. The linked I-clusters can only be integrated
if weinsert an explicit form for the potential. It turns out to be possible to express
the series of Zy interms of an appropriately defined sum of integrals of integrands
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corresponding to linked I-clusters. We begin by defining by as
1 - - .
b = PEETIV] / dr {thesum of al distinct linked I-clusters} (6.11)
where we define the distinct I-clusters as those linked |-clusters which are found by

drawing links between labelled pointsin all possible ways without having any line
go between two points more than once. For example

1 S

1 N
- m/drldrz f]_z

bs = )\,GV / dr1 dl’g dl’3 (612)
/ + &+ \ + / \
VI f dry dry dri( f1p fo3 f13 4+ 310 f13) (6.13)

Every term in Zy will involve the integral of the product of the integrands
represented by acertain number of linked clusters. (Wecount singlecirclesaslinked
1-clusters)) We consider terms in which there are my linked |-clusters. Because
there are N coordinates involved in the integrals for Zy we have the restriction
Z|N:1 Imy = N on alowed sets {m; }. Suppose that, in the term we are considering,
there are i, linked | -clusters of one distinct type, i, linked |-clusters of a second
type, ..., and ny, of the last type. We have that

N
> ony=m (6.14)
i=1

where N; isthe number of typesof linked|-clusters(N; =1, N, =1, N3 =4, ...).
How many termsin Zy will give the integral of this particular product of linked
[ -clusters? We can put the coordinate labels onto the diagram in N! ways and will
get the same answer every time after integration. Not all these permuted diagrams
will give new contributionsto Zy. In particular, in order to get the correct seriesfor
Z\ the following two kinds of permutations of the particle labels in the diagrams
should be excluded.
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1. Those permutations which involve permutations of labels within alinked I-cluster give
contributions which will be counted later when asum on n;, of all possibletypesof m; |-
clustersisdone and should not beincluded at this stage. Thisisbecause we areregarding
diagrams corresponding to permutations of labels of coordinateswithin alinked I -cluster
asdistinct types if the number of linesisless than the maximum of By , = I!/2!(1 — 2)!.
For example

and

are regarded as distinct, even though the permutation 123 — 213 takes one into the
other. For each placement of the coordinate labels which should be counted, there
are I1,(I")™ — 1 more, due to the excluded permutations, which should not. There-
fore the number N! of permutations should be reduced to N!/IT,(I)™ due to this first
exclusion.

2. Those permutations which exchange all the labels in one linked I-cluster with all the
labelsin an identical linked |-cluster do not give a new contribution to Zy and should
not be counted. For example

= f12f23fss5 6
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would be counted again as

= fa5 fop F12 T23

if the permutation 123456 — 456123 were counted. There are n;,! ways to permute the
clustersof typel; sothisreducesthe number of permutationsby afurther factor 1/ 15, !.

These two exceptions thusimply that the number of permutations of coordinates
which giveidentical contributionsto Zy which should be counted from the terms
characterized by the sets {m;} of linked |-clusters of types characterized by the

types {n;,} is

|
N! N (6.15)
[LAO™ L TT m!
We denote the integral of the linked |-cluster of typel; by D, ; so that
N
¥V =)Dy (6.16)
i=1

For example labelling the four distinct 3-clusters by

AL

i = 1
we have

D31 = / drydrpdrs fip f13fos (6.17)

Then the contribution of aterm characterized by {m;} and {,, } together with al the
identical terms which contributeto Zy is

N! m
l_[l (| !)m| HI HiNI mi! 1|_|[ Dl,i (618)
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and
N!

1 . m;
ZN - N3N Z Z HI (H)m' l_[| l—[iN| mi! 1:[ Dl,i

{m}suchthat )", Im =N {m; } suchthat > n; =m,
(6.19)

Theinside sum on the {5, ;} is done as follows:

m| l_L D'7I|

IEIR

U

1 m )\(SI 3)m, | m
— 1,_[m_|! (Z DU) = 1|_[ i (V) (6.20)

Here we have used the binomial theorem and also the definition (6.16). Now we
put this back in the expression (6.19) for Zy and use the constraint ) , mjl = N:

1 )\‘(3| 73)m|

IN =N > [1

{m}suchthatd, Im=N |

= > ]‘[ ( )I (6.21)

{m} suchthat ), Im =

(o v)™

The sum on {m;} becomes possible when thisis put back in the expression (6.3)
so that the constraint disappears:

ch=2N:ZNZN = ) [1z" (bi—;/)ml miﬂ

N {m}suchthat " Im=N |

_Zl‘[<b'vz) 1. (6.22)

{m} |

where the last sum is not constrained. The sum and product can be interchanged
giving

b
= exp (Z z X'3V> (6.23)

Thus the thermodynamic potential 2 is

Zb|V

= —kgTInZy = —ksT Z (6.24)
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This result has many nice features. It is properly proportiona to the volume. (It
is easy to show that the by are independent of the volume.) Without summing
the expression for Zq. on m; to all orders in z this correct dependence on the
volume would not have been obtained. Notice, for example, the tangle that would
be obtained with respect to the factors V if one had tried to keep just afew termsin
the sumsin (6.23), supposing that they were of decreasing size, and then had tried
to take the In of the result.

It is now quite straightforward to obtain an expansion of the pressure in terms
of powers of the density. We use

Q=—PV =—kgTInZy (6.25)
and
— Q
N = (a_) (6.26)
I/ 1y
giving
P 1 |
ER—— 27
or = @2
and
N
v=r=73 le by (6.28)

To get an expansion of P intermsof p one must eliminate z between the last two
equations. It is convenient to do this order by order by writing aseriesin p for the
pressure as

Zaﬁ' =3, (6.29)

thus defining the coefficients a (which can be easily shown to be dimensionless).
Then one inserts the expressions (6.27) and (6.28) into (6.29) and solves order by
order in powers of z for the g intermsof theby:

A_J;,izlbl — iak3l—3< ZI/ Z2'b ) (6.30)
=1 =1

The a can now be calculated term by term by equating powers of z on both sides
of thisequation. Thefirst few g are

kBT

a=bh=1 (631)
a=—-b (6.32)
az = 4b3 — 2b, (6.33)

a4 = —2003 + 18b,b3 — 3by (6.34)
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One sees from (6.29) and the value a; = 1 that the leading term gives the perfect
gas equation of state. Thuswe have a careful demonstration that an interacting gas
will act like a noninteracting one at low enough densities and pressures. Another
common form of (6.29) is

P
— = B o' 6.35
T XI: | 0 (6.35)

in which the coefficients B, are related to the coefficients a of (6.29) by B, =
a3 -3. The last form is usually called the virial expansion and the B, are called
virial coefficients.

Method I for thevirial expansion: irreducible linked clusters
Qualitative discussion

In this section we obtain the virial expansion from aslightly different point of view.
There are two reasons for doing this. In the first place it provides occasion for
introducing several common and useful conceptsin the use of series expansionsin
statistical physics. Equally important, it provides a systematic method of ensuring
that the computational labor associated with finding the integrals which give the
coefficients in the density expansion is minimized. We work with the canonical
distribution function and find an expansion directly for InZy = —F/kg T instead
of Zn. You might guessthat In Zy would be a better object to study than Zy from
the fact that the series for Zy. had to be summed on N in order to give a well
behaved result in the last section.

Another hint concerning the usefulness of another approach is supplied by a
closer look at the virial expansion of the last section. We have

ag = 4b3 — 2bs

1 o 2 1 o
_ 4(m / o1 dF» flz) - Z{W / 01 5 o { f1o fap fo1 + 3F0 flg}}
(6.36)

Now we perform a transformation to center of mass coordinates in each of the
integrals. This means using the coordinates

f1+72

R=
2

Fio=T1—T> (6.37)
on the first integral and

= f1+r+T73
R=——<°"°
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on thelast integral. Theresult is

1 2
a=— dryp f — —— | dfpdiyg fipfigf(Fiz— T
8= 5 </ 12 12) 3)@/ 12013 f12 fa3f (F13 — 12)

1 R ~
- F/dflz flzfdf13f13

-1 . N N .
=26 / dripdriz fio f13f (F13 — I12) (6.39)
In other words, the only surviving termisthe onewith the diagrammatic description

[

Thereisagenera property which distinguishes this from the diagram

[~

which dropped out. In terms of the integral,

[

cannot be written as a product of integrals of the diagram

[
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was (by the change to center of mass coordinates). In diagrammatic terms,

differsfrom

in having no circle which is connected to only one line. Diagrams with this prop-
erty are called irreducible and can be shown not to be factorizable in general. In
the course of developing this second method for evaluating the virial expansion,
we will find that, in general, only irreducible diagrams contribute. Thus the sim-
plifications associated with going to the center of mass coordinates in each cluster
are automatically taken into account and no redundant calculations of cancelling
terms are done.

Since we intend to expand In Zy directly, some mathematical preliminaries on
the relationship of the expansion of afunction to the expansion of itslogarithm will
be considered first.
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Cumulant expansions

The use of cumulants goes beyond the problem at hand so the discussion will be
rather detailed. For clarity, we begin with an outline of the subsequent discussion.

(@) Cumulantsfor afunction M (&) of one variable.

(b) Cumulants for a function of one variable of the form M(£) = (€*)x inwhich (.. .)x
denotes averaging over avariable X.

(c) Cumulants for afunction of several variables.

(d) Generalization to the “leveled” exponential function.

(a) Cumulantsfor afunction M (&) of onevariable Supposethat afunction M (&)
has the expansion

ME) =) %S” (6.40)
n=0 "

which defines expansion coefficients . We consider the corresponding expansion
of itsIn: K(&§) = InM(&). We will assume that M (¢ = 0) = 1. Then the constant
term in the seriesfor K (¢) is zero, giving

=1
K(£) = Z Hg”,cn (6.41)

n=1
defining the coefficients x,. The un, are called moments of M (for reasons which
will become more evident below) and the «,, are called cumulants of M. To find
the rel ationship between cumulants and moments oneinserts (6.40) and (6.41) into
the relationship K (¢) = In M (&) and expands the logarithm in powers of £. Then
eguating powers of & on both sides of the equation gives the «,, in terms of the .
Thefirst few k, are

K1 = W1 (6.42)

Ko = pp — 5 (6.43)

K3 = W3 — papo + 2u3 (6.44)

kg = o — 3u5 + 12uipz — Auaps — 6uf (6.45)

General expressions are available in the literature.

(b) Cumulants of a function M(£) = (¢X) We consider the function M(g) =
(&%) in which X is a variable and a linear averaging procedure (...) over the
variable X is specified. “Linear” means that for any two functions A(X) and B(X)
and any two constants« and B, (@ A(X) 4+ BB(X)) = a(A(X)) + B(B(X)). Inthe
application to the virial expansion below, the average will correspond to integra-
tion over all the spatial coordinates and division by the appropriate power of the
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volume: (...) = ViNdeF-.-. We will never take this average to be the thermal
average.

As before we define K(&) = InM(&). Expanding in powers of & we then get
(6.40) again, defining the quantities . But we get another expression for the
by expanding the right hand side of the definition M (&) = (€6X) asafunction of ,
using the assumed linearity of the average and equating the result term by termin
powers of £ to the right hand side of (6.40). This gives

— (X" (6.46)

This showswhy we choseto call the i, “moments” in thelast subsection. We again
expand K (&) in powers of & defining «, asin (6.41). By analogy with (6.46) we
can write

kn = (X" (6.47)

defining an operation (.. .), caled a cumulant average on X". But this averaging
procedure is not linear. Combining eguations (6.45), (6.46) and (6.47) we have

(X)e = (X) (6.48)
(X% = (X3) — (X)? (6.49)
(X3 = (X3) — 3(X)(X?) + 2(X)? (6.50)

and so forth. Notice that if (X") = (X)" then (X"); = 0. That is, if the averages
of powers factor into the powers of the averages then the corresponding cumulant
averages are zero. Thisturns out to be a general property.

(c) Cumulants of an averaged exponential function of several variables Next
we generalize to severa (say N) variables. We have

M(EL, ..., &n) = (€2 5%) (6.51)
afunction of several variables. Define moments by the analogue of (6.40):

M(1. &2, - .. SM)—Z ZI . ; neondl BN (6.52)

V1=

Then by use of the linearity of the averaging procedure we have
Poog,og = (X3 XYY) (6.53)

As before we define cumulants «,, _,,, through

K ....én) =InM(Ey, ..., &N) = Z Z o ”v—,\llKUl“'UNSII"'EI‘\)]N
V1= 1 = '

(6.54)
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For these we introduce a notation like (6.47)
Kopooy = (X7 XY )C (6.55)

By inserting (6.52) and (6.54) into K(&1,...,&n) =INM(&1, ..., &n) and using
(6.55) we obtain expressions for the many variable “cumulant averages’
(X7t XN")e. Thefirst two are

(Xi)e = (Xi) (6.56)
(XiXj)e = (Xi Xj) = (Xi)(Xj) (6.57)

(d) Cumulantsof “leveled” exponential functions To obtain thevirial expansion
we will be interested in evaluating the quantity (see (6.19))

<]‘[(1 + fij )> (6.58)
i<j

inwhichtheaverage (...) = ViNdeF---. If weregard the f;; as playing therole
of the variables X; of the last section, then we can introduce variables &; and try
to apply the formalism of the last section but we have a problem because we find
the function [ _; (1 + &; fi;) inside the average instead of exp(3_; _; &i; Xij). We
can adapt the formalism by noting that exp(d _; & X;) contains all the terms to be
foundin [T; (1 + & X;) but also contains many other termsin which the X; appear
to higher powers than 1. Thus it is natural to introduce a “leveled exponential”
function by the definition

exp. (Z & Xi) = H(l + & Xi) (6.59)

Thisis called aleveled exponential because if we introduce a “leveling” operator
L op by the definition

XU XM ifall v =0or1

Lop(Xy" -+ X\') = { 0 otherwise (660)
then (assuming that Lo, islinear)
Lop [&xp D &Xi ) ) ="Lop Z Zing” COXN
i V1= =0 VN = vll VN
= 5 ";: Ul VN
1 1
= Z Z BN (X XY = expy (Z § Xi>
=0 =0 i
(6.61)

Thus exp, is reasonably called the leveled exponent.
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We now average the function exp, (3_; & X;) over the X; in the same manner as
beforeto obtain afunction M(&q, ..., &\):

M1, ..., EN) = <exp|_ (Z & Xi)> = <H(1+ & Xi)> (6.62)

so that if we write the general definition of the moment as before

ML, ... . 6n) = Z Z ' uvl o (6.63)
V1= =0 VN =
then
(X XQY) aly=0o0r1
Hovon = {0 otherwise (664
or equivalently
Moy = (Lop(X7* -+ XT)) (6.65)
We let
K, .., &n) =InM(y, ..., &) (6.66)
and
K ... . 6n) = Z Z 1 — Nk (6.67)
V1= 1 VN=
define cumulants as before. We denote «,, _,,, by
Kogon = (X3 X)L (6.68)
where the cisto remind us that thisis acumulant and the L that M (&4, .. ., En)is

defined in terms of aleveled exponent. The «,, ,,, in this case are obtained from

(6.57) by inserting L, in front of the powers of X; appearing inside averages on
theright hand side. Thus

(Xi)L.c = (Xi) (6.69)

<Xi2>L,c = (Lop(XP)) = (Lop(Xi))? = —(Xi)? (6.70)

(XiXj)L,c(i;)U—Op(Xixj)) — (Lop(Xi))(Lop(X))) = (Xi Xj) = (Xi){Xj) (6.71)

(Xi X Xk)L,c(i#:#k)(Xi X Xi) — (X Xj) (Xk) — (X Xi) (X)

— (X X (Xi) 4+ 20Xi) (X) (Xk) (6.72)
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Application of cumulantsto the expansion of the free energy

Now werevisit the problem of acluster expansion of thefree energy of animperfect
gas, working in the canonical distribution and utilizing the concepts of cumulants
just introduced. The model is the same as the model (6.1) considered in the first
treatment of the virial expansion

Hy _2:p|/2m+2v.J

i<]j
which, as before, leads to the partion function (6.19):
In = NI)L3N/ D(l"' fij)

where fi; = e Pvi — 1 as before. Now to make contact with the definitions of
cumulants defined in the preceding section we define a volume average (not a
thermal average) as

1 R
(.. = W/dNr(...) (6.73)

then the partition function can be rewritten as

N
In = NI)\3N <l_[(1+ f'l)> N\I/)\3N <eXpL (Z flj)> (674)
\%

i<j <]

using the definition of the leveled exponent exp, given in the preceding section.
Thefree energy is

3NN|
F=ksTIn"=—— o —keTIn{exp. D fij ] (6.75)

i<j

The first term is the free energy Fo of the perfect gas. Writing F = Fo + Fiy we
have

Fit = —kaT |n<expL (Z fi ,)> (6.76)
i<j v
A direct connection with the formalism of the preceding section is obtained by

defining a function of N(N — 1)/2 variables (one for each pair of particles) &;;
as

fint(62, ..., En(n—1)/2) = —ksT In<eXpL (Z &j fij)> (6.77)
\%

i<j
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Then
Fint = fint(51, ..., En(n=p)/2)lall =1 (6.78)

Then we have an exact parallel with the development of the preceding section and
can write

giU‘ij Vij
F=—kBTZl_[V_—J_|<H ] >
V.L,C

vij i<j U7 \i<j

1 N
=_kBT21‘[Fi!<H fijl>
V,L.C

al &;=1 vij i<]j i<]
(6.79)

where the indices on the sets of integers cover al N(N — 1)/2 pairs for which
i < j. Note that there is a correspondence between the terms in the linked cluster
expansion for Zy discussed in thefirst part of this chapter and termsin (6.79) with
al the v;j = 0 or 1. There are also some extratermsin (6.79), for which at least
oneof thev;; > 1.

We wish to make the following points about (6.79).

(a) Fortermsfor whichdl vij = 0 or 1in (6.79), the leveled exponent and cumulant char-
acter of the average in (6.79) meansthat cancellations of the sort discussed after (6.36)
above occur automatically in (6.79) and no redundant cal culation occurs using it.

(b) There is a diagrammatic characterization of the surviving terms in (6.79) for which
al vij =0 or 1 which makes it straightforward to sort out which linked I-clusters
contribute at each level. The surviving linked I-clusterswill be called irreducible linked
I-clusters.

(c) By considering the thermodynamic limit one can show that once one has confined
attention to the surviving terms (associated with irreducible linked I-clusters) then the
actual computation of integrals can take place as if the average is an ordinary volume
average (.. .)v.

In summary these three points mean that the calculation of the free energy
proceeds by calculation only of the irreducible linked I-clusters (which we have
not yet defined in detail) but otherwise is rather similar to the calculation of the
partition function as was done using linked (not irreducible) I-clustersin method I.
We will now discuss points (8)—c) in more detail. There will be no formal proofs
but we will try to make each point convincing by example and in some cases by
informal proof.

(a) Cancedllations like those discussed after (6.36) are automatically taken into
account by (6.79) so no redundant calculation of integrals occurs. We illustrate
this by consideration of the example discussed after (6.36). First recall that the
cumulant average (leveled or not) always vanishes if the corresponding ordinary
average factors into products of ordinary averages. Now consider a term of form
(fij fjx)v represented by the diagram
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Writing this out
1 IR
(fij fjk)V = ﬁ/‘dri drj dry fij fjk

We change the variables in the integral to

Fji =T — Ty
F_ﬁ+ﬁ+n
3

(which isthe center of mass transformation) giving

1 . .
(fij fi)v = Ve (/ dri fij) (/dfjk fjk)

(6.80)

(6.81)
(6.82)

(6.83)

1 . oo
=W/dri dl’j fij/drjdrk fjk= (fij>V<fjk>V (684)

Thus this average factors into the product of two averages and it follows that
(fij fi)v.L.c = 0. Thus this diagram, which we showed in the section after (6.36)
did not ultimately contributeto thevirial expansion, never enters(6.79). Thegeneral
property which thisexampl e representsisthat clustersfor which the averagesfactor
donot contribute. Itiseasy to show, for exampl e, by going through the sameexercise

for the term represented by the diagram

that the average of this diagram does not factor.
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(b) For the diagrammatic description of the surviving terms, note that, on the
basis of the example just discussed, aterm will not survive in (6.79) just because
its diagram is a linked |-cluster. The general requirement turns out to be that the
diagrams have the property that they cannot be separated into two parts by cutting
al the lines connected to just one circle. (Such diagrams are called stars by G. E.
Uhlenbeck and G.W. Ford.?) We will call al such diagrams irreducible linked
clusters. We claim that an average ( fi,;, fi,i, - - -)v can be factored if and only if it
is represented by a diagram which is not irreducible. (We say acluster isreducible
if itisnot irreducible.)

We supply an informal proof. An unlinked cluster can obviously be factored. A
reduciblelinked | -cluster has at |east one circle with the property that if all thelines
to it are cut, then the diagram separates into two disconnected parts. Let the label
onsuch acirclebei:

O,

The corresponding expression is

<H i [T 6 11 notinvolvingi> (6.85)
jl jr Vv

where the j; and j, label the coordinates connected to i from the left and right
respectively. We introduce change of variablesto the new variables

-

li and Fji = Fj — Fi for | #I. (6.86)

Using this coordinate system one may do the integral on r; giving afactor V. The
integrals on the difference coordinates then factor into two factors, one on the
coordinates appearing to the right and the other on the coordinates appearing to the
left. Thus the reducible diagrams (or those which are not stars) factor as claimed.
To prove the converse is more complicated. We refer the reader to Uhlenbeck and
Ford for ageneral proof. However, one can easily see that the above approach does
not result in factorization if the left and right parts of the diagram are connected at
some other point besides the coordinate i. The minimal such connectionisasingle
bond like this:



106 6 Imperfect gases

0, ()
©

Now the same coordinate transformation will not result in afactorization because
the integral will contain afactor f(Fj; — ;i) which prevents the factorization.

(c) The cumulant averages of terms corresponding toirreduciblelinked |-clusters
can be taken to be ordinary volume averages in the thermodynamic limit. That is,
the correction terms associ ated with the cumulant can be dropped. Wewill illustrate
how this works through the example

Theleveled cumulant average isjust the cumulant average which can be written
as

(fij fic fidv.e.c = (Fij Fix fidv — (Fij v (Fidv — (Fijdv (Fik i )v
— (fij i )v (Fiv + 2(Fij ik fi)v (6.87)
Compare the second term on the right hand side to the first:

(fij fpov(figdy s J dFi dFj i fij fi [ diicdfi f
(fij fik fidv o5 [ df; ofj dfy fij fji fig

(6.88)

Changing the variable in each average as before to eliminate the center of mass
gives

(fij fiv (fki)v _ 1 (/ drij fii)3
(fij fix fui)v V [drij drjk fij Tk fui

(6.89)

The remaining integrals are all less than or equal to a finite volume within which
the range of the interaction is confined. Let this volume, which is independent of
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the volume of the system V, be v;. Then

im v fuy

.y
< lim =0 6.90
Vooo o (fij fik fiidv (6:0)

T Voo V -

It is not hard to generalize this argument and thus see that all the correction terms
in the cumulant average of irreducible diagrams can be dropped.
Now we rewrite (6.79) using these results

o0

Fi nt — —kBT Z Z (integrand corresponding to the irreducible linked {-cl uster)\/

| =1 allirreducible linked i-clusters
for the N-particle system

(6.92)
Notice that, by the definition of irreducibility, we do not find products of m; or 1 ;
factorsin these terms as we did in method | because only one cluster appears only
once in each term. To turn thisinto a density expansion we define

vg = < > integrand corresponding to the cl uster> (6.92)
linked irreduciblel +1 clusters
for thel+1 particle system v

It is easy to show that 8 isindependent of V. To illustrate this definition, note that
we must count each irreducible graph for thel + 1 particle system as distinct if it
represents a distinct set of connections. Thus there are three types of irreducible
linked 4-clusters of the type

and six of thetype

%
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By counting in thisway in the definition of 8, we can express Fi; in terms of the
Bi.- Thereare N!/(I + 1)!(N — (I + 1))! waysto pick | + 1 circlesfrom N circles,
thus

x NIIIB
Fin = ~keT ) (+ DIVI(N = ( + 1)! (6.93)

In the thermodynamic limit we can reexpress this using Stirling’s approximation
N! NN

_ NI+
(N—(@+2D) g NN=(0+) — N (6.94)
so that
Fi — —NiaT 3 A (6.95)
int B £ (| +1) ]

in which p = N/V. Thus we get a density expansion directly in terms only of
irreducible linked |-clusters.

Cluster expansion for a quantum imperfect gas (extension of method 1)

We now describe the development analogous to method | for the quantum case.
Thereislesswork on this aspect, partly because the determination of thel th cluster
coefficient requires a complete solution of the I-body quantum mechanical prob-
lem. Nevertheless the development is of significant pedagogical value as well as
practical use because it establishes the limits of the semiclassical approximation
more precisely than we were able to do in Chapter 4. We first write the partition
function

N = Tl'e_ﬂH = /dNI’I// (rl, ...,FN)e_ﬂHlﬂa(?]_, ...,FN)

_ /dNr Z U ) € P Y TR

)\‘3NNI /d rWN(rl,..., N) (6.96)

Here « labels the functions of a complete basis for the Hilbert space and the in-
terchange of summation and integration is assumed to be valid. The last line de-
fines the function Wy (1, ..., Fn), which is a function of the coordinates and the
temperature.

We now use Wy to define quantities which behave as the integrands correspond-
ingto linked clustersdid inthe classical case. In fact, the quantitieswe define yield
the classical coefficientsin the appropriate limit. Note that in the classical case, the
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integrands corresponding to linked clusters vanish as any pair of the coordinates
approaches infinity. For example the 3-cluster

= fiofosfn rij——)>ooo

forany of thepairsij = 12, 23, 31. Tofind the appropriate anal oguein the quantum
case, we consider W (F, . . ., ) and subtract from it any part which does not vanish
as the separation between all pairs of coordinates becomes infinite. The remaining
functioniscaled U, (ry, ..., ;) and will play therole of the integrand of the linked
|-cluster. To perform the subtractions systematically one begins with the smallest |
and works up. For | = 2, one has

W, rmjool = Wi (F1)Wa(F2) = U1 (F1)U1(T2) (6.97)

Thisisintuitively plausiblebutitisworthwhiletowork out thedetails(Problem 6.5).
So we define

Ua(F1, F2) = Wha(r1, F2) — Up(F1)U1(T2) (6.98)
which may be rewritten
Wh(Fy, F2) = Ug(F)U1(F2) + Uo(F1, T2) (6.99)

U,(F1, 2) now approacheszeroasri, — oo and playsarolelike f, intheclassica
case. We may think of the last equation as follows. The first term on the right is
what results when we take al the particles in the cluster to infinity and the second
term iswhat is left.

Next consider | = 3. Asin the preceding case, we first separate out the result of
taking all three particlesto infinity:

Wi(Ty, T2, F3) = Ug(F)U1(F2)U1(F3) + Wy(T1, T2, ) (6.100)

Now in Wj(F1, T2, F'3) consider the result of taking 'y to a place infinitely far avay
from the other two particle coordinates. This must yield U,(F,, r3)U1(F1) since the
result of taking all three particles far away from each other has already been taken
into account. There are two other waysto take one particle to infinity while leaving
the other two in place. Including these in our expression for Wa(Fy, I, I'3) we
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obtain

Ws(1, T, F3) = Ug(F1)U1(F2)U1(F3) + Ua(F2, F3)U1(F1) + Ua(F1, F3)U1(M2)
+ Uz(r2, F1)U1(3) + Us(f'1, T2, Ta3) (6.101)

Since al possible ways of separating the particles have been taken into account in
the first four terms, the remainder, termed Us(f'1, 2, I'3) vanishes as any particleis
removed to alarge distance. This function plays the role of the sum of integrands
associated with linked 3-clustersin the classical virial expansion.

It should now be possible to understand the general expression for W,. We con-
sider all possible groupings of the | coordinates into groups (analogous to clusters
in the previous, classical, discussion) each containing |’ coordinates. Let there be
my, groups of |” coordinates with the constraint that ) |, mlI” = 1. Then

Wi(F1, ..., 1) = Z Z U1(P(1)) - - - Ur(P(my))U2(P(my + 1), P(My + 2)) - - -
)

{m}

-1
Ua(P(my + 2mp — 1), P(My + 2my)) - - - Uy (73 (Z I'my, + 1) L. P ))
I'=1
(6.102)

The prime on the sum over permutations means that permutations in which the
coordinates of a group are permuted among themselves, or in which whole sets
associated with different groups are interchanged, are to be excluded. These are
exactly the constraintson all owed permutationswhich weimposed in the discussion
of the counting of linked clusters in method | in the classical case and they lead,
asinthat case, tol!/ I, (I"")™m ! contributions of the same value, for a given set
{m }, after integration. Following the analogy with the classical case we define

1 I .
b = m/ol'r Ui(fe,....7) (6.103)

Using this definition and equations (6.96) and (6.102) we find a genera expression
for Zn

1 ! N!
Zy = 11333y )™ 6.104
N )\‘SNN! ;HI(I!)mlml! 1|_[( I) ( )
This is formally identical to the corresponding expression in the classical case.

Exactly asin that case it leads to an expression for the grand canonical partition
function which takes a compact form:

Zgc = exXp (i ZhVv /A3> (6.105)
=
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Theonly differenceisthat the b, aredefined differently. Clearly, thethermodynamic
arguments leading to fugacity expansions for the density and the pressure are the
same so that

1 o0
V=33 Z Zh (6.106)
=1
and
P 1 &

1=1

Thusthe first terms give the perfect gas law, and we may find quantum corrections
equation of state by evaluating the by. The derivation of the virial expansion for
P/kgT asan expansion in the density proceeds exactly asin the classical case so
that equation (6.29) is unchanged with the coefficients defined in terms of the b
by equations (6.32)—6.34) asin the classical case, except that the by in equations
(6.32)—(6.34) are calculated differently (using (6.103)).

Next, we consider applications of these general results to the perfect quantum
gasandto aninteracting gas. Inthe case of aperfect quantum gas, itisnot surprising
that we can find all of the by, since the exact solution is known. With interactions,
we will only present results for by.

For the perfect quantum gas, one could proceed by evaluating the U, explicitly,
using the known symmetrized or antisymmetrized product wave functions. It turns
out to be easier, and must obviously be equival ent, to expand the exact form of the
thermodynamic potential 2 in a seriesin the fugacity and compare term by term
with (6.107) to obtain the by. The exact form (equation (5.36))

Q= +kgT Y In(15e))

Thussince Q2 = —PV wefind

P

1
J— _evﬁ
T =Ty Ev In(1Fxze “”) (6.108)

Now taking the Hamiltonian to bethe kinetic energy only and using periodic bound-
ary conditionsin a cubic box as before we obtain

P 471 o 2 _n2
—=F—— dpln(1F ze P/2mkeT
kT (271)353/0 Pdpin(L¥ )
4 o 2
¥ ﬁ)ﬁ/o x?In(1Fze™)dx (6.109)
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Now expand the integrand in z using

_yoo ¥
INlFy) = { g'ﬂ || o (6.110)
PR C
This gives
P _ 4 [XET e xdx
keT — /A3 _YHLZ [0 gl 2 (6111)
8 YT fo e xEdx
Theintegra is
ey = = [T (6.112)
0 4V 1
so that
(i)lJrl
kBT =3 Z B (6.113)
or by comparison with (6.107)
+ 1+1
h® = (I5)/2 (6.114)

where the superscript “(0)” is added to distinguish this from the values of b in the
interacting case. This result can be used to estimate more quantitatively the range
of validity of the assumptions leading to the semiclassical perfect gas description
of the gas.

Next consider the calculation of b, intheinteracting case. Asnoted, acalculation
of by in the interacting case requires solution of the I-body quantum problem and
thisisanalytically intractable beyond | = 2. Even at thel = 2 level, b, will clearly
depend on the detailed nature of the potential. We can, however, reexpress b, in
terms of afew features of the solution to the two body problem, namely the bound
state energies and the scattering phase shifts. We present that development here.
We consider the difference between b, and the value b which it has when there
are no interactions (the latter was calculated in (6.114)). One has

bz — b(ZO) = 2,3V ./ sz (UZ(FL Fz) — Uéo)(rl, FZ))
1 r ¥ 7 > o
= Sy | O (WalF1. F2) = W71, 72)) (6.115)

because Wa (1, ) = Uy(F1, o) — Uq(F1)U4(F2) and U, isthe samefor theinteract-
ing and noninteracting cases. We write the two body problem as

HZwot(Fl, FZ) = Ea 1pot(Fl, Fg) (6116)
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in which
—h? 2 2 2z
Hy = %(Vl +V5) + (| F1—T2 ) (6.117)
in which we have assumed that the interaction potential is spherically symmetric.
This is fine for monatomic gases, but not at al appropriate for molecular gases.

We are assuming that the energy is independent of any electronic or nuclear spin
degrees of freedom. We make a center of mass transformation defining

R— %(Fl +F) F=Fi—Ts (6.118)
so that the Hamiltonian is
Hy = %Vé . ﬁfv ) (6.119)
The eigenvalue problem (6.116) then separates.
Vo = Up(R)Yn(") (6.120)
where
Wa(R) = e (6.121)

vV

and the wave function v, (r) is determined by
_ 2
(Fﬁzvr2+ v(r)) Un(F) = (En, ¢ )wn(o =enf) (6122

wherewe defineen = (E, p — P2/4m) and write = n, P. Interms of the Y (F),
Ws(F1, o) iswritten

wz(rl,rz)—ZAGZZeﬂF’z/“m pal | @ P

3D oA P2/4m Ben
(Znﬁ)gfdP St v I
= 4V23) e | yn(F) 17 (6.123)

Using this we rewrite (6.115) as

by — b = 55y / dFy oF (Wa(F1, o)) — WSO (Fy, o))

23/2
/dR/dr { Y et | yn() 2 - et

n

_ 23/22 e Ben _ o Beh) ) (6.124)

v
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In the last line we used the assumed normalization of the wave functions .
It is useful to separate off the bound state part of the eigenvalue spectrum of the
interacting two body problem. (The noninteracting problem obviously does not
have any bound states.) We denote these bound state energy eigenvaluesby e, and
have

by — b = 22 e fe 4 3 (e7h — e he) (6.125)
n k

in which the unbound states in the continuum are labelled k. (Note that the depen-
dence on V has disappeared here so that we can take the limit V. — oo and work
with acontinuum of unbound states.) To eval uate the sum on continuum stetes, note
that in both theinteracting and the noninteracting cases, the spectrum of continuum
energiesrunsfrom 0 to oo but that the number of states per unit energy interval will
be different in the interacting and noninteracting cases. (Thisis clear because, for
example, the interaction can pull some states out of the continuum into the bound
state spectrum.) In each case we write the energy as e, = h?k?/m and have

by — b = 232 [Ze Peng 4 / dk(ok — o) & —AR%e/m (6.126)

where gydk is the number of continuum states with k between k and k + dk in the
interacting case and g(o)dk isthe corresponding quantity in the noninteracting case.
We can express the corresponding difference in densities of states which appears
in (6.126) in terms of the phase shifts of the two body scattering problem.

To do this, note that the solutions to the two body scattering problem are char-
acterized by angular momentum quantum numbers L and m and take the form

ULmk(r)

Vimk = constant x Y™ (6.127)

Inthelimit of larger
ULmk(r) — sin(kr + Lzr/2 + . (K)) (6.128)

wheren (k) isthe phase shift. (The allowed values of L will depend on whether we
are dealing with fermions or bosons and on whether there are any internal degrees
of freedom. In the case that we are dealing with no internal degrees of freedom such
as spin, the wave function . mk must be even under inversion for bosons and odd
under inversion for fermions. Therefore in this case of spinless particles, we are
confined to even L for bosons and odd L for fermions. We leave more complicated
cases for exercises.)

To find the density of states consider asphere of largeradius R around the origin
int space. On that sphere, the asymptotic form (6.128) will apply and a complete
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set of scattering states is obtained by requiring that the logarithmic derivative of
the wave function take some fixed value on that sphere. (It turns out not to matter
precisely what that valueisaslong asit isfixed.) Thus, the states of the continuum
are abtained by requiring that

tan(kR+ Lz /2+ n(k)) = A (6.129)
where A is some fixed value. But the solutionsto (6.129) are
KR+ Lr/2+m(k) =nm +§ (6.130)

where n is any integer and § is a fixed number. The interval Ak between statesis
the changein k required to take avalue on the left hand side which satisfies (6.130)
for integer n on the right hand side to a value on the left hand side which satisfies
(6.130) for the integer n 4+ 1 on theright hand side. That is

(k+AKR+ Lr/2+ ni(k+ AK) = (N + 1)z + 3 (6.131)

We take the difference between the last two equations and expand 7. (k + AK)
assuming Ak/k « 1:

dne
Ak R+ — | = 132
( + dk) T (6.132)

The density of states gx (for each 1) isclearly 1/ Ak and the noninteracting density
gf(o) is the same without the phase shift. Thusfinaly

© _ 1dn

g — o = = (6.133)

and theviria coefficient can be written as

b, — b = 23/2{Ze ﬁens+/ dk22|+1dnL ”’*} (6.134)

T

Here we have used the fact that there are 2L + 1 values of m associated with each
L. The prime on the sum on L isto remind us to take into account restrictions on
the sum on L arising from the statistics of the particles (fermions or bosons) as
discussed above. In the case that there are internal degrees of freedom, the sumson
even and odd values of L could be weighted differently, but both might be present.

Gross-Pitaevskii—Bogoliubov theory of the low temper ature weakly
interacting Bose gas

The quantum cluster expansion is useful at temperatures high enough so that
13p <« 1 and, roughly speaking, p times the collision cross-section of atoms to
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the 3/2 power is small. The first condition is clearly not met below the Bose-
Einstein condensation temperature which is roughly set by the condition A3p ~ 1.
To deal with thislow temperature situation in which the interactions are weak, one
proceeds by starting with a ground state of the same form as the noninteracting
ground state (which is Bose condensed) and finding states associated with small
fluctuations around it arising from the presence of interactions. These low energy
states are the only relevant ones at low temperatures and one can use them to find
the partition function and thermodynamic functions. To formulate this approach it
isvery convenient to use a second quantized representation of the Hamiltonian. We
give abrief description here and refer to other textsfor more details. One may think
of second quantization asaway of representing the Hamiltonian (and other relevant
operators) in terms of its matrix elementsin a basis of symmetrized product wave
functions

<?|{nv}>:<?17"'7rN|ﬁvlv"'7>:

WZ(:I:) l_[¢v. r73(I

(6.135)

as described in Chapter 4 except that here we allow for the possibility that the one
particle part of the Hamiltonian includes potential aswell as kinetic energy:

H=>) H()+V (6.136)
in which
Hi(i) = —h?VZ/2m + V4 (i) (6.137)
and
Hl¢v = Gvd)u (6138)

In boson systems, some of the v; can be identical, with the factor n defined to take
account of this:

N!
In the denominator, each set of quantum numbers appears only once and n,, isthe
number of times v; appearsin the wave function (6.135). It turns out that the matrix
elements of operatorsin this basis can be described by the following prescription.
(For therest of this section we confine attention to the boson case.) Define operators
a,, al such that

[a,. al] = 8, (6.140)
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(as for the raising and lowering operators of a harmonic oscillator, of which this
formalism is a generalization). Following the same logic used for harmonic oscil-
|lator raising and lowering operators, the eigenstates |n, ) of the operator ala, have
integer eigenvaluesn, = 0, 1, 2, ... and can be written

@)
N

in which a,|0) = 0. One constructs a basisinvolving al the v by taking the direct
product of all the statesin (6.141):

n,) = |0) (6.141)

T\,
=TT %50 (6.142)

Now the ideaisto construct a Hamiltonian in terms of the operators a,), aI which
when evaluated in the abstract basis |n,) has the same matrix elements as the
original Hamiltonian had when evaluated in the basis (6.135). (These states are
characterized by the same sets of quantum numbers {n,}.) First consider the part
of the Hamiltonian without particle interactions:

Ho =) Ha(i) (6.143)
i
It is not hard to show that
[ P = Yone (6140

so that the equivalent Hamiltonian for usein the abstract (“ second quantized”) basis
is

Ho =) eala, (6.145)

A careful analysis of the matrix elements shows that if the interaction term has
the form

V= ui) (6.146)
i<]j

then the corresponding operator is

V' = Z vvl,\)z,vs,V4ailaiZaV3aV4 (6.147)

V1,V2,V3,V4

in which

vl)l, V2,V3,V4 = / dfl dFZ ¢:l (rl)¢:}kz (FZ) v (F12)¢U3 (F2)¢V4 (Fl) (6 148)
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For thinking about approximations it is useful to recast this Hamiltonian in terms
of awave operator v/ (') defined so that

v =) ¢, (6.149)
Using completeness of the functions ¢, one shows without difficulty that

[w (@), v =8(F — ') (6.150)
and that

H'=Hg + V’=/ dr y ' (F)Hy (F) +(1/2) / dfy | dioy ' (F) Y (F2)v(Fa2) ¥ (F2) ¥ (Fa)
(6.151)

Now weconsider aweakly interacting Bose gasbel ow itscondensation temperature.
In the noninteracting case, the system is characterized by the basis (6.135) (which
are eigenstates in that case) and the density matrix at finite temperature is diagonal
with avery large amplitude for states which have a macroscopically large number
of factors ¢,,(I') associated with the ground state of the one particle Hamiltonian
H;. We postulate that when the interactions are weak a similar situation prevails
in that only admixtures of states in the basis (6.135) with a macroscopically large
number of factors¢,, (') play asignificant rolein therelevant eigenstates. (However
we do not assume that ¢, has the same form as it did in the noninteracting case.)
Now consider the wave operator ¢ () = ) ¢,a,. Acting on the restricted set
of states postulated to be relevant at low temperatures, the summand ¢,,a,, will
always produce terms with one less factor ¢,, times «/No where Np >> 1 is the
macroscopically large number of factors ¢,, in the basis function on which it is
acting. Thus this single term in the summand, when acting on the restricted basis,
will yield large numbers and will give results much larger than the other termsin
the summand. Similarly, the dominant termin v () will yield termswith one more
factor ¢,, times «/No + 1, but since Np >> 1 this factor is nearly the same as the
one obtained for v (I'). Guided by these arguments one constructs a systematic low
temperature approximation by writing

¥ (F) = v/ Nogo(F) + 28 (F) (6.152)

where Ny is defined to be (a] a,,), the expectation value of the number of factors
¢,, evaluated at zero temperature. A is a counting device, set equal to 1 at the end
of the calculation. ¢(r) is assumed to be a function (not changing the number of
particles) and is not assumed to be the same as ¢,,,. Rather, ¢ (F) is determined self
consistently by minimization of the energy at zero temperature. §v(F) is assumed
withintherestricted basisto yield smaller results than the first term but its operator
character is retained. One can then construct a systematic calculational scheme by
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inserting (6.152) into (6.151) and solving the resulting problem order by order in
increasing powers of A. At zeroth order in X, the Hamiltonian becomes

No / df ¢g(r)Hago(r) + (NE/2) / ar di”’ ¢ (r ) (r Yo — F")go(r )po(r)
(6.153)

This is just a number in the approximation used, so its expectation value is the
same as its value. ¢o(r) is determined by minimizing it with respect to variations
in ¢§ subject to the constraint that the total number of particles (equal to Ng at
zero order in ) remain fixed. The constraint is imposed by subtracting the term
uNo [ dF ¢d(r)po(r) where i isalagrange multiplier equal to the chemical poten-
tial, prior to minimization. The resulting equation for ¢o(r),

Hido(r) + No f O |o(r ) 2o(F — F')bolr) = rbolr) (6.154)

is called the Gross—Pitaevskii equation. It has nearly the form of a Schrodinger
equation but it is nonlinear and the eigenvalue is the chemical potential, not the
energy of any particle. Itsformisquitetypical of mean field theoriesfor the behav-
ior of low temperature phases of condensed matter systems. (A comparison with
Hartree theory of electronsis also instructive but we will not dwell on that here.) In
the casethat H; issimply the kinetic energy and the particles are confined to alarge
rectangular box with periodic boundary conditions, any plane wave will solve the
Gross—Pitaevskii equation. Thepreferred solutionisthenthe onewith lowest energy
and thiswill always be the solution ¢o(F) = 1/+/Q where Q isthe system volume
giving a chemical potential i = (No/ ) [ di’v(f — ’). Notice that for most real-
istic interatomic potentials such asthe L ennard-Jones potential (equation (6.2)) this
integral is divergent so the approach fails utterly. This difficulty makes the Gross—
Pitaevskii equation a hopeless starting point for the study of superfluid “He. (This
kind of problem also motivated the introduction of cluster expansions as mentioned
earlier in this chapter.) However, in the specia case of a dilute gas which has been
kept in a metastable vapor phase at very low temperatures (which is precisely the
situation in the alkali and atomic hydrogen vapors in which Bose—Einstein conden-
sation has been observed) one can get around this difficulty asfollows. Becausethe
energies of the particles are low, the divergent part of the potentia is never probed
in collisions and one can use an effective interaction which reproduces the low en-
ergy features of the collision cross-section. This scattering length approximation,
discussed in many elementary quantum mechanics books, takes the form

v(f — ') = (4nh%as/m)s(F — 7 ) (6.155)

where a5 is a parameter called the scattering length which characterizes the low
energy collisions. Using this, the chemical potential for a gasin arectangular box
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Figure 6.1 Chemical potential as a function of scattering length for a gas in a
spherical well of radiusaand depth 38 hawo Wherewo = h/2ma?. Fromreference 3.

is finite and of reasonable magnitude. In the real dilute systems in which Bose-
Einstein condensation has been observed, the confining potential for the atoms does
not consist of aset of impenetrable walls forming alarge rectangular box however.
Instead, H; includes both thekinetic energy and aharmonic potential which, infact,
iscut off at large distances from the origin. In such cases one must solve the Gross-
Pitaevskii equation numerically. For example, in Figure 6.1 we show values of the
chemical potential as a function of scattering length for a spherical well of finite
depth.

The next order in A in the Hamiltonian is A? because the linear term in A hasthe
same coefficient which was required to be zero by the Gross—Pitaevskii equation.
The term of order A2 is (with A set to 1)

Hy = [ o 80O HusY () + (No) [ O & igalr) %0 1) olF — )50 )
+ (No) / dr o go(r)*do(r 8w (FYu(F — F)sv (F)
+(No/2) / dr dr” go(F)*do(F)" (F)v(F — )8y (r')sv(r)
+(No/2) f af dr’ 8y (7) 8w (r) (T — 7")po(7)po(7”) (6.156)
Thisis a second quantized operator in which the operators 8vf(r) and 8§y () may

be regarded as adding or removing particles from the ¢ condensate state in the
product wave functions which make up the underlying basis. To use this to find
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states corresponding to the small amplitude excitations of the system about the
Gross—Pitaevskii solution one writes the Hei senberg equation of motion

2

\Y%
0oL = (5w M) = [ T+ Ve e 20N 600 ] )

+ Nog | ¢o(F) I? 891 (F) (6.157)

in which the scattering length approximation has been used and g = 47h%as/m.
Because both 8y and 8y appear here, the eigenstates will correspond to acting
on the ground, Gross—Pitaevskii, state with alinear combination of terms involv-
ing 8y and 8v'. By appropriate normalization, such a linear combination can be
required to obey Bose commutation relations. Let the required linear combinations
be denoted bL which creates an excited state, and b, which destroys one. By in-
version of the linear relation, 1 can be written as alinear combination of the b,
and b} :

SYF. 1) = [Uu(F)b, e + V, ()b}, €] (6.158)

"
Inserting thisin (6.157) and taking [. . ., b]] and [b,, . . .] of the result gives

[—;VZ + Vi — 1+ 2Nogo§ — ﬁa)vi| U, (F) + Nogg3V, =0 (6.159)

[—;vz + Vi — i+ 2Nogod + ﬁa)v:| V,(F) + Nogop5U, =0 (6.160)

which are sometimes called the Bogoliubov equations. It is not too hard to show
that in terms of the eigenvalues w, H, becomes

Ho =) ho,bib, (6.161)

so that at this level of approximation one can regard the excitations created by the
ladder like creation operators b] as noninteracting bosons. However, because they
arederived from v which does not include the part of the wave function associated
with thefactors ¢, thereisno reason to expect the number of boson like excitations
associated with the b! to be conserved. The low temperature statistical mechanics
associated with (6.161) isthat of nonconserved boson excitations with no chemical
potentia (or equivalently with zero chemical potential). Thus the energy at low
temperaturesis

how,
Z 5 ‘;”_ - (6.162)
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and the specific heat associated with these excitations is easily obtained once the
spectrum w, is known. The spectrum is obtained by solution of the equations
(6.160) and this depends in turn on the boundary conditions and on the potential
V1. In the case of arectangular box with periodic boundary conditions, V; is zero
and the equations are solved by plane waves in the form U, (F) = ugé*™,V,(F) =
vRe“R'F. Putting these forms into the equations (6.160) gives (Vo = Nog/ 2,
€ = h2k2 /2m)

(ER —u+2Vy — ﬁa)R)UE + V()Ui< =0 (6163)
Voug + (6 — u + 2Vo + haxy)v; =0 (6.164)
The corresponding secular equation is
EE—M+2V0—HQ)R Vo
=0 6.165
Vo 6R—,bL+2Vo+ﬁO)R ( )

which has solutions

hoy =,/ GRZ + 2¢; Vo (6.166)

whereweusedthevalueu = Npg/ 2 for thechemical potential asobtained fromthe
expression from the Gross—Pitaevskii equation above, specialized to thiscase. The
interesting thing about (6.166) isthat as [k| — 0, w; — c|k| with ¢ = /Nog/&2m
so sound like modes are found at long wavelength. These are very far from ordinary
hydrodynamic sound waves however. For other cases, the Bogoliubov equations
have also been solved numerically.3
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Problems

6.1 Consider aclassical gas of particlesin d spatial dimensions which interact through
the two body potential
b n
v(r) =¢ <F)
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where e isapositive number with the dimensions of energy and n isapositiveinteger.

b is a parameter with the dimensions of length.

(a) Reduce the expression for the sum b, of the integrals of all the distinct 2-clusters
to adimensionlessintegral times powers of b, € and the temperature.

(b) By analysisof theintegral, show that the virial series cannot be convergent unless
d<n.

(c) Using the expression found in (@) find the equation of state for this gasincluding
the first correction to the ideal gas equation of state arising from b,. By drawing
qualitative graphs of someisothermsin the P-V plane, indicate how the equation
of state differsfor different values of n at fixed d.

Consider a model semiclassical imperfect gas in which the atoms are interacting

through the two body potential

—> 0 <o

U(r)z{—Vo o<l <20

andOforr > 20.

(a) Calculatethevalueof thelinked cluster integral b, asafunction of thetemperature,
the mass of the particles and the parameters in the potential .

(b) Evaluate the pressure as a function of the density p in a series to second order
in the density. At what temperature does the predicted equation of state change
qualitatively? Sketch agraph of the pressure asafunction of 1/ p for temperatures
above, equal to and below this temperature.

(c) Findthefugacity z = e®* asafunction of thedensity p to second order in p when
(N}, the number of particles, isfixed.

(d) Using the result of (c), write the Helmholtz free energy F in terms of the density
p, showing the ideal gas result, plus the first correction due to the interactions.

(e) Using (d), calculate an expression for the entropy S and the specific heat C, to
the same order. Make a qualitative graph of the specific heat as afunction of T,
comparing it with the ideal gas result.

For the Lennard-Jonesinteraction, cal culate the sum of linked 2- and 3-clustersusing
parameters for argon of ¢ ;=125 K and o = 3.45A. Evaluate your expressions
numerically for arange of temperatures from 0.1 of room temperature to twice room
temperature. Using your evaluation of the linked 2- and 3-clustersfor argon, calculate
and plot isothermsfor P asafunction of 1/ for argon in the same temperature range
for which youfound b, and bs. Comparetheresultswith theideal gasequation of state
and with the van der Waals equation of state. Indicate the regions in which the first
three terms of the virial expansion should be adequate. The van der Waals equation
of stateis of the form

Pyanderwaais = Nakg T/(VNa/N —b) — a/(V Na/N)>?

where Na is Avogadro’s number. VNa/N is the volume per mole of the gas
or fluid and is sometimes denoted V. a and b are constants. One gets the val-
ues for argon by using the values of P, T and V at the critical point a which
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(@P/aV)t =0 and (3°P/3V?)t = 0. The critical values for the van der Waals
equation of state are P, = a/27b?, V, = 3b and T, = (8/27)(a/Naks). Experimen-
tally for argon, V, = 75.2cm3/mol and P, = 48 atm yielding b = 25.07 cm?/mol,
a = 10828.8 atmcm?/mol.

Show that there are respectively three and six distinct contributions from irreducible
4-clusters of the following two types respectively, as claimed in the text. To make
your proof convincing, show the distinct contributions explicitly in each case.

%

Are there any more irreducible 4-clusters? If so, draw them and show how many
contributions there are from them.

(a) Find an explicit form for Uy in the quantum cluster expansion and evaluate it
for the case of periodic boundary conditions. (b) Show explicitly that W>(1, 2) —
U1(2)U1(2) in the same case.
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Statistical mechanics of liquids

Here we briefly review some aspects of the statistical mechanics of liquids. The
distinction between a liquid and a gas is not sharp except in the neighborhood of
the transition between them which we will discuss in Chapter 10. As a working
definition we will consider a system to be aliquid if it lacks the geometrical struc-
ture associated, for example, with crystals and for which the density expansions
discussed in the last chapter do not converge. This distinction can be made some-
what sharper when we have discussed the relevant correlation functions and phase
diagrams. It is to be noted that for atomic and molecular systems which can be
treated classically and for which the two body interactions contain a hard core at
short distances, there will always be a region of the thermodynamic phase space
(for example in the PT diagram) for which the system will behave as a liquid
according to this definition.

We begin the discussion by defining correlation functions which are very useful
for characterizing the structure of liquids and also for making measurements and
formulating theoriesto describethem. The considerationshere apply equally well to
theimperfect gases discussed in the last chapter, but they are particularly useful and
necessary for the discussion of liquids. We next describe experimental techniques
which directly measure some of these correlation functions. Finaly we briefly
describe two distinct theoretical approaches to the description of liquids: analytical
formulations based on approximate summations of series like those described in
the last chapter, and numerical simulation. Numerical simulation is quite ageneral
method butitisparticularly useful for liquidswherethe complexity and approximate
nature of analytical theories limits their usefulness. In most of this chapter the
considerations are classical though similar ideas are useful in the study of quantum
fluids, which is the subject of the following chapter.

125
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Definitions of n-particle distribution functions

We consider an N-particle classical system characterized by a 3N dimensional
coordinatespaceR. (Generalizationto any dimensionistrivial for thesedefinitions.)
We define the n-particle distribution function np(fy, ..., ) as

nn(Fl, ey Fn)dFl ce an
= {Probability that thereisan atomin dr';, an atomindr,, .. ., in dr, (7.2)

In the canonical distribution the probability of finding the atomslabelled 1, ..., n
in the volume element dry - - - dry, is
f anJrl .. dFN e BUR)
[dfy---diyePIR
However, the definition of ny(fy,...,T,) cals for the probability that any n
atoms lie in the relevant volume elements. Therefore, to obtain an expression for
Nn(F1, . .., Fh) wemust multiply (7.2) by the number of ways of selecting n atoms
from N, counting all the permutations of the n atoms as distinct. Thus
. N! f drn+1 dFN e*ﬂU(R)
- (N — n)' fdrl dFN e PUR)
It should be obviousthat ny(ry, . . ., Fn) can only be defined in the canonical ensem-
blewhen n < N. Inthe grand canonical ensemble the corresponding expression is
obtained as follows. The distribution function is
1
ASNN!
The normalization of probabilitiesrequiresthat we divide by this quantity summed
over al N. By the preceding argument the numerator is

NI
N A3NN| /olrn+1 -dry e#Nr—AUR) (7.5)

summed over al N > n. Thus, in the grand canonical distribution
> N=n A3N(N n)l [y diy e PUR
> Net 73 A3NN! Jdry---diy e PUR)

For most of the rest of the discussion we focus attention on ny(fy, ). Thisis
usually expressed in terms of the radial distribution function g(fy, r>) which is
defined for homogeneous systems as

9(F1, T2) = Na(f'1, 72)/ 02 (7.7)

where p isthemean density N/ V. Notethat g(ry, ») odr, can beinterpreted asthe
probability that thereisaparticlein dr, at ', giventhat thereisaparticleindry at .

(7.2)

nn(Fl, ceey Fn) (73)

C (7.4)

nn(Fl, ceey Fn) (76)
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With these definitions, and in the thermodynamic limit for a homogeneous sys-
tem, limy,_r,— o 9(F1, F2) = 1. In the case that the function U (R) isasum of pair
potentids U(R) = >_;_; v(fi — Tj) one can express al the thermodynamic prop-
erties of the system in terms of g(r) as we now show. Generally (in the canonical
distribution) the average energy is

] 10
E=—£InZN —Z—NﬁzN (78)

Thence
% (ke P e T
- NWN [ dNF e BLicjvi
Taking the derivative of the thermal wavelength with respect to 8 one obtains
f Nr Z|<J U'J ﬂ2i<j o

(7.9)

E = —Nk T 7.10
2t [ dNF e P iz v (710
The numerator of the second term can be rewritten as
N(N -1
¥/ohr3 - dFy dFy dFp v(Fy, Fo) €F Xi<i Vi (7.11)

s0 that the second termis
3 dridfoq oy [ dFs - - dy v(Fa, F) €77 2
der e_ﬂ Zi<j Vij

1 N
= E / dFl sz U(Fl, Fz)nz(Fl, Fz) = 7'0 / dr v(r)g(r) (712)
Thusthe interna energy is
E=N (ngT + % / d?v(r)g(r)> (7.13)

To calculate the pressure, it is useful first to write the free energy as

F=—ksTInZy = —kBTln(NmN /d"‘r e i ) (7.14)

W),
I

9
—kgT

The pressure isthen

| @

L [dNF e P v }

\{/AA dNF e B X vi,-} (7.15)
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In the numerator, the volume appearsin the limits of integration. To obtain auseful
expression for the pressure, it is best to remove this dependence in the limits by
changing the variables of integration to dimensionless ones

1

=y (7.16)
Then
-, vii N N,/ % _IBZi'Uij
P kT%{%VN/deeﬂz” "} NkgT v fdr%ave ,
o {)‘%deFe_ﬂZRj vij} oV deFe_ﬁZm‘ vij
(7.17)

The derivative in the second term is written
0 0vjj 1 - 0vjj

9 9
O o) = (v = vy U L Y
v V) = 5y (V) = 55 (VIS = v g,

(7.18)

Thus we obtain
1 K 1 L =
P= | NkeT+3 ;rij-ﬁj (7.19)

This form is quite useful in simulations. The last term in brackets on the right
hand side is called the “internal virial.” One can express the last term in terms of
theradia distribution function giving:
~ NksT
Vv

P

1 3 NkgT p? O
— | drydrono(ry, Fo)rpo - = - — rr.—dr
6Vf 1drznp(fy, M2)r12 6/9() o7

3F12 \Y
(7.20)

Determination of g(r) by neutron and x-ray scattering

Neutron and x-ray scattering provide information on the structure of liquids and
other dense materials on basically the same range of lengths, from a few tenths of
angstroms out to nearly micrometers (though the methods on the longer scales are
abit different). (On the other hand neutrons and x-rays provide information about
dynamics on quite distinct time scales.) Here we provide some details concerning
how neutron scattering is used to determine liquid structure and, in particular,
g(r). However, the technique and the analysis have very wide applicability to the
study of condensed matter. In the basic experiment, neutrons are prepared in a
monochromatic beam with an initial wave vector k;, usually by Bragg scattering a
thermal beam of neutronsfrom acrystal. Thismonochromatic beamisthen directed
at the sampl e to be studied and the scattered neutrons at wave vectors ks are counted.
(For experimental details, one can consult numerous books on neutron scattering,
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or for abrief description relevant to the monatomic liquid example of interest here,
see reference 1.)

From the data on the numbers and energies of neutrons scattered in various
directions from the sample, one deduces a differential scattering cross-section
d?o /d; de;;, from the experiment. Here d2;, is an element of solid angle within
which the direction of the wave vector of the scattered neutron is fixed and ¢ is
the energy of the scattered neutron. This cross-section provides information about
both statics and dynamics of the sample. The part of the cross-section around zero
energy transfer (when € isthe same asthe energy of theincoming beam) givesthe
structural information and is called quasielastic scattering.

To understand how g(r) isdetermined from neutron scattering data, it isuseful to
beginwith an expression for theinelastic cross-section for neutron scattering froma
many body system. The Born approximation issuitablefor thisproblem becausethe
interaction between neutrons and nuclei of the atoms of theliquid isweak when the
neutrons are at thermal energies. The Born approximation is equivalent to use of
the Fermi golden rulefor the scattering rate. Interms of therate, the cross-sectionis

d%o rate

= 7.21
dQ2g deg  incident flux (7.21)

We choose to normalize neutron wave functions in a large volume V and have,
supposing that the potential describing the interaction between the neutron and the
liquid is V(r), from the Fermi golden rule for the rate:

2o B vai %e‘ﬂ;”i | (Ri, vi | V| Rf, G S(ERi +E, —E, — Eﬁf)
A2 deg, %
vV kZdS dks
(2)3 dS2dey,

for the cross-section. We have summed over all possible final states vs of the many

body system (the sample) from which the neutron is scattering and have averaged

over al initial states v; of that many body system, assuming that the target of the

neutron scattering experiment isin thermal equilibrium and can be described by the

canonical ensemble. We wrotefki/mV for theincident flux. Using ¢;, = h%k?/2m
and rearranging this gives

d’o V2m? [k e PRy -
dS2;, de, N h*(2r)2 (ET) Z Z | (kis vilV Ik, ) 1% 8(g +En — By —€¢)
f f

x (7.22)

Vi, Vi

(7.23)

We now make a series of manipulations, usualy attributed to Van Hove, which
show that this quantity is closely related to a correlation function of the potential
V(r, t) with itself (where V(F, t) is the Heisenberg representation of the operator
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V(r) with respect to the Hamiltonian describing the sample). The deltafunctionis
rewritten using the identity

8(E) = dﬁt —iEt/R (7.24)

to give

d20’ m2 kf e BEy N
dar [ o [ dt
dQg deg, ﬁs(Zn)3 ( ) Z Z/ ' / r /

x (v | V() | (vf | e HYMY(FE U | y)e 10T k) glleg —e )Um
(7.25)

The initial and final wave functions were assumed to be separable products: (T |
Kit, vif) = % | vi.g). The dependence of the interaction potential V(F) on the
neutron coordinater has been explicitly displayed. The sum on final states v of the
target can now bedoneusing thefact that they arecompletesothat | ve) (vr | =1
with the result

d’o m? [k W - it o= Q-F ") ) (F P’
dgdeg, — R%(27)3 (E)/ & / & / dree OV
(7.26)

Here the Heisenberg representation V(7, t) = €1/ (F)e~HU/N of the interaction
potentlal with respect to the target Hamiltonian H has been used. The variables
Q= ki — ki and » = (2/h)(ei — €) have been defined. Up to this point the result
is quite general and is useful in measurement of dynamical correlation functions.
To measure static correlations functions we note that if the sample is an isotropic
ligquid then on general symmetry grounds the quantity

/ of / dF’ e QT (Y(F, OV(F', 1)) (7.27)

will depend only on the magnitude of the vector Q In that case, it is possible to
integrate the cross-section d?o /d2;, de;, on the variable o at fixed magnitude of Q
using the experimental scattering data. Some details concerning how thisis done
appear in the Appendix in reference 1. We thus obtain

2 2
ﬁ/dw( ') ds‘: - ﬁ4(n2]ﬂ)2/dr/d/ e 10TV (7, OV, 0) (7.28)
ke 2~ ke

At the low neutron energies of interest, the interaction potential can be written in
scattering length approximation:

N
V() = ? > bi,8F —T) (7.29)
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where the 1; are the positions of the atoms of the liquid. We include an index v
on the scattering length by, to account for the fact that the nucleus of the ith atom
may in some cases be in more than one state, either because of various possible
nuclear spin values for the nucleus (as in the case, for example, of hydrogen) or
because of the existence of an isotopic mixture in the atoms of the fluid. In either
case, thesum over initial states (the ensemble average) must include asum over this
index v. (V(F) isto be regarded as the diagona matrix element of the full nuclear
Hamiltonian, with respect to the degrees of freedom represented by thisindex v.)

Then
d’o .
i P AQT '
/dﬁw( )dﬂkdek <(fdré ;b

It is useful to rewrite this expression by expressing by, in terms of the average
b_Z P,bi, and the difference Ab;, = b;, — b: b|y—Ab|v+b Here P, is
the probahility of the nuclear state v and the average b will usually be independent
of i. Equation (7.30) now becomes

/dﬁ (kf) Qd ZZ P07+ AbE) + 3 (Z P, Py ADLy AD

i#] v,V

2
ri > (7.30)

+> P,Abb+bY PyAby, + 52> (Q6-T)
(7.31)

The averages on the nuclear variables v clearly give zero except in the case of
the first and last terms with the result

i —_ N(b? h2) & b2 jQ-(fi )
/dﬁw(kf) o g = N0+ 85 +b 3 (06— (7.32)

i

The second term is called the coherent scattering elastic cross-section and can be
determined from g(r) or, conversely, the experiment can be used to determine g(r)
fromit. To seethiswe notethat, inthe case of aliquid, it followsfrom the definition
of n, that

n2(f) = (p/N) D (8(F —Fij)) (7.33)
i#]
so that
. n 1 I
o) = p—i =N, 20F =) (7.34)
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3
....... Experimental data
- T=85K, p=0.0123 atoms/A®
—— Molecular dynamics
2 T =86.36 K, p = 0.02138 atoms/A

S(Q

8 10 12

6
Q(AY

Figure 7.1 Experimentally determined S(Q) for *Ar at 85 K from reference 1.
Thesolid lineisthe result of amolecular dynamics simulation, as described at the
end of the chapter. It isindistinguishable from the experimental result.

Using thiswe rewrite the last term of the expression for the scattering cross-section
as

5 Y [ a6 -7 e = N [ o (gt +a<r))éé'1
i L

= Nb? 1+,o/ng(r)é‘3'1

O

= Nb? 1—|—,o/dF(g(r)—l)eié'F+,o/dFé '1

_NB |14 / dr (g(r) — 1)é<3f+p6(6)(2n)3a]
- (7.35)

Thelast two forms remove a singularity which occursin forward scattering (3 =0
and which is quite easily avoided when the experiment concerns wavelengths of
the order of atomic separations. It is customary to define the expression

Q) =1+p f dF(g(r) — 1) €97 (7.36)

By inversion of these relations one obtains g(r) from experiment. Some results for
simplefluids are shown in Figures 7.1 and 7.2. They are easily intepreted in terms
of local structurein the fluid.
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T T T T
ARGON 36, 85K, p = 0.02125 atoms/A®
30
20+
=
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| | | |
3.0 4.0 5.0 6.0 7.0 8.0

r(A)

Figure 7.2 Radial distribution function for argon at 85 K determined from the
experimentally derived data in the preceding figure and compared with results of
molecular dynamics simulation as described later in the text.

BBGKY hierarchy

Though g(r) gives the thermodynamics of afluid interacting through pair interac-
tionsand g(r) can be measured directly, we have not yet explained how to determine
g(r) from the underlying Hamiltonian which describes the microscopic model. As
apractical matter, thisis often done these days by simulating the motion of several
hundred to afew thousand particles computationally and this often proves quite ad-
equate for determining g(r) uniquely from the underlying model. The methods for
doing such simulations are discussed below. Whether such calculations complete
the program of many body physics for classical fluids is to some extent a matter
of taste. The unique solution can be found to arbitrary accuracy but the lack of a
comprehensible analytical theory may lead to some loss of insight. Furthermore,
because such simulations only became possible quiterecently, thereisalong history
of distinguished effortsto produce analytical theories permitting the calculation of
g(r) in closed form. These theories are of interest not only because of their use-
fulness to the theory of classical fluids, but also because the same methods have
proved very useful in the study of quantum fluids, where brute force simulation is
still not nearly as useful atechnique asit is in the study of classical fluids. Here
we begin by describing a hierarchy which is the basis for approximations leading
to such approximate closed form theories for g(r). Then we describe some of the
leading approximate closed form theories briefly.
We may define a*“ potential of mean force” ¢(r) by the equation

¢() = —kgT Ing(r) (7.37)
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or
g(F) = e ?O/keT (7.39)

The origin of the name is understood by taking the gradient of the last expression
with respect to itsargument, renamed 1, for reasonsthat should shortly be evident:
_VF12¢(F12) =

Vi, 0(F12) = Vran(r12)

ke T
9(F12) ( 2)
[drs--- [ diy (3_r1 > Uij) e L vi
- [ [dfye i
This is seen to be the average force on an atom fixed at r; when another atom is
fixed at r, and all the other atoms are free to move as if in equilibrium. We obtain

auseful expression by separating out the term containing Vr, v1» in the numerator
with the result

(7.39)

Vi, $(F12) = — Vo) — Y (Veug)o? (7.40)
j#1.2

The labels (. ..)"? on the average indicate that a thermal average is to be taken
over all particles except the first and second, which are fixed. We rewrite the last
term as

/ drsP (s | F1, F2)( — Vi v(f3, 1) (7.41)
where
~ - - .. _ | Probability of finding an atom within drs
P(r3 | 1, To)drs = { of '3 given that that there are atoms at 7+, (7.42)
By the rules relating conditional probabilities:
N3(Fy, 2, T3) = P(3 | 1, F2)Na(T1, 72) (7.43)
so that the expression (7.41) can be rewritten as
_ N3(F, T2, T3) .
drs—————=( — Vr,u(rs, T 7.44
f 3 naa. T (— Vi,u(fs, 1)) (7.44)

Thus combining (7.44) with (7.39) and (7.40) we have

N3(r'y, 2, I3)
9(T12)
Thisisan equation relating g(r) to itself but one easily sees that it is not closed

because of the presenceof thefactor nz(r'1, ', I'3) intheintegrand of thesecond term.
By writing an equation for ng following similar procedures we could get asimilar

" " 1 " "
kBTVFl In g(rlz) = —Vrlv(rlz) — ? f dl’g Vrlv(rlg) (745)
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equation for it involving ng, etc. This leads to an exact hierarchy which, however,
turns out to be more difficult to solve numerically than the original equations of
motion of the fluid and istherefore not very useful. On the other hand (7.45) isvery
useful for motivating approximate theories giving closed form equations for g(r).

Some other useful forms of (7.45) can be obtained in the case (of main interest
here) in which g(r) and v(r) are functions only of the magnitude of the vector r.
Then by projecting (7.45) onto the direction f1, we obtain

dlng(rz) 9 (v(rz) + W(ri) (7.46)
8['12 o 8['12 kBT '
in which
& N3(F, 2, F3) . ov(r)
— =5 : 7.47
ar12 / 9(F1. F2) Ty ef) or3 (7.47)

The last two equations can be integrated using the fact that both v(r) and W(r)
vanish at larger to give

g(r) — e*(v(l')+W(l'))/k5T (748)
inwhich
ng(rl, I, I’3) N 3U(r13)
W(r) = / dr12 2 /d 3~ g( ) (r12 . rlg)TB (749)

These equations have a very physical interpretation in terms of a direct or “bare”
force on particle 1 due to particle 2 and an indirect effect of 1 on 2, represented by
W which arises because if 2 interacts with 3 which in turn interacts with 1 then the
presence of 1 can affect the likelihood of finding an atom at 2.

Approximate closed form equations for g(r)

The simplest of the closed form equations to describe is the Yvon-Born—-Green
approximationwhich isobtai ned by replacing thethree particledistribution function
n3(r1, 2, F3) which occurs in the integrands of the equations of the last section by
the “Kirkwood superposition approximation”:

I 1 . oo I
N3(r1, Mo, 3) & ?nZ(rl, Fo)No(r, F3)Na(r2, 13) (7.50)

This approximation has the attractive feature of giving zero for nz when any pair
of the argumentsty, I, I3 isequal, asis physically required.

Using the Kirkwood superposition approximation in equations (7.48) and (7.49)
wefind

ov(ris)

/
oris

r p / /
:le) + o= kaT dr12/d 9(r12)9(rze) ———=

Ing(ri2) = (f1,-f13) (7.51)
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Thisisoneform of the Y von—-Born-Green equation for g(r ). Itisaclosed nonlin-
ear equationfor g(r) which may be solved numerically with the boundary condition
g(r)rjool for a given potential v(r). Because the Kirkwood approximation is un-
controlled (that is, we have no systematic way to improve it and estimate errors)
the results must be checked against experiments and/or simulations.

There are two other popular approximate equations for g(r), based on par-
tial summations of infinite series of selected terms in the virial series for g(r).
The principles upon which such a virial series is obtained are the same as those
used in the last chapter but we will not go through the derivation here. The in-
terested reader is referred to Rice and Gray.> An early paper by Verlet® pro-
vides a clear account of the derivation of the hypernetted chain approximation.
The result for the hypernetted chain approximation is that W(r) of (7.49) may be
written:

W(r12) = —ksTp / OF3 0(r1)(9(rz2) — 1) (7.552)

in which the function c(r) satisfies the integral equation:

S(r1z) = () — 1— p / OF3 (0(s2) — 1)c(r13) (7.53)

The last equation is sometimes called the Ornstein—Zernike egquation and c(r) is
called thedirect correlation function. Thethird approximate formulation, called the
Percus-Yevick approximation, consists in using the same expression for W(r) but
effectively assuming that it is small so that (7.48) becomes

g9(r) ~ e 01— pW(r)) (7.54)

Molecular dynamics evaluation of liquid properties

In practice, results of approximations such as those described in the last section
are often compared to results of direct numerical simulations of the Newtonian
eguations of motion for a small sample of the atomic or molecular constituents of
the fluid, rather than to the results of experiment. This is because in the case of
simple liquids, numerical simulation can now give essentially exact results for the
short range equilibrium radial distribution functions of dense liquids avay from
critical points. Here we briefly review the techniques for making such simulations,
commonly called molecular dynamics. The reader is referred to other texts (such
as Allen and Tildesley*) for more details.

Insuch simulations, oneworksdirectly with theequationsof motion for theatoms
or molecules of the fluid. For simplicity we confine attention here to monatomic
ligquids and to systems interacting through short range interactions. The equations
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of motion are
or; I,
m—7 =V Z (i —Fj) (7.55)
j#i
We describe the method for a system of N particles. In practice N can be made
as large as 10° with current computers but simulations with ©O(10°%) particles are
more common. Techniques are available for fixing the local pressure and/or the
local kinetic energy (obviously related to the temperature) during a simulation but
amore common (and more realistic) method fixes the volume V and energy of the
system. To simulate a bulk fluid, it is useful to use periodic boundary conditions
because this reduces the effects of the boundaries, which can extend significantly
into the sampleif other boundary conditions are used. Extension of the method to
simulation of liquid—solid interfaces is straightforward.

In practice, one chooses aset of initial positions {r; (0)}. If we were dealing with
the equations (7.55) directly, without discretizing the time, we would also require
initial dataon the velocitiesin order to specify aunique solution. In the present case
we will find approximate numerical solutions which give solutions for the {r;} at a
series of discrete times nAt where n isapositive integer and At iscalled thetime
step. The appropriate additional initial data are then the values {r; (— At)} of the
positions at the time step previous to the initial one. From {; (0)} and {r; (—At)},
approximations to the initial velocities are easily constructed as we will shortly
discuss. These values are sufficient if the simplest integration algorithm, which is
the only onewe will discuss here, isused. To describe this agorithm, known asthe
“Verlet” algorithm in the molecular dynamics literature, we expand r; (t + At) and
ri(t — At) as Taylor seriesin At:

dr; 1d% ., 1d% 4 4
Fi(t + At) =Fi(t) + —(t)At + 5 gz A+ EFM + O(AtY (7.56)
Fi(t — At) =T (t) — d—(t)At + Ld7, —Lt)at? — 3—(t)At3 + O(AtY  (7.57)
N 2 dt2 6 dt3

Adding these we easily obtain
2
ri(t + At) = 2ri(t) — ri(t — At) + %(‘c)m2 + O(AtY (7.58)

so that by use of (7.55)
Fi(t 4+ At) = 2Fi (t) — Fi (t — At) + — il (t) —LAt?2 + O(AtY (7.59)
where

Filt) =-Vi Y _v(t) — (1) (7.60)
j#i
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istheforce ontheith particleat timet. Equation (7.59) is used in the simulation to
compute the values of the positions of the particles at times (n + 1)At from their
values at the previous two time steps (n — 1) At and nAt, startingwithn =0

A+ DAY = i (AY —Fi(n — DAY + %

A2+ O(AtY)  (7.61)
Obviously each such computation requires evaluating the force Ifi on each particle
a timet = nAt. This evaluation of the forces after each new set of positions is
calculated is the most time consuming part of the calculations in the simulation.
Subtracting (7.56) from (7.57) we get an approximate expression for the velocity
atimet:

Fi((n+ D)At) —Fi((n — DAL) = zi—i‘(nm) + O(At3) (7.62)
or
B (NAL) = (Fi ((n+ 1)“)2;? ((n — 1)“)) +O(A) (763

This is used to calculate the velocities at time t after the time step to time t =
(n + 1) At has been made.

For realistic smulations, the choice of forcesis crucia in this technique. Here
we confine attention to forces arising from the sum of pair potentials though, in
principle, one can include many body forces at significant computational cost.
Often pair potentials are determined by making all electron quantum mechanical
calculations on pairs of atoms and fitting the results to simple forms. For the rare
gas liquids which we will use as an example, such a fit can be made very sat-
isfactorily with the Lennard-Jones form in equation (6.2). For systems in which
the constituent classical entities carry a charge (as in molten salts for example)
Coulomb interactions complicate the technique considerably, becauseit is not pos-
sible to cut off the Coulomb interactions at achievable box sizes and achieve real-
istic results. (See reference 4 for details on methods to handle the case of Coulomb
interactions.)

The interpretation of periodic boundary conditions is straightforward with re-
spect to the treatment of a particle which passes through a wall of the confining
volume or box: itissimply reflected to the opposite side of the volume (Figure 7.3).
To determine the forces on a particle, one assumes that the particle interacts with
al the particles in the box and with al the particles in al the periodic images
(Figure 7.4) of the box. In the case that Coulomb interactions exist this is quite
a complicated task for which several methods are available.* However, we will
confine attention here to short range forces. Then one may usually take the box
sizeto be much larger than twice the range of the forces and confine attention only
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® ©,

L

Figure 7.3 Illustration of implementation of boundary conditions. If particle 1
endsup at 1’ after thetime step it ismoved to 1.

to those images of the particles which are within half the box size of the particle
whose force is being calculated (Figure 7.5). This is known as the minimum im-
age convention. To implement these conditions suppose the confining volume is
cubic for simplicity and that the length of itssideis L. Suppose that new positions
{x((n+ DAL, yi((n + 1)AL), z ((n + 1)At)} have been determined from earlier
positions using (7.61). There is nothing in (7.61) which prevents some of these
positions from ending up outside the confining volume and they must be reflected
back into the box before proceeding. Thisis done with the rule:

if xi((n+ 1)At) > L/2, x((n + 1)At) — L replaces x; ((n + 1) At)
if X ((n+ 1)At) < —L/2, x((n + 1)At) + L replaces x; ((n + 1) At)

with similar replacements for y; ((n + 1)At), z ((n + 1) At).

Now to compute the forces associated with these new positions in prepara-
tion for the next step one takes differences Afij((n + 1)At) =i ((n + 1)At) —
ri((n+ 1)At) for use in the computation of the force F j((n 4+ 1)At) exerted
by j oni and vice versa. To implement the minimum image convention, one
can see quite easily that one must apply the same rule (7.64) to the differences
AXij((n+ D AtL), Ayij((n + DAt), Azj((n + 1)At) before using them in compu-
tation of the force Fi;((n + 1) At):

IfAX;j (N+1)At)> L/2, Ax;j((n+1)At)—L replaces Ax;; ((n+1)At) -
IfAX;j (N+1)At) <—L/2, Ax;j((n+1)At)+L replaces Ax;;((n+1)At) )

The result of the implementation of these procedures is a time series of positions
for al the particles. Usually, not al this information is stored because it is very
voluminous and not easy to interpret without further analysis. The quantitieswhich
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Figure 7.4 For models containing long rangeinteractions oneincludestheinterac-
tion of 1’ with all the other particlesin the simulation cell and with all the periodic
images of all the particlesin the cell.

are kept for analysis are of two types: those which are primarily used to establish
the validity of the code and those which are used to compute quantities leading to
predictions for the results of experimental measurements on the fluid. The most
important variables of the first type are the total energy, the kinetic energy per
particle and the local pressure, which is calculated using equation (7.19). We first
discuss each of these briefly.

Because the system of equations (7.55) conserves energy, the total energy is
exactly independent of time in an exact solution. In the numerical solution, the
energy variations arising from numerical error must be much smaller than the
temporal variationsin the total kinetic and total potential energiesif theresultsare
to be physically meaningful. In practice, with the simple systems to be considered
here one finds that in a correct code the energy variations are not larger than a part
in 10% and contain no detectable secular drift. This turns out to be a very sensitive
diagnostic for errorsin codes of thistype. Of course the total energy is also useful
in determining the equation of state of the model of the fluid.

Because we are simulating a classical system, the average kinetic energy per
particle is equal to %’kBT and hence fixes the effective temperature at which the
simulation iscarried out. (As mentioned earlier, it ispossible* to add artificial terms
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Figure 7.5 Minimum image convention. If the forces are of short range (<L /2)
then only interactions of 1’ with particles within a box (dashed lines) centered on
1" are kept.

to (7.55) which effectively fix the total kinetic energy instantaneously, but we will
not discuss these here.) In practice, when a simulation of a new system is begun,
the particles are not in positions which are close to mechanical equilibrium and
they accelerate rapidly, resulting in a high average kinetic energy and hence ahigh
effective temperature. To bring the kinetic energy down to a level consistent with
the desired simulation temperature, one can use various algorithmic “thermostats’
of which the simplest isthefollowing. If the average kinetic energy per particle (t)
differs from the desired average kinetic energy (t),, = (3/2)kgT by more than a
fraction Af, then rescale al the velocities by

V{,/ 00 (nAt) = fi;(nAt) — vi(nAt) (7.66)

Because the programs do not deal directly with velocities this is accomplished by
changing the values of the positions at the preceding time step. This is done as
follows. After calculating (preliminary) values of r;((n + 1)At) using (7.61), and
(preliminary) velocitiesusing (7.63), one calculatestheratio f. If (1 — f)] < Af
oneusesther;((n + 1) At) asthevaluesonthetrajectory for the next step. However,
if |(1— f)] > Af, one modifies f; ((n + 1)At) to Fi((n + 1)At) and (implicitly)
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fi((n — 1)At) tor;((n — 1)At)’ so that they satisfy

5 (NAL) = (Fi ((n+ 1)At)2—A:i ((n— 1)At)/> _ 5. (nA)
¢ fi((n+ 1)At) — i ((n — D AL)
( 2At )

and

Fi((n+ 1)At) = 2F (nAL) — T (0 — 1) ALY +

F (nAt) Atz
m

This amounts to changing the values of the positions at the preceding time step so
that when the positions at the next time step are recalculated, the velocities will
come out changed by thefactor f. Solving thelast two equationsfor r; (n + 1) At)/,
leaving the present positions i (n)At) fixed and eliminating the ; ((n — 1)At)’ one
finds that the recal culated positions at the next step are

ri ((n + 1)At)/ =T (nAt) + (f/2)(F| ((n + 1)At) —T; ((n — l)At)) + i (ZnAt) At?

(7.67)

(When f = 1,1 ((n + 1)At) =Ti((n + 1)At). Onecould also explicitly calculate
ri((n — 1)At) but it is not needed.)

With an appropriate choice of Af one can leave thisa gorithm in place through-
out the simulation, and it will almost never be activated once a configuration ap-
proximating equilibrium is achieved. The correct choice of Af for this purposeis
a somewhat subtle problem. The mean square deviation of the kinetic energy in a
system described by a canonical ensembleis quite easily computed to be

VI(KE)2) — (KE)2 2
(K E) 3N

(7.68)

However, thisis an ensemble dependent result. In a simulation, this ratio remains
proportional to 1/+/N but the coefficient is different.5 It is shown in reference 5
that, in the microcanonical ensemble

VIKE)?) —
(KE)

(KE 2
> \/ any (1~ 3Nke/2Cy) (7.69)

Thus in principle the fluctuations cannot be estimated until the specific heat is
known, and in fact the last relation can be used to compute the specific heat.
On the other hand, one can get a very reasonable (but uncontrolled) estimate for
the expected fluctuations by using the value for N three dimensional harmonic
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oscillators of Cy = 3Nkg giving

V((KE)2) — (KE)2 1
(K E) 3N

(7.70)

and using aéf whichistwicethis.

To determine the pressure, one uses (7.19). For a system containing only short
range forces this is straightforward, but with Coulomb interactions more care is
required.* We do not discuss the latter case here. As for the temperature, if the
initial conditionsare chosen badly, the simulation may result in avery high pressure
which must beadjusted by adjusting thevolume. Algorithmsal so exist which (rather
artificially) continuously hold the pressure fixed during the simulation.

In addition to thermodynamic quantities such as the energy, pressure and tem-
perature, one can collect microscopic information about the simulated equilibrium
state. Because of its central role in describing this state as explained earlier in this
chapter, the radial distribution function g(r) is of particular interest in this regard.
For this purpose, we note that an aternative expression for g(r) in an isotropic
fluidis

g(r)pdmr?dr :< DO dN(r <|Ti =Ty < +dr)> (7.71)

i

in which dN is the number of particles j which are found within the indicated
distancesfrom particlei. Thustoevaluateg(r) onafinitegrid of valuesof r = igAr,
ig=0,...,NGweuse

g(ig):<mZZAN(lgAr <|Fi =T < (ig —|—1)Ar)> (7.72)

i j#A

Results of implementing these procedures for argon liquid were compared with
experiment in Figures 7.1 and 7.2.
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Problems

7.1 Find the form of the full neutron scattering cross-section d°c /Ay deg (without
integrating on w) when the interaction is of form (7.29). Express the result in terms
of functions

3 (é’@ﬂ ) g-1Q; ©) and Y (édr‘i (t) g-iQfF )
0 i
7.2 Solvethe Yvon-Born—Green equation numerically for the case that

TRA(EEREY

withe = 125K ando = 3.45 A, suitable for argon. Take temperatures and densities
in the liquid range for argon at about one atmosphere, namely 87.5K > T > 84K
and 1.4g/cm® < p < 1.6g/cme.

7.3 Write and run an MD program for a system of 100 Lennard-Jones argon atoms.
The parameters for Lennard-Jones potential are o = 3.4 Aand e /kg = 125 K. The
simulated system is at 85 K with a mass density of 1.4 g/cm®. The time step for
the simulation is 10 fs (10~'* s) and the simulation should run for 20-30 ps. The
following methods are to be implemented:

(2) periodic boundary condition,

(2) minimum image convention,

(3) Verlet algorithm for updating trajectories.

The following quantities are to be calcul ated:

(4) conserved total energy E(t),

(5) radial distribution function g(r) and the corresponding coordinate number Z(r),
(6) mean square displacement R(t),

(7) average pressure P.

Plot g(r), Z(r), and E(t) and R(t).

7.4  Provethe expression (7.68) for the fluctuations in the kinetic energy in the canonical
ensemble. For agreater challenge, prove the expression (7.69) consulting, if you like,
reference 5.
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Quantum liquids and solids

As discussed in Chapter 6, when the temperature is lowered in a classical liquid
until the thermal wavelength becomes comparabl e to the interparticle spacing, then
the semiclassical approximation isno longer adequate and quantum effects must be
considered. In practice, most classical liquidsfreeze at al positive pressures before
thistemperatureisreached. The exceptionsarethe helium liquids (*He and “He) for
which the quantum effectsarelarge enough to prevent freezing asthetemperatureis
lowered whiletheliquid iskept in equilibrium with itsvapor. Conveniently, *Heisa
Fermi system and “He is aBose system. In these systems aswell, phase transitions
occur at low enough temperatures. But quantum effects are significant even before
these transitions occur. Another system which may for some purposes be regarded
as an isotropic liquid with large quantum effects is the collection of electrons in
(at least some) metals. Here too, a phase transition to the superconducting state
intervenes in many cases at low enough temperatures. Finally neutron stars may
contain regions in which neutrons are in aliquid state with large quantum effects
and white dwarf stars contain a degenerate electron gas which can be regarded
as a quantum liquid. In genera, the reason that quantum liquids are so hard to
observe is that interactions tend to result in symmetry breaking phase transitions
in high density systems at temperatures low enough to permit quantum effects
to be observed. (Vapor phases at very low temperatures aimost always exist. The
densities are extremely low and virial expansions as discussed in Chapter 6 may
be used to describe them. The metastable Bose-Einstein condensed alkali metal
vapors mentioned at the end of Chapter 5 are an exception.)

Here | confine attention to some phenomenological ideas for the description
of dense isotropic Fermi systems at low temperatures which are generally known
as Fermi liquid theory and which are primarily due to Landau. The theory as |
will describe it was designed to describe systems with short range interactions
and has been extensively applied to the description of liquid 3He. It turns out that
the theory provides a useful basis for describing the various superfluid phases of
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liquid *He as well but | will not discuss that aspect here. Fermi liquid theory has
been extended to systems with Coulomb interactions and applied to the study of
electronsinmetals. Wewill describe Fermi liquid theory intermsof afew physically
reasonabl e assumptions essentially associated with theideathat no phasetransition
occursasthetemperatureislowered (or, amost equivalently, astheinteractionsare
made stronger at fixed temperature). These assumptions have been verified (proved
isprobably too strong aword) by the use of more microscopically based theoretical
formulations which begin with the full microscopic Hamiltonian. A theoretical
formulation analogous to Fermi liquid theory has been formulated for boson fluids
as well.! A characteristic feature of these theories is that the low energy states
of the fluid have some properties like the states of the noninteracting Fermi and
Bose gases respectively. This correspondence permits one to speak of these states
as containing various numbers of “quasiparticles’ with specified momenta. The
guasiparticle concept has proved intuitively very useful (if somewhat dangerous)
in thinking about these systems.

Fundamental postulates of Fermi liquid theory

To motivate the assumptions of Fermi liquid theory, imagine a dense assembly of
3He atoms. The Hamiltonian is of the form

o Z —ﬁzvz

+ ) uij (8.1)

i<j

Now we multiply the interaction term by adimensionless parameter A and consider
the evolution of the energy eigenstates as A is varied between 0 and 1

2
H*:Z ﬁzv

When A = 0 there are no interactions, and the eigenstates are antisymmetrized
products of spinors and plane waves (Slater determinants) of the noninteracting
system. As such they can be completely specified by defining aset {ng .} of Osand
1s which indicate which single particle states specified by ¢, o are occupied. The
ground state of this noninteracting system correspondstong , = 1if | § |< gr and
Ng.» = 0 otherwise where g = (3p7)Y2 and p is the particle density. This set of
{ng.-} plays aspecial role and its members will be denoted (ng ¢ )g:

+ A Z Vij (8.2

i<j

1 14l<0or

cuo=o |51 q )
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Atfixed particlenumber N, thelow lying excited states of the noninteracting system
consist of statesin which one single particle state below but near the Fermi surface
is empty while asingle particle state near but above the Fermi surface is occupied,
while all other single particle states retain the occupancy which they had in the
ground state. These low lying excited states are called particle-hole excitations.
Now let the parameter A increase smoothly from 0 to 1. In Fermi liquid theory,
one assumes that the states of the system, which can all be completely specified
by the sets {ng,, } when A = 0, evolve smoothly as 2 increases, retaining the same
energy ordering that they had at 2 = 0 and with no qualitatively new low lying
states appearing. If the system undergoes a phase transition as a function of A at
zero temperature then thisassumption isviolated. It isknown for examplethat such
phasetransitionsmust occur in 3Hewhichisinacomplicated superfluid state at very
low temperatures. However, these transitions occur at extremely low temperatures
(of the order of millikelvins) and so when the system is at temperatures much larger
than thisit may be reasonable to assume that it behaves as if this assumption were
true. Further, it is possible to use the postul ated states which do evolve smoothly in
thisway asabasisfor atheory describing more complicated stateswhich occur when
itisviolated. If no violation occurs, the interacting ground state is still labelled by
the quantum numbers {(ng )¢} of (8.3) and has evolved smoothly from the original
Slater determinant of the noninteracting system as the interaction was turned on.

Now consider the energies Ey, ) of all the states of theinteracting system under
thisassumption. It isconvenient to regard the energy asafunction of the differences
8Ng,o = Ng.c — (Ng,0)g Where (N5, )g are given by (8.3). For the low lying states
(near the ground state) it is reasonable to expand the energy in a series in these
SHQ,UZ

1
Efng,) = Eg+ D _ €4.00Ng.0 + 5 > faoqodNgednge +---  (84)
.o d,050,0
where the coefficients 5,5, fg.0:5.0, . . . e regarded, at the Fermi liquid theory

level of the theory, as phenomenological parameters. If the assumption of smooth
variation of the states with increasing interaction istrue, then these parameters can,
in principle, be calculated from the true wave functions using a fully microscopic
theory. There have been some attempts to do this for 2He, but no definitive results
are available.

At low enough temperatures we will argue later that only the terms shown ex-
plicitly in (8.4) need to be taken into account in calculations of the low temperature
properties of the fluid. If we truncate (8.4) with only the explicitly shown linear
and quadratic terms, then the statistical mechanical problem isclosed, if very diffi-
cult. One must calculate the partition function associated with the spectrum (8.4).
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Though it is difficult, it is quite a lot easier than the original interacting problem,
because the form of the eigenvalues of the Hamiltonian is assumed known.

In fact one amost always makes a further mean field approximation in Fermi
liquid theory. One may state the approximation in various ways. It amounts to as-
suming that only the average effects of interactions represented by the last term in
(8.4) need to be taken into account. Operationally, one may obtain this approxima-
tion by replacing the last termin (8.4) by

2 Tl (o) + 5ng.0 (50,)) ©5)
4,058/ ,0'
and then using the resulting thermodynamic potential to find aself consistent equa-
tion for (6ng,). Note that since the number of particles does not change as the
interactions are turned on, we may assumethat 3 5 , g = N for all theinteract-
ing states. Thus, in the approximation (8.5)

Q = —kgT Ine FIE(M Z e Blao—mng, — SEq4(T) — ksT Z In (1 + e(uf'?a,a)ﬂ)

{ng.o} §,o
(8.6)
Here
SEg(T) = Eg— ) &0(Ng0)g (8.7)
G,0
and
&G0 = €60 + Z fg.0:5.0/(8NG,07) (8.8)
g0’

Ey(T) depends on temperature but not on the chemical potential. We can therefore
find an equation for (N) by differentiating with respect to u:

0 1
m=-(5),,= L1 ©9)

and since (N) = > 5 (Ng.0),

1

= P 4 1
Though this looks formally like the noninteracting expression, €5, depends on
(ngo) foral @, o’. One must regard (8.9) and (8.10) as simultaneous equations
for all the (ng,,) and .

From this one can see why only afew terms are adequate in the expansion. Con-
sider the case in which the parameter A issmall, giving weak but finite interactions
which could be treated in perturbation theory. The noninteracting excited states are

(Ng.or) (8.10)
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particle—hole excitations of the noninteracting Fermi sphere, in which the particle
and the hole are both within about kg T of the Fermi surface. Now introducing the
weak interaction, perturbation theory scatters these particle-hole excitations into
other particle-hole excitations, conserving momentum and energy. But the conser-
vation of total momentum and energy of the pair, together with the Pauli principle,
requires that the particle-hole excitations into which the original pair is scattered
also remain within kg T of the original Fermi surface. Thus ng , remains near its
original form except when gqiswithinkgT of the original Fermi surface. The kine-
matic constraintsimposed by the Pauli principle keep the effects of theinteractions
on ng,, small so the relevant éng , are small and the expansion is (at least qualita-
tively) justified. Increasing the magnitude of the coupling by increasing 2 increases
the number of terms which must be considered in a perturbation expansion, but at
each order, the same constraints on thefinal states apply and the general conclusion
is sustained.

Onemay parametrizethe constantseg, , and fg 55, intermsof afew numbersif
oneisinterested inthelow temperature propertiesof thetheory. Weassumethét €,
may be expanded in a Taylor seriesin | G |. The constant term may be absorbed in
the chemical potential and the linear term must vanish if the fluid isisotropic. Thus
the leading term is quadratic. It may be expressed in a suggestive way by writing

h%g?

2me

€Go = (8.11)
thus introducing an “effective mass’ m*. This differs from the bare mass as a
result of particle—particle interactions. In the application to electrons in metals
and semiconductors, one can also find an effective mass (the “band mass’) which
differsfrom the bare mass as aresult of interactions of the electrons with the lattice
(and not with each other) and is not to be confused with thism*. (We do not discuss
the question of how to handle the case in which both effects are simultaneously
present here.) It turns out that for the study of thermodynamic properties at low
temperatures, one only needs the values of f5 5.5 o~ when both wave vectors have
magnitude gr. The remaining variables are the angle 6 between g and g’ and the
relative values of the spinso and o' It is customary to define

£56) = 1.4(0) + £1.4(6) (8.12)
£30) = f1.4(6) — f1.,(0) (8.13)

One parametrizes the 0 dependence in terms of the coefficients of an expansion in
Legendre polynomials:

N(@© £2%0) = ) F>*Ri(coso) (8.14)
|
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where N (0) = Vm*qe/72h3 is the density of states of free particles (including
spin) with mass m* at wave vector gg. See problems 8.1 and 8.2 and reference 2
for further discussion of Fermi liquid theory.

M odels of magnets

Modelsfor magnetic systems have played aspecia rolein statistical mechanicsfor
reasons which go beyond interest in magnetism itself. There are only afew models
in statistical mechanics of macroscopic systems for which exact summation of the
partition function has proved possible and which lead to nontrivial effects such as
phasetransitions. Several of these modelswereoriginally conceived as descriptions
of magnetic systems, though in most cases they are too simplified to be realistic
descriptions of real magnetic materials. Here we will introduce a number of the
relevant models and the approaches to exact and approximate solution to some of
them. We will defer discussion of the phasetransitionsimplicit in the modelsto the
next chapter.

Physical basisfor models of magnetic insulators: exchange

All the modelsto be considered here use the idea of localized spins of fixed length
on alattice interacting between nearest neighbors. In practice, even today, the pa-
rameters needed for establishing the relevance of such a model to a real material
cannot be determined reliably from first quantum mechanical principles. Neverthe-
less, thereis ageneral understanding of the physical origin of such apicture. At the
simplest level this can be understood in terms of the Heitler—London approxima-
tion to the electronic eigenstates of a hydrogen molecule. The Hamiltonian of the
hydrogen moleculeis

—h? 1 1 1 1 1
= — V-2+e2(—————————> (8.15)
2m i’j'

where the positions of the nuclel are labelled «, 8. The Heitler—London approxi-
mation is valid when the separation between nuclei is much greater than the Bohr
radius. (Thisis not the case for the hydrogen molecule.) Then Heitler and London
approximated the wave function using abasis of products of 1sstatesfor the ground
and first excited states. Thus one formed a variational ground state of form

1 L L
Ve LT (V1s(F1 — o) ¥ras(f2 — Tp)
+ AYras(fo — Fo)Yas(f1 — Tp)) x (L. 2) (8.16)

W (1, 09; T2, 02) =




Physical basis for models of magnetic insulators 151

where
S= / dry Yas(f1 — Fo)¥as(f1 — Tp) (8.17)

A is a variational parameter and x is a normalized spin state. Calculating the
expectation value of H with respect to (8.17) and minimizing with respect to A
gives A = £1. Then by the Pauli principle, the spin state isa singlet with S = 0 if
A = —1and atriplet with S= 1if A = +1. Thedifferencein energy between the
singlet and thetriplet is

_ —2(VE-U)
where
L L. L e & ¢
V= /drl 02 | Y1s(f1 — To) |7 Yras(f2 — Tg) 12 (— - — = —) (8.19)
2 T T2
€ & &
u =/ dry dry Yas(F1 — Fa) ¥ (T2 — Fp)¥as(F1 — Fp)Yas(f2 — Fa)(@ T @)

If thispair of statesisthe lowest lying one, then one can represent this part of the
spectrum with an effective Hamiltonian He; of the form

Het = —Jus S - S (8.21)

where J,s = AEg and §, and S are spin operatorsidentified with the sites o and
B. Notice that J,4 takes the form identified as an exchange integral when S = 0.
In general, however, the relationship of the constant J,s to microscopic quantum
mechanicsismore complicated thanitisinthisHeitler—ondon example. Ingenera
all that is required for (8.21) is that the low lying states be a singlet and a triplet
associated with spins localized on the two sites.

The n—d models In this context, various models have been studied for magnetic
systems. The one most directly associated with the quantum mechanical picture of
the last section is the Heisenberg model, obtained by summing Hes over al pairs
of localized spins on alattice:

Hugs=— > Jup S+ S (8.22)
a’ﬂ

The spin operators will obey the usual commutation relations. A further general-
ization consistsin letting S, the maximum value of the projection of the spin along
an arbitrary z axis, beh times an arbitrary 1/2 integer, instead of h/2 asin the pre-
ceding discussion. This generalization is relevant for magnetic insulators in which
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the magnetic ions can be described by Russell-Saunders coupling and the orbital
magnetization is quenched.

The Heisenberg model energy isinvariant to arotation of all the spins about the
sameanglein 3 space. However, inreal magnets, physical effectsareusually present
which result in changesin the energy under such global rotations. Such anisotropies
arise from a variety of physical causes and are parametrized by a corresponding
term added to the Hamiltonian Hyes in the magnetic model and rendering the total
model energetically favorable to alignment of the spins along one axis (in the case
of uniaxial anisotropy) or possibly favorable to the confinement of the spins to
a plane without prejudice to their direction within the plane. Causes of uniaxial
anistropy include the effect of the classical magnetic dipole field from other spins
(in noncubic materials) and the combined effects of spin orbit and electrostatic
effects.

The characterization and understanding of magnetic anisotropy is more relevant
to solid state physics than to statistical physics itself and we will not consider it
further. However, if the (uniaxial) magnetic anisotropy is large, then the spins are
essentially only observed with projections along some fixed z axisin space. In that
case, one can effectively ignore the transverse components of the spin and obtain
inthe S = 1/2 case, the Ising model

Hsg=—Y_ JpSS (8.23)
a’ﬂ

The Ising model played a huge role in the development of statistical physics. An
important computational difference from the Heisenberg model is that the eigen-
functionsof (8.23) aretrivial to write down, whereas those of the Hei senberg model
areonly found after arduous numerical computation. The Ising model does not have
much quantum mechanics left in it and is generally regarded as a classical model.
(The statistical mechanicsis not trivial though.) Similarly, if the anisotropy favors
spins in the transverse xy plane we obtain the xy model, in which the lattice can
be three dimensional but the spins are confined to a plane.

In the case of the Heisenberg and xy models, we can imagine a classical limit
in which S gets large. Then the effects of the quantum mechanical commutation
relations become negligible, al the spins commute and we have aclassical model.
The limit of large S must be treated with some care however. One must multiply
and divide the Hamiltonian by S* and consider thelimit S — oo, $?J — 7 finite.
(Inthis case we usually confine attention to nearest neighbor exchange interactions
so there is only one exchange coupling constant.) In this classical limit, one can
imagine varying the number of components, say n, of the spin vectors Sto any
integer. If one denotes the lattice dimension by d one has the set of h—d models
which have considerable historical importance in the development of the theory of
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critical phenomena:

Hoa = =T Y Su-Sp (8.24)
ap

where the dot product now includes products over n components of the unit length
ins (S, = lims.0(§./9)).

In every case above, the addition of an external magnetic field to the model is
accomplished by the simple addition of aterm linear in the spinsin one EucI idean
direction. Schematically this means adding a term of form —u ), S - H.A mo-
ment’ s reflection reveal sthat while thisis unambigousin the case of the Heisenberg
model, in other cases more discussionisrequired. In the case of thelsing model, the
model retains its classical character if the magnetic field is along the direction of
the spin components which are present in the interacting term. If thefield isnormal
tothis (“z") direction then the model acquires a quantum character by virtue of the
presence of the transverse spin componentsin the field term.

Comparison of Ising and liquid—gas systems

It turns out that for certain purposes the Ising model can be viewed as a conve-
nient oversimplification of the classical gas-iquid system. This is accomplished
by rewriting the 1sing model in terms of “lattice gas’ variables n, = & + 1/2
which take the values 0 or 1. Onethen interpretsn, = 1 asthe presence of an atom
of the gas or liquid at the lattice site, while n, = 0O isinterpreted as the absence of
an atom at that site. With thisinterpretation, the magnetic field can be related to the
chemical potential. The magnetic phase transition from paramagnetic to a ferro-
magnetic phase then mapsto agas-iquid transition to be discussed later. Even the
virial expansions discussed in Chapter 6 have an anal ogous formal development in
the magnetic case in the guise of high temperature expansions. Aswe will discuss
later, thiscorrespondenceisbelieved to be quite deep and actually correspondsto an
isomorphism between the two models on large length scales near the critical points
of the gasiquid and the paramagnetic—ferromagnetic phase transitions. This ac-
counts in part for the interest in the Ising model despite the paucity of magnetic
materials which can be described by it.

Exact solution of the paramagnetic problem

The analogue to the perfect gas problem in magnetic systems is the case of zero
exchange interaction J in the preceding models. In each case one has

Hpara = —11Ho Z 801, (8.25)
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where the superscript “1” on the spin indicates a particular Euclidean direction
(often called “Z” but in the case that n > 3 in the n—-d models this is not very
meaningful) and Hg is a magnetic field. For quantum mechanical models (only
defined for n < 3) the partition functionis

Zpara - Z eﬂMHO Z(x Ms,a (8-26)
{Ms}

inwhich Mg, = —-S, —S+1,...,S—1, Sat each Site v. We easily see that
Ms=S N
Zpora = ( > eﬁﬂHoMs> (8.27)
Mg=-S

and the sum can be done. Let y = e®#Ho and m = Mg + Sgiving

Mi_:s gfiHoMs _ f: ym—s _ y—s (YZSH — l) _ y3+1/2 _ yf(S+1/2)
Ms=—S m=0 y—1 yl/2 — y=1/2
_sinh(BuHo(S+ 1/2))
~ sinh(BuHo/2) (8.28)
30 that
_(sinh(BuHo(S+ 1/2)\™
Zpaa = ( sinh(BHo/2) (8.29)

Thisisthe analogue of theideal gasformulafor Z.

High temperature seriesfor the Ising model

Thisisthe magnetic analogueto thevirial expansion. We give some detailsonly for
the Ising model with S= 1/2 in zero field and only nearest neighbor interactions
but the generalizations to other cases are not very difficult. The partition function
is

Zisng = y_ € e Justletler (8.30)
{Ms)
It is convenient to use the variables o, = 2Ms,, and J = BJ/4. Then after a
straightforward rearrangement:

Zising = Z 1_[ g’ ouos (8.31)
dl op=41 a,B
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Now wewish to rewritethisasaseriesin termswhich become successively smaller
at high temperatures. To do thislet n be a quantity which is +1 and note that

coshA+nsinhA=coshA+snhA=(1/2)(e*+e "+ (" —eh)
=eth=gh (8.32)

Thus

Zisng= Y _ [ [(cosh T + 0405 sinh 7) = (cosh 7)N¥2 > [ [(1 + o405 tanh 7)
{oa} a.B {oa} a.B
(8.33)

Hereq isthenumber of nearest neighbors (sometimescalled thelattice coordination
number). (8.33) can be rewritten

Zising/(Cosh )NV =TT + fup) (8:34)
{oa} a.B
in which
fa’}g = 0408 tanh 7 (835)

This should be compared with the corresponding expression in Chapter 6. The
similarity of the resulting forms should be quite clear, but we make them more
explicit in the table bel ow:

Gas-liquid Nearest neighbor S= 1/2, Hy = 0, Ising model
Z leing/(COSh J)NQ/Z)

fij =ehPu—1 faﬂ = 0408 tanh J

[dNF - Do)

ITi; [las

fo,p becomes small at large temperatures, as f;j does. At every stage, the detailed
calculations are simpler in the Ising model because of the simpler nature of the
interaction. It is clear that the terms in (8.35) may be represented by diagrams,
much asthey werein Chapter 6. An important simplifying feature hereisthat lines
may only be drawn between circles representing nearest neighbor lattice sites.



156 8 Quantumliquids and solids

Now consider the one dimensional Ising model. The diagrams are of form

@@oo. @
D OO o ®

O G000 ¢ « o @

where the line connecting site 1 to site N in the last diagram is present only if
periodic boundary conditions are employed. The first diagram has the value 2V.
The diagrams with untied ends are all zero because they involve afactor

Y owoptath 7 =0 (8.36)

o,=%1
because } , _.,0, = 1— 1= 0. Theresult then depends on the boundary condi-
tions chosen for the ends of the one dimensional model. If the spins have only one

neighbor (“free ends’) then there are no nonzero contributions after the first and
theresultis

Zising1d = 2V coshM 7 “free ends’ (8.37)

On the other hand in the case of “periodic” boundary conditions, the last spin is
regarded as having the first spin as a nearest neighbor. In that case, the diagram
corresponding to afully linked loop isnonzero and hasthevalue 2N tanh™ 7 giving

Zisng1d = 2" (cosh™ 7 + sinh™ 7)  “periodic boundary conditions’  (8.38)

In two dimensions, it turns out that the series can also be summed exactly, but
the result is much more complicated and, in particular, the model admits a phase
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transition. See Stanley’s book for an account of this approach to the solution of the
two dimensional Ising model.®

Transfer matrix

Thelsingmode! intwo dimensionswas originally solved by Onsager* using another
approach, which we outline now, again applying the method only to the much
simpler one dimensional Ising model. This method can be used for any problem
involving discrete variables and binary interactions on alattice. In these cases the
partition function has the form

Z= Z e P LapmVaXp) (8.39)
X1,X2,..., XN

In the Ising model V(Xy, Xg) = —Jo,0p — (LHo/2) (0w + o) and X, = oq,
Xg = og. The partition function can be rewritten in terms of the two dimensional
elgenvectors of the 2 x 2 matrix M(x, y) = e #V&Y):

; M(x. )a,(y) = A.a,(x) (8.40)
Inthiscase M (x, y) isHermitian and the eigenvectors can be taken to be orthogonal
;az‘(y)aﬂ(w = Su (8.41)

and complete
> ak(y)au(x) = byy (8.42)

Using these relations we can easily show that M (x, y)can be written as

M(x, ) = D as(y)han(x) (8.43)

and the partition functionis

Z= Z [ M. xs) = Z Do [ rven@, 0)3u (%) (8:44)

XN o, B TN N (V@) @B

Thereis an index v, g) for each pair of nearest neighbor sites («, ). This can be
analyzed in the case of two dimensions, though it isvery complicated. Theresultis
particularly simple in the one dimensional case when each coordinate x,, appears
only twice. Then the sums on X, can all be done using the normalization condition
and we obtain

zZ=Y (8.45)
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In the thermodynamic limit thiswill be dominated by the largest eigenvalue (which
we will here suppose to be nondegenerate) and we have

Z — (ma)V (8.46)
N— o0

Thus in this case the problem of finding Z reduces to the problem of finding the
largest eigenvalue of the matrix (including the field this time):

eK+C oK
( oK eKC) . (8.47)

where K = gJ and CV = uHpB. The eigenvalues are easily shown to be
L+ = e coshC + (€€ sinh? C + e 2K)Y/2 (8.48)

The eigenvalue with the plus sign is largest for ferromagnetic interactions and the
partition function becomes

Z = (€€ cosh C + (X sinh?C 4 e 2)2)" (8.49)

which reduces to our earlier result (8.38) in zero field for large N.

Monte Carlo methods

In cases in which exact solutions are not available, one can aways find an ap-
proximate description of the equilibrium state of a system described by a classical
Hamiltonian using Monte Carlo methods, which we briefly describe here for mag-
netic models, but the extensionto other Hamiltoniansisnot difficult to construct. (In
fact, Monte Carlo methods can a so be used for some quantum systems but this re-
quires more discussion.) The information extracted from Monte Carlo calculations
is also available from molecular dynamics cal culations whenever the equation of
motion allows approximately ergodic motion of the system point, but the converse
is not the case. Molecular dynamics provides redlistic information about the dy-
namicsof the system, whereasin most cases, Monte Carlo simulation only provides
information about the distribution of states in the equilibrium state. To formulate
the method generally, we consider that we have a numerical description of a state
of a system. For example, for the spin 1/2 Ising model this would consist of a
specification of the values of al the spin variables (£1/2). Call this state v. In the
Monte Carlo method one selects another trial state v’ by an algorithm involving a
random “flipping of a coin” and designed not to bias the trial selection. One then
considers whether to add that state to an ensemble of states to be used to represent
equilibrium at the end of the calculations. To determine whether the state v isto
be included one supposes that the temporal evolution of the ensemble during the
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simulation is governed by a“ master equation” of the form

dP,/dt = > (~Wio Py + =Wy, P,) (8.50)

where the P, is the probahility, in the ensemble, of finding the system in state
v and the W,_,,,, W,,_,, are transition probabilities, to be used in generating the
ensemble. When evolving the ensemble according to (8.50), one supposes that a
steady state is reached such that the probabilities do not change in time. Then the
time derivative is zero and one obtains from (8.50)

Wv—)u’/Wv/—nz = v/Pv’ — eiﬂ(Ev/iEu) (851)

assuming that the final steady state describes a canonical ensemble. Notice that it
is only this ratio between rates of transfer between pairs of states which needs to
be preserved in order to end up with an equilibrium ensemble. Now consider the
candidatestate v’ and evaluatethedifference E,, — E,,. (Thisstepisusually easy for
classical systemsand oftenvery difficult for quantum ones.) Any choiceof transition
rates which consistently obeys (8.51) will generate an equilibrium ensemble and
thisleadsto considerableflexibility. However, achoicewhich efficiently and simply
generates an equilibrium ensemble (Metropoulis algorithm) isto choose W, _, ,, =
1/7ifE, — E, <0andW,_,,, = e P& -B)/rif E, — E, > 0. (¢ istaken to be
the time between steps so that the transition is always made in the first case and
with probability e #(E-~E) in the second.) To seethat thiswill work consider apair
of statesfor which E,, — E, > 0. When the system isin state v then the transition
to state v’ takes place with probability e #(Ev—&) whereas when the system isin
state v’ a transition to state v takes place with probability 1 so the ratio (8.51)
is preserved. (It is also possible to choose the transition rates more realistically,”
so that the resulting time evolution during the simulation approximates the time
evolution of the real system.)
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160 8 Quantumliquids and solids
Problems
8.1 Usetheassumptions of the mean field Fermi liquid theory to derive an expression for

8.2

8.3

84

the function (5ng) valid at low temperatures. In particular, show that the interactions
arising from the function f do not contribute to leading order.

Evaluate the low temperature susceptibility of a Fermi liquid in terms of the
parametrization of the Fermi liquid model.

Find the specific heat and the susceptibility of the following models analytically and
evaluate and graph them as a function of an appropriate dimensionless variable:

(a) quantum spinswith S=1/2, 1, 3/2, 2;

(b) classical spinswithd =1, 2, 3, 4;

(c) onedimensional S= 1/2 Ising model.

Write a Monte Carlo code to determine the magnetization of the two dimensional
nearest neighbor 1sing model on a square lattice as a function of temperature.
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Phase transitions: static properties

We begin with some thermodynamic considerations and then proceed to a discus-
sion of critical phenomena. In discussing critical phenomena we first describe the
phenomenology, then some general considerations concerning Landau—Ginzburg
free energy functionals and mean field theory and finally an introduction to the
renormalization group.

Thermodynamic consider ations

Consider asystem at fixed pressure P and temperature T. (Wewill not be concerned
with magnetic properties yet.) We will suppose that the system contains some inte-
ger number s of molecular species. We will also suppose that we have a means of
distinguishing two or more phases of this system. Though thisis an assumption it
reguires some examples and discussion. We distingui sh between phases by consid-
eration of their macroscopic properties so aspatial aswell as atemporal averageis
involved. For example, we distinguish gas from liquid by the differencein average
density and magnet from paramagnet by the existence of afinite average magneti-
zationinthe former. (We will discuss some more subtle cases later.) But if wewish
to consider (as we do here) the possible coexistence of more than one phase then a
problem arises concerning thelength scal e over which weought to average spatially.
If, in asystem containing two coexisting phases, we find the average properties by
averaging over the entire system, then we will always get just one number and not
two and will have no means of distinguishing the phases. One must say something
along the following lines: let the volume of the whole system go to infinity, as
in the usua definition of the thermodynamic limit. Consider the behavior of the
average properties of portions of the system asthislimit istaken, in such away that
the volume fraction occupied by each portion isfixed as the total volume diverges.
One must also require that the partitions into portions minimize the surface area
between portions of the partition. If the average properties of some portions are

161



162 9 Phasetransitions; static properties

different from others in the limit, then we say that the portions contain different
phases. Even thisis not quite enough, since by this means one could find that one of
the portions contained 20% liquid and 80% gas while the other contained 20% gas
and 80% liquid. So we add the following condition. Consider all such partitions of
the system, taking the limit described in each case. Then that partition for which
the average properties of the two portions differ by the largest amount is defined
to be the partition in which each portion contains a pure phase. It should be clear
that the definition could be extended to more than two coexisting phases. It should
be cautioned that this approach will only work in the limit of very large volumes
and when oneistaking time (not ensemble) averages. Onerole of the large volume
isto make the timeinfinitely long for a given phase in one region to change to the
other phase in the same region. If one thinks of ensemble averages, then no such
stratagem protects us from including, for example, the state with the liquid at the
bottom of the container and the state with the fluid at the top in the average and the
definition fails. For ensemble averages, aregion of phase equilibrium is identified
by the response of the system to afield or chemical potential which drivesit out of
phase equilibrium. For example, inthe case of amagnet at |ow enough temperatures
the magnetization of the whole system may change discontinuously from a finite
positive value to afinite negative value as the field passes through zero. One infers
from this nonanalyticity of the response of a calculated thermodynamic property
that phase equilibrium between up and down magnetization must exist at zero field.
This approach to identifying regions of phase equilibriafrom the nonanalyticity of
thermodynamic functions calculated as ensemble averages as a function of probe
fields (or chemical potentials) has been pursued with great mathematical rigor by
Ruelle! and others.

By one or the other of these approaches we can determine that more than one
phase can coexist in equilibrium at agiven pressure and temperaturein equilibrium.
Now consider the Gibbs free energy G. In the case of more than one atomic or
molecular spcecies in the whole system

G= il/«i \7 (9.1
i

where y; is the chemical potential of speciesi and N; is the number of atoms of
molecules of speciesi in the whole system. Equation (9.1) is a simple extension
of the earlier definition to the case of more than one component and is obtained by
the same argument which took us from (3.43) to (3.44) starting with the expres-
sions (0G/d Ni)p,T,Ni,¢i = ui. But because we have defined each phase in a way
which permits us to consider its infinite volume limit, we can imagine calculating

the chemical potential M-“) of the ith species in the jth phase. For example, this
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calculation could be done by calculating the Gibbs free energy GU) of each phase
and taking the partial derivative (3G(1)/aN" )p TN, = = ! where N is the
#

number of molecules of the ith speciesin the jth phase. Also, because the Gibbs
free energy is extensive

G— zp:G(j) _ Zp:iui(”'\'im (9.2

where p is the number of phases and s is the number of species. In addition the
numbers N obey the relation N; = P N so that, picking some phase j:

ND =N =Y N (9.3)
J'#]
Combining these relations

0G G
i/ P TNy N, P,T,Ni,;ei,Ni""f"

where we have used (9.1) in the first equality, (9.3) in the second and (9.2) in the
last. The argument obviously does not depend on which phase j was chosen so for
each speciesi we have a set of equations

1 2
w = == P (95)

which must be satisfied if p phasesarein equilibrium. It should be emphasized that
it will usually be the case that over most of the space of thermodynamic variables
only one phase will be in equilibrium but we are here interested in the regions of
that space in which more than one phase can coexist. To begin to analyze (9.5)
consider first the case of onemolecular species (s = 1) and suppose that the system
isglobally characterized by two other intensive thermodynamic parameters, which
we take to be the pressure P and the temperature T. (Extension to other systems,
such as magnetic ones, is not difficult.) In that case, the chemical potentials will
only depend on P and T. To find regions of the P-T plane in which 2 phases
(p = 2) coexist we have from (9.5)

pPP.T)=pP(P.T)  s=1 p=2 (96)

We have one equation connecting the two variables P, T so assuming that the
functlonsu Y(P, T)and u(z)(P, T) arewell behaved wewill find aonedimensional
curvein the P=T plane where the two phases 1 and 2 can coexist. Similarly in the
case s = 1, p = 3 the only solutions can be points, usualy called triple points.
When the functions are well behaved the triple pointswill occur at the ends of lines
of two phase coexistence and there will be no regions of four phase coexistence for
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Figure 9.1 Phase diagram of argon. The path PQRS passes from liquid to gas
continuously without crossing the coexistence line TC.

one component systems. All thisis entirely consistent with the well known shape
of the phase diagram of a simple one component system having gas, liquid and one
solid phases (see Figure 9.1).

We may generalize these considerations to obtain the Gibbs phase rule, which
gives the dimension f of the region of phase coexistence of p phases of a sys-
tem of s molecular species. We have to determine the dimension of the space of
thermodynamic variables. For more than one component we define variables

SR N (9.7)

xi(” isthefraction of the moleculesin phase j which belong to speciesi. Obviously
al the xi(‘) are 1 when there is only one species. The xi(‘) obey the condition

s .
Y xV=1 (9.8)
i=1
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so0 in general only s — 1 of them in each phase are independent. The M(” will

depend on these s — 1 independent x(‘) in each phase. Thus the total collec-

tion of independent thermodynamic vanablas can betakento be P, T, x(l) ey

xB . xP L xP) and the dimension of the space of thermodynamlc vari-
ables |32 + (s — 1) p. Now the equations (9.5) may be written more explicitly as
1 1 1 2 2 2
WO T XD x®) =y (P, T2, ... x2)

— = uPR T, P (99)

u®P,T,xP, ., g)l) n@P,T,x2, ..., x9)

s Ns—1

= =uP (P, T.xP . xP))

Thereareingenera s(p — 1) equationshere. Thusthedimension f of theregionsof
coexistence of p phasesin s component systemsisequal to the number of variables
minus the number of equations constraining them or

f=24+(—-1p—-s(p—1)=2—p+s

Thisisthe Gibbs phase rule.

We can obtain further information about the nature of these regions of phase
coexistence using thermodynamic relations applying to the individual phases. The
simplest case is that of one component. Then the chemical potential obeys the
Gibbs-Duhem relation (3.42)

du() = y()dp — T (9.10)

where the subscripts are omitted because we are considering only one component.
Then using (9.5) in the one component case one obtains

vOdP — sOdT = v@dP — s@dT (9.11)

in the case of two phase equilibrium. Thuswe get arelation for the slope of the two
phase coexistence line in the P-T plane in terms of differences in the properties
of the two phases:

s@—s®  dpP
v@ — @ T dT
which isthe Clausius—Clapeyron relation. To generalize thisto the multicomponent

case one heeds the generalization of the Gibbs-Duhem relation. We have for the
jth phase:

(9.12)

s . . S . . . .
i=1 i=1
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giving
> xVdu? = —sDdT +vDdP (9.14)
i=1

inwhich we have divided by 3%, N and used the definition of x"). Thusin the
case of two phase equilbrium the generalization of the Clausius—Clapeyron relation
becomes

P S dui @ —sW

= 1) _ @\ _ ST T ST

dT ; S N I S ey (019
This provides arelation between the components of tangentsto the thermodynamic
coexistence hypersurface described in the space of variables P, T, {Mi(l)}.

Critical points

To introduce the idea of critical points, we consider the case of one component
systems and the equilibrium of two phases. As discussed in the last section, the
region of the thermodynamic space in which the phase equilibrium between these
two phases can occur is given by solutions to the equation

uOP, T) = n@(P, T) (9.16)

andthesolutionstothisequation will, inthe case of well behaved functions, describe
alineinthe P-T plane. Under some circumstances, it can happen that such aline
can simply end (without intersecting other lines). At this point the phases become
indistinguishable. For definiteness we consider the case of a gas-iquid transition.
Then the phases could be distinguished by their entropy or by their volume per
particle. It is convenient to consider the volume per particle. As we pass aong
the coexistence line, the volume per particle, which is (a/9P)t by the Gibbs—
Duhem relation, is not uniquely defined but the two possible values become equal
at the critical point. We can see why this correspondsto a point (and not, in the one
component case, to aline) by writing the condition of indistinguishability explicitly

3M(1) aM(Z)
(ap) :<8P) (9.17)
T T

The last two equations then give two equations in two unknowns, resulting in
general in solutions only at points in the P—T plane. It is clear that the (P, T)
surface will have some peculiarities near a critical point. The first derivative with
respect to P is undergoing a discontinuity along the line and suddenly ceases to
have thisdiscontinuity. It turns out that it solvesthis problem in the gas-iquid case
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by making the next derivative divergent in the P direction:

82
llad - o0 (9.18)
oP2 )5 o

This may be understood by noting that the derivative in question is (dv/9P)t so
that thefluid ison the margin of mechanical stability whenitisdivergent. Generadly,
the thermodynamic derivatives are either zero or infinite at a critical point. Before
going into this in more detail we briefly go over the same ideas in the case of
magnetic phase transition.

Supposethat there aretwo possible phases, corresponding to magnetization “ up”
(denoted +) and magnetization “ down” (denoted —). The free energy which hasthe
intensive properties required for the discussion is here —kg T InTre#H because
thefield Hg entersthe microscopic description naturally (unlike P inthe gas-liquid

case). We will follow the literature and denote F = —kgT InTre#H. When the
valuesof H and T are such that the two phases (£) are in equilibrium then
uH(Ho, T) = S (Ho, T) (9.19)

where s = (AF®/dN®)y ; and N®) are the numbers of spinsin the two phases
respectively. Now in lowest order in Hg for small fields

1w* = o F mM(T, Ho = O)Ho (9.20)

where m is the magnetization per spin so that the solution to (9.19) isH = 0. The
coexistence line takes a very simple form. To find the critical point, we need the
Gibbs-Duhem relation which in thiscase is

du = —sdT — mdHg (9.22)
The phases are distinguished by their magnetization so that the critical point occurs

when
ou )
e ) — (£ (9.22)
and Ho = 0. The second derivative of u with respect to Hg also diverges, corre-
sponding to the divergence of the susceptibility of the magnet at the critical point.

Phenomenology of critical point singularities: scaling

As hinted, one finds that many thermodynamic derivatives are singular at critical
points. Thisis known from experiment, numerical simulation and, as we will dis-
cuss, theory. First we summarize the known factsin the simple case of an Ising type
magnet. The susceptibility along the coexistenceline x(T,H =0) | T — T |77
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where y ~ 4/3, the magnetization m along the coexistence linem o| T — T¢ |#
where 8 ~ 1/3 (and m= 0 for T > T, of course). The specific heat along the
coexistence line Cy(T, H =0) o¢| T — T |~* diverges weakly (though for some
similar models it goes to zero so that o can be negative in some models). The
magnetization for finite field at T, rises slowly and very nonlinearly with H at T :
m(T = T, H) o« HY® where § ~ 5. Some further relations were obtained for the
correlation function

g(F) = (M(F)m(0)) — (m)? (9.23)

which was found always to have the form

e—r/f
gr) =K T (9.29)

Here & the coherence length diverges at zero field with the temperature dependence
& x| T — Te |7V. disthelattice dimension. Numerical data are available about the
behavior of the Ising and other n—d and similar models in various dimensions.
Experiments can also approximate the behavior of systems of low dimensionality.
Empirical values of v for Ising like systems are about 2/3 and values of n, while
finite, are small.

One notes that these numbers approximately obey the relations

2—a=y+28=B0E+1) (9.25)
aswell as
y=v@2-n) vd=2-«a (9.26)

Theserelationswere obtained for several strikingly different physical modelson an
empirical basisbeforetherewas much understanding of their origin. What waseven
more striking was that the same values of the exponents were obtained, both from
experiment and from cal cul ational estimates based on high temperature expansions
(and exactly in the case of the two dimensional Ising model), from apparently quite
diversephysical systems. Anespecially famous exampleisthe case of the exponents
found for the gas-iquid critical point of simpleliquidsand the exponentsfound for
thethree dimensional Ising model, which are exactly the same to within measuring
and calculational accuracy. This phenomenon of the identity of the exponents for
diverse physical systems is known as “universality” and its explanation did not
come until the discovery of the renormalization group, which we describe later.
One should not attach too much significance to the word “ universality.” Exponents
arethe samefor some diverse sorts of physical systemsbut they are not the samefor
all systemsexhibiting simplecritical points. One speaks of “universality classes’ of
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systems which have the same critical exponents, despite having superficialy very
different physical properties.

It wasrecoghized that the scaling rel ationsbetween the exponentsrepresent limits
of thermodynamic stability. For example, consider the first relation, which may be
rewritten o + 28 + y = 2. Consider the specific heat at constant magnetization

Cwm
S 0S 9S oH
Cu=T <8_T)M =T <<8_T)H + <8—H>T <8—T>M> (9:27)

but from the Maxwell relation

0S oM
(i), = (57) o
T H
we have
M aH M
CM_CHZT(GT)H E&))M (E)H)T (929)
H/T
and using
oH oM oT
— — — ) =-1 (9.30)
(7). G ), (),
we obtain
(22);
Cyu=Cy-T (g_M)H (9.31)
oH/T

Then requiring that Cy > 0 we obtain, using the singular forms for the various
functions as found empirically, that (witht = (T — T.)/Tc)

_a t206-1)
vz (9:32)
or
2<a+28+vy (9.33)

Another level of understanding was achieved by the following argument. Con-
sider the free energy f(t, h) per spin of the system at atemperature T and field
H near the critical point wheret = (T — Tg)/Tcand h = H — Hc. If thereare N
spins, this can be written

f(t,h) = (1/N)(— ke T InTrige ") (9.34)

Now imaginethat we break thetraceinto two partsasfollows. Dividethelatticeinto
hypercubic blocks each containing L9 spins. Let the average spin of each block be
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S, Where o |abelsthe block. We do the sum in two parts, first over al the variables
for which the S, remain fixed and then over all the S,. Then

1 /Ld
f(t,h) = X (W( — ks T |nTr5e—ﬂHeff)> (9.35)
in which
Hett = —Kg T InTrpgt Se’ﬁH (936)

and “not §” means those other variables over which we sum before summing over
S. Thisisanidentity. N/L9 isthe number of new “block spins’ so

Ld
= (—keT InTrse#Her) (9.37)

f !/
can be regarded as the free energy per spin of a new “coarse grained” system in
which the short wavel ength degrees of freedom have been “ summed out” (through
thevariables“not S”). Now the physical argument isthat near the critical point, the
system consists of very large spatial regions of highly correlated spins. Thus the
free energy per spin f’ of the “block system” represented by Hes should be sim-
ilar to the free energy per spin f of the original system except that some of
the short wavelength fluctuations have been summed out. The effect of reduc-
ing the fluctuations in this way is qualitatively like moving away from the critical
point in the (t, h) plane. To reproduce the scaling relations one assumes that this
effect can be entirely taken into account by identifying f’ with the same free
energy function f(t, h) which gives the thermodynamic properties but with the
variables t, h at a different point t’, h" which is farther away from the critical
point:

£/ = f(t', ) (9.39)

Further one assumesthat t’, h’ arerelated to t, h through the simple relationst’ =
L*t, " = LYh. One sees that these assumptions are consistent with the preceding
qualitative remarks, though the actual form of the relation (9.38) and the scaling
relations between the effective temperature and field and the real ones have not
been demonstrated.

With these assumptions one has the relation (9.35, 9.37, 9.38)

f(t, h) = (1/L%) f (LY, L*h) (9.39)

Itisnow quite straightforward to demonstrate the scaling relations cited earlier. To
do soiit is convenient to rewrite (9.39) for the particular choice L = 1/tY

f(t, h) =t f (1, h/t*/Y) (9.40)
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Calling f (1, h/t*/Y) = F(h/t*/Y) we may write this
f(t, hy = tYYF(h/t*Y) (9.41)

We will assumethat the “ scaling function” F(u) is differentiable. The specific heat
for fixed field at the critical value h = 0 is proportional to the second derivative of
f with respect to t so we have at once that

d/y-2=—«a (9.42)
or
y=d/2-0) (9.43)

The magnetization is proportional to the derivative of f with respect to h at fixed
t so

p=d/y—x/y (9.44)
or
x=d(1— /(2 - a)) (9.45)

To obtain the susceptibility at fixed field we take another derivative with respect to
h, giving

y =2x/y—d/y (9.46)
Combining these gives
y+26+a=2 (9.47)

which is consistent with the empirically determined relation between exponents.
Onecan get afurther relation by inspecting the magnetization at fixed fieldatt = 0.
Thisinvolves one further idea. The magnetization is proportional to

td/y—x/y]_—/(h/tx/y) (9.48)

but at t = 0 this must be finite at finite h. Therefore in this limit the function 7
must be proportional to (h/tX/¥)@/y=x/Y)/X/¥) where the exponent is sel ected so that
the factors depending on t cancel. Thus we abtain

1/8 = (d — x)/x (9.49)
giving, after inserting the result for x and some algebra
Be+1l)=2—-« (9.50)

which is another of the empirical relations. One may make a similar argument for
g(r), except that the correlation function is obtained by differentiating with respect
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to h(r) at two widely separated places, bringing down two factors of m. Thusin
rescaling to the block spin system, one must divide by two factors of L9 giving

22f(t,h()) 1 92f(t, h(P))

ot = S 0)an@) — L2 sLh()sL*h(r L)
= L2=Dg(r/L, LY, L*h) (9.51)
from which it is quite straightforward to obtain the relations
v=1/y=2—-a)/d (9.52)
y=Q@—-np (9.53)

Thefirst of theseis not obeyed by mean field theory, to be discussed next.

Mean field theory

The first attempt to calculate the critical exponents used a set of approximations
known as mean field theory. We will present this approach in a way which is
intended to make clear the connection to better methods, to be discussed later. We
will express the problem in terms of amagnetic problem, but it should be clear that
asimilar approach could be taken for other phase transitions. We consider an Ising
like magnet. Thefreeenergy F(H, T) is

F(H,T) = —kgT InTrge #Hism (9.54)

where Hisng is the Ising Hamiltonian and H is the field. In general, as discussed
before, we expect that the unusual properties near the critical points arise because
of the behavior of the long wavelength degrees of freedom associated with the
fluctuations between magnetization states. One might in this way expect that if
only these long wavelength degrees of freedom matter, we would be able to ignore
or eliminate the short wavelength degrees of freedom in constructing a theory. In
mean field theory one makes the most extreme possible form of this assumption.
We first illustrate for the case in which we are only interested in the exponents
associated with thermodynamic quantities. In (9.54) we have aset of variables{S}.
The operator associated with the magnetization of the systemism = (1/N) >, S.
Now suppose that weintroduce new variablesm, {S’} interms of which wetakethe
tracein (9.54), and that wetake thetrace on thevariablemlast. In alarge system, m
will have an essentially continuous spectrum of values between —1 and 1. Further,
near the critical point we expect that only m values much smaller in magnitude than
1 will be important so we can extend the range to —oo to oo without serious error.
Then the free energy becomes

F(H, T) = —ksT In/ dmTr;g,e # s (9.55)
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We define the quantity
F(m, H, T) = —kgT InTr(g e F s (9.56)

Thismay beregarded as an effective Helmholtz free energy when both the magnetic
field and the magnetization are held fixed. It is of some pedagogical importanceto
emphasize that no such quantity occursin thermodynamics, because we have only
two free thermodynamic fields in this system. These may be takento be H, T or
m, T (asthey are in the magnetic analogue to the Gibbs free energy) but never all
threevariablesm, H, T at once. We canwrite F(H, T) using thelast two equations
as

F(H, T)= —ksTIn / dmeAFMH.T) (9.57)

Sofar wehaveintroduced no approximationsexcept theinessential oneof extending
the range of the integral on m. The essential approximation consists in assuming
that F(m, H, T) is an analytical function of m for fixed H, T. (This turns out
not to be correct at low spatial dimension.) With this mean field assumption we
obtain

F=Fo—Hm(H, T)+A(T,H)m?(H, T)+C(H, T)m3(H, T)+B(H,T)m*(H, T)
(9.58)

We have anticipated that at small fields, the linear term will be proportional to the
field. Tolowest order in H we may fix the other coefficients at their H = 0 values.
Because the Hamiltonian is invariant to a change of sign of al the spins in the
absence of magnetic field, we may assumethat C(H = O, T) = 0. Then we have,
to lowest order in the field H

BF = BFo— HmM(H, T) + AT, H = O)m?(H, T) + B(T, H = O)m*(H, T)
(9.59)

In order that theintegral on min (9.57) befinite, werequirethat B(H =0, T) > 0.
Then the possible forms of F as a function of m for zero and for small fields are
sketched in Figures 9.2 and 9.3.

The presence of two minima when A < 0 can be associated with the presence
of acritical point. Recall that in the canonical ensemble, the presence of a phase
transition was signaled by a discontinuity in the derivative of F with respect to H
asafunction of thefield H. Note al so that, because F is proportional to the number
of spins, the lowest lying minimum will be overwhelmingly favored in the integral
as soon as the free energy difference between the minima, which is proportional to
NH,islessthankgT. Thusforany A < Oandinthe N — oo limit wewill havea
discontinuity in m asafunction of H whereas no such discontinuity will occur for
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Figure 9.2 Landau-Ginzburg functional with H = 0.

A > 0. It follows that the critical point correspondsto A = 0. Finally we suppose
that the A isanalytic in T around T.. The correctness of this assumption (which
is still made in a better theory) will be discussed in more detail |ater. Then we can
write A(T) = a(T — T¢) where a is a constant. Finally we take B to be constant
with respect to T around T, expanding B(T) around T, and noting that there must
be a positive constant term. Thus finally we have

F=—ksTIn / ™ dm e (AT -TmHm-bnt+ 57 (9.60)

When, as here, the minima are very deep (because of the proportionality of the
exponent to the number of spins N), we can get an excellent approximation to the
integral by expanding the integrand around its minima. For T > T, the minimum
for H = Oisat m = 0 and we obtain

(1) — Lamet o

9H - [ eaT-Tomdm

=0 9.61
aH (961)

(m) =

whereas for T < T, the minima are at m = +./a(T. — T)/2b and we obtain, if
H— 0"

o [ATTY [ im0 D [T )
- 2b ffooo dsm etad(Te—T)2/4b—2a(T—T)sm?2 b

(9.62)
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Figure 9.3 Landau—Ginzburg functional with H/B = 1.

whereas the same result with the opposite sign is obtained by taking the limit
H — 0~. Thus 8 = 1/2 in this mean field theory.
The susceptibility, generally expressed as

_(9F\ N )
X‘(W)T—kB—T“m)‘(m” (0.63)

is given above T; by

N [ u?edu
= — 9'
= AT - To) [%5, e vdu (9.64)

and for T below T; by

N % u?eVdu
S 2a(Te—T) [° e “du
sothat y = 1. To compute § take T = T, and find by asimilar computation that

1/3
(m)(Tc) =sgnh (ﬂ) (9.66)

X (9.65)

3b

so that § = 3. Note that these satisfy the scaling relations but are not the same as
the experimental values.

Now we consider the calculation of g(r) by mean field theory. For thisit is not
adequate to integrate out everything but the magnetization. Instead we employ a
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coarsegraining like that used for the discussion of scaling, resultingin afree energy
expressed in terms of block spins S, . Then we make a continuum field m(r’) defined
at every point in space such that S, = m(f = r,,) and varying smoothly in between
the block lattice points. If the blocks are big enough they will behave like the bulk
system so the resulting effective free energy functional will have terms like those
of the bulk:

F(m(r)) = / dr (a(T — Tom(F)? 4+ bm(F)* — h(F)m(r)) - - - (9.67)

with an additional term arising from theinteraction between blocks. To lowest order
in the differences in the magnetization of adjoining blocks, the latter can be seen
to have to be of the form (S, — S,.)? or in terms of the continous function m, of
the form c(Vm(r))?. Thus finally we have

F=—kgTIn / [ [ dm() e #7 (9.68)

alr

in which
BF(M(F)) = / dr (a(T — Tc)m(F)2 + bm(F)* — h(f)m(F) + c(Vm(F))Z) (9.69)

Theformally infinitefactorsintheintegral in F are not a problem when physically
observable quantities are computed. Such integrals are called functional integrals
and are sometimes denoted

/ [Tem®) - = / DUMF))) - - - (9.70)
alv
Thereisamore detailed discussion in the book by Feynman and Hibbs.? To eval uate

the free energy we can again take the minimum of F as afirst approximation and
then evaluate the effects of fluctuations away fromit. This gives

h(f) = 2a(T — T)m(F) + 4bm3(F) — 2cv2m(F) (9.72)

for the function which minimizes F and this equation also is easily shown to give
the expected value (m(r)) of the magneti zation when the fluctuations are neglected.
Now to obtain g(f — r’) we consider the variation h(r) — h(F) + sh(r) and first
write an exact equation to first order for the corresponding change in (m(r)):

sm(r) = B / ar’sh(r’)((m(F)m(F")) — (m())(m("))) = / dr’sh(i)g(r, 1)
(9.72)
On the other hand in mean field theory by use of (9.71) we find

Sh(7) = 2a(T — Te)sm(F) + 12b(m(F))25m(F) — 2cV25m(F) (9.73)
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Using the above exact expression for Sm(r) in this we obtain

ke T [dF'8(F — F)sh(F’) = / (2a(T — To)+12b(m(F))2—2cV2)g(F, i")sh(i’) oF’

(9.74)
Because this must be true for any sh(r) we obtain an equation for g(r, r’):
(2a(T — Tc) + 12b(m(F))? — 2cVZ)g(F, T') = ke TS(F — ') (9.75)
Solution of this by Fourier transform gives
gr) = E—;e‘r/s (9.76)
inwhich
E=c/aT-T) T>T. (9.77)
and
£2=c/2a(T.—-T) T<T. (9.79)

Thusv = 1/2 and n = 0 in mean field theory.

Renormalization group: general scheme

We have found that while mean field theory gives results which are approximately
correct and which satisfy the empirically established scaling relations, it does not
give the right numbers for observed critical exponents. This is now understood to
arise because the fluctuations which occur around the minima in the free energy
functional asfoundinthelast section aretoo largetoignore. Indeed one can seethat
in this respect the mean field theory is not self consistent for all lattice dimensions,
providing a hint concerning the approach to its correction. For self consistency the
fluctuations given by g(r), defined by

Ke /¢
9(r) = (M(EOM(O) — (m?) =~ (979)

should be smaller in mean field theory than the square of the magnetization (m)?
below T.. But, by evaluating (9.79) atr = & we find this requires that

28 <v(d—-2+1n) (9.80)

In the scaling theory thisis an equality, but in mean field theory we find using the
values B =1/2, v =1/2 and n = 0 just obtained by neglecting the fluctuations
that

d>4 (9.81)
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isimplied by the preceding equation. Thus, the fluctuations cannot be neglected for
three dimensions. Equation (9.80) is sometimes called the Landau—Ginzburg crite-
rion for validity of mean field theory and (9.81), which gives the lowest dimension
for which mean field theory is valid, establishes what is called an upper critical
dimensionality for the model.

For the same reason, the problem of neglected fluctuations cannot be handled
below the upper critical dimension by doing some form of perturbation theory
starting at mean field theory and adding fluctuation corrections. This is because
the fluctuations are more divergent than the mean values and the resulting series
are not convergent. Instead, one pursues the idea by which the scaling forms were
motivated. Begin with amicroscopic Hamiltonian such asthe Ising model or witha
coarse grained free energy such as the Landau—Ginzburg free energy. In each case
the effective “Hamiltonian” which occurs in the trace defining the free energy can
be characterized as bel onging to a space of free energy functionals. For examplein
the case of the Ising model, we can envision a space of al free energy functionals
of the form BH = > K(n)oj, - - - o3, in which the sum extends over al clusters
of n spins where n =1, 2, .... Then the starting point is the Ising model with
K(1) = —BH and K(2) = —J. Similarly in the case of the Landau—Ginzburg
model one can characterizethe L andau—Ginzburg free energy functional asaspecial
case of theset of all free energy functional swhich arethe spatial integral of arbitrary
local polynomialsinthe magnetization and itsderivatives. L et usdenotean arbitrary
point in the parameter space which characterizes such a space of effective free
energy functions by K and the starting point (which depends on the temperature
and the field) by KCo(t, h). Now we select a systematic way to sum out the short
wavelength degrees of freedom for the free energy in such amodel. For examplewe
can fix the average spinsin each block of a coarse grained lattice and sum out the
remaining variables as discussed in motivating the scaling theory. Alternatively, in
the case of the Landau—Ginzburg formulation it is convenient to sum out the short
wavelength components of the free energy functional. In this or other cases, we
will at this stage have an expression for the free energy per spin of the form

1 1
f(t,h)/kgT = -N InTree #Fko) = -N InTrge #F®) (9.82)

in which
BE(K) = — InTrgnet g& #F %0 (9.83)

defines the new free energy functional. Equation (9.83) defines a transformation
in the space of free energy functionals (sometimes called “Hamiltonians’ in the
literature, but thisis misleading)

R(Ko) = K (9.84)
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It should be clear that the transformation can be repeated, though in general the
resulting walk through the space of modelswill at first get more complicated as one
goesto larger and larger length scales. This set of transformationsgenerally obeysa
multiplicative law. That is, the combination of two transformationsleadsto another
of the same sort, but unique inverses do not exist so the resulting mathematical
structure is a semigroup. This set of rescaling operations is nevertheless often
called the renormalization group in this context.

Now near critical points, though the model will become at first more compli-
cated, it iseventually expected to simplify asthe systematic coarse graining getsto
ascale at which the large fluctuations characteristic of criticality are described. At
this point, one expects that the model may again depend on only afew parameters.
Indeed, if one goes all the way to an infinite volume then only the thermodynamic
variables should remain in any case. Let us consider what will happen to the co-
herence length, £ (K), measured in units of the lattice spacing at the current level of
renormalization, in such a set of renormalizations. If the length scale changes by a
(dimensionless) factor L in one renormalization then the relation

E(Kis1) = (1/L)E(KH) (9.85)

will obtain between successive renormalizations and the relationship between the
origina & and the renormalized one will be

§(KCo(t, ) = lim L"&(Kn) (9.86)

Now one can see how to characterize acritical point intermsof thisrenormalization
process. At a critical point (only) the coherence length & (Ko(t, h)) diverges and,
according to (9.86), this can only happen if £(KC,) approaches a finite value not
equal to zero as the renormalization proceeds to infinity. This will happen if the
starting thermodynamic variablest, h are at a critical point. The resulting final set
of parameters K* = lim,_, o, K is called an unstable fixed point. The reason for
the nomenclature is understood by considering the case in which starting thermo-
dynamic variables are not at a critical point. Then the coherence length is finite
and this can only be achieved if the renormalized coherence length goes to zero.
Thiswill generally happen asthe parameter space variables KC go to limitsin which
the renormalized free energies describe totally ordered or totally disordered phases
which are characteristic of the behavior on either side of the fixed point. These
fixed points characterizing phases on either side of the critical point are said to be
stable because, under renormalization, the system is driven to them over arange of
starting thermodynamic variables.

In summary we suppose that we have a set of operations R which take one
effective free energy into another while increasing the length scale according to the
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relation
Ki = R'(Ko) (9.87)

If the starting thermodynamic point is a critical point then this process will lead
to an unstable fixed point at which the infinitely renormalized coherence length is
finite. Otherwiseit will lead to astablefixed point (of which there aretwo) at which
the infinitely renormalized coherence length is 0. The fixed points may be found
by solving the equation

K* = R(K¥) (9.88)

Now to use this structureto find critical exponents, we consider a“trajectory” in
the IC space which starts at athermodynamic point near, but not at, acritical point.
We expect it eventually to go to a stable fixed point, but by continuity, we expect
that it will first pass close to the unstabl e fixed point. We consider aregion near the
fixed point and linearize the renormalization group transformation R in the region
near the fixed point as the trajectory passes. We write

Ki =K +k (9.89)
and
Kit1 = Lk (9.90)
For alinear operator we can consider the eigenfunctions
Lo, = Ao, (9.91)

We assume that these are compl ete so that the k; of (9.89) and (9.90) can bewritten
ki =" Uiy (9.92)

Now consider repeating the operation (9.90) m times:
kier = Z uivATﬁbv (993)

It now becomes evident how the variables get “thinned out” at large scales in
thisscheme. If | A, |< 1thenif mislarge, the corresponding variable ¢, will have
disappeared from thesumin (9.93) whereasif | A, |> 1thecorresponding variable
must bekept. Thevariablesthat survivearetermed* relevant” to the determination of
thecritical behavior. Theothers, with | A, |< 1arecalledirrelevant and those with
eigenvalues with modulus 1 are called marginal. The existence of afew “relevant”
operators which survive renormalization provides the qualitative explanation for
the “universality” of exponents mentioned earlier. After renormalization, the short
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wavelength degrees of freedom have all been integrated out and the remaining
description, which aswe show bel ow allowsthe cal cul ation of thecritical exponents,
involves only the relevant operators. No matter how diverse the physical properties
of two systems on short and intermediate wavelengths may be, as long as the
surviving relevant operators after renormalization behave in the same mathematical
way, the calculated critical exponentswill be the same. Thisisamathematical way
of describing the idea that systems in the same universality class “look” the same
near critica points, if they are observed on very long length scales. (The word
“look” is actually quite appropriate: optical wavelengths correspond to thousands
of atomic or spin spacings, approaching the appropriate large scale limit. The first
observations of critical fluctuations were the observation of “critical opalescence”
visualy in fluids, and many subsequent studies of critical properties have been
carried out with light scattering.)

Now to illustrate the procedure by which critical exponents are calculated using
this formalism, consider again the case of the coherence length, supposing that
we start the trajectory with h = 0 and with t small but finite. We suppose that
the iteration has proceeded long enough at thei th iteration so that only a variable
proportional to t, which will certainly be relevant, is left. We designate the label
v = 1for thisvariable. Then weimagineiterating (9.93) n moretimesusing (9.86)
with the result

E(Ko(h = 0,1)) = L'é(uit, ...) = L' (AJuit, ...) (9.94)

But if only the temperature variableis|eft in the second and third expressions, then
all three expressions for £ must vary as the —v power of their arguments so that

L' (ut)™ = L' (ug AJt) ™ (9.95)
Thus
L"AT" =1 (9.96)
so that taking the power 1/n and the In we have
InL
= 9.97
Y In Aq ( )

In this way, we can determine the critical exponent v from one of the eigenvalues
(Problem (9.91)).

Renormalization group: the Landau—Ginzburg model

As an illustration of the method we consider Wilson's original treatment of the
Landau—Ginzburg model in which the free energy functional of the starting model
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istaken to be (9.69). Therenormalization R operation istaken to be theintegration
of the Fourier components mg corresponding to thelargest 1/2 of the wave vectors.
Already we run into a problem here because in the continuum model there is an
infinite set of wave vectors. |n nonrel ativistic condensed matter physicsthe problem
isonly apparent (though it is quite serious in some corresponding relativistic field
theory problemswhich wewill not discuss). Infact, intheoriginal Ising model ona
| attice, the set of wave vectorswas confined to thefirst Brillouin zone. Thereforeitis
compl etely reasonabl ein the corresponding continuum model to introduce an upper
[imit on the momentum components which are nonzero. Before renormalization
starts, this upper limit should be taken to be of the order of the reciprocal of the
lattice constant. As long as we are interested in critical properties, which are a
manifestation of the long wavelength properties of the model, it should not matter
very much exactly how this short wavelength cutoff is implemented. It is first
helpful to rewrite (9.69) in terms of dimensionless variables. If, as we suppose,
m(r) is dimensionless then we can rewrite

BF = f df (c| Vm(F) |2 +a'tm(F)? + bm®) (9.98)

in which &’ = Tea. a' has dimension 1/length® and ¢ has dimension 1/length®—2
so it isevident that theratio c/a’ has the dimensions of alength squared. We refer
to this length as the zero temperature or “bare” coherence length and denote it &.
We multiply and divide (9.98) by £¢ and obtain

BF = / O (| Vo (") 2 +tAF)2 + bin®) (9.99)
Here we have defined a dimensionless length scaler’ = /&g, and written M(F') =

£3/2a/1/2m(F) (which remains dimensionless and still has the range —oo to co) and
b= b/gga’z. Now Fourier transforms are defined as

mg = / d9F e 197 m(r") (9.100)
Theinverse of (9.100) is
g -
M) = 8 m-
m(r’) ) 7897 mg (9.101)

inwhich, as noted, we wish to cut off theintegrals at large q at avalue A&, where
A, is of the order of the reciprocal of the lattice constant. However, because we
do not expect the exact value of this cutoff to be significant and &g is of the same
order as the lattice constant, it is very convenient, and should make no essential
difference, if we take this cutoff to be 1. That is, the wave vector integrals are over
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therange 0 <| G |< 1. Using (9.101), 9.69 is easily rewritten as

g o
pr= e (@ +Dmam-g +h_qma)

5 d’g did, [ dds

) @) @y ] Gy
For simplicity, we will here only consider the case T > T, and unless otherwise
stated we will takeh_g = 0.

To assist in following the argument, let usfirst anticipate its outlines. It will turn
out that, after repeated renormalizations, the free energy functional will again be of
form (9.102) but the quadratic term only survives (is relevant) when the dimension
d of the systemislessthan 4. Thusfor d lessthan 4, the relevant parametersin the
set K turn out to bet and b and the goal of the calculation is to obtain a linearized
recursion relation for them near the unstable fixed point. Because b only becomes
relevant when d < 4 and the only way to deal analytically with the b term is by
a perturbation expansion, it is useful to consider the artificial situation in which d
isinfinitesimally less than 4 so that the perturbations will be in some sense small.
One definesthe variable e = 4 — d and seeks expansions for the needed quantities
in €. One thus has two expansions: one in the b term and one in ¢, each of which
is needed in order to obtain the linearized recursion relations. The first expansion
is carried out around the model which results from setting b = 0in (9.99). Thisis
called the Gaussian model. It isclosely related to but not quite the same asthe mean
field theory discussed earlier. Wefirst discuss afew features of the Gaussian model,
including how to get its recursion relations, and then proceed to an expansion in
b around the Gaussian model and the extraction of recursion relations to leading
order in e fromit.

From the preceding discussion, the free energy of the Gaussian model is

Mg Mg, Mg, M—g—5,—ds (9. 102)

— [ &g (GP+mam_g
f/kBTz—In/ 1_[ dmge ' @ e (9.103)
0<|g|<1

where the g integrals are over therange 0 <| G |< 1. Renormalization consistsin
separating theintegral intotworanges0 <| § |< 1/2and1/2 <| § |< 1. Thenthe
free energy separates into a nonsingular part arising from the short wavelengths
and the long wavelength part:

o [ ) ms .
f/keT = — In/ [ dmge Joctarvz og @ HIMaM-a | pondinqular part
0<|g|<1/2

(9.104)

To see how the parameters rescale, one must cast the factor in the exponentia into
the original form. For this, one defines ' = 2qG so that 0 <| G’ |< 1. We define a
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rescaled spin variable m’q, = mg/¢ giving for the factor in the exponent:
;2 ddq/ q/z / /
— — 4+t )m,m_g 9.105
2d 0<|q'|<1 (Zn)d 4 * @ ( )

which is put in precisely the form before normalization by writing t' = 4t,
¢2/29+2 = 1 giving

adg L,
0<\a’|<1@(q + Mg Mg (9.106)

Thus in this case the renormalization operation involves only t and we have the
relation

L(t) = 4t(= 2%) (9.107)

where the second form reminds us that L = 2 here in the previous language. In
terms of the scaling formulation, this establishes that the exponent y = 2. Thusthe
eigenvalue A4 of t is L? and the exponent v is ((9.91) and (9.97))

InL
VvV =
2InL

We may also obtain the scaling with respect to the field by writing the field term
as

—1/2 (9.108)

_ / dF'M(')h = —mg_oh (9.109)

before renormalization and using my, = ¢mg and ¢2/292 = 1:

—m

oh’ (9.110)

after renormalization where h’ = 29/2+1h_ Thus
£(h) = 29/2+1h (9.111)

and the eigenvalue A, associated with the field is 29/2+1, This gives the value
x = d/2 + 1forthescaling theory for the Gaussian model . Herewe see adifference
between the Landau mean field theory and the Gaussian model. In the Landau
theory, the value of § was 3, independent of lattice dimension, whereas here using
8 = x/(d — x) from the scaling theory we obtain § = (d + 2)/d — 2) which is5
when d = 3 and 3 when d = 4. The results are the same at the upper critical
dimension after which we expect mean field theory to work.
Now we turn to the consideration of the b term in (9.99). We write (9.99) as

BF = B(Fe + F) (9.112)
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where F¢ isthe Gaussian part just considered:

BFs = / (g:;d (G2 + )mgm_g (9.113)
and F, istheinteraction term
Fi=hb / (gic)] - ((;jf)zd (i?; MG M, My MGG (9.114)
Thetotal free energy is
f/keT = —1In / [[ dmgertet? (9.115)
0<[gl<1

As before we renormalize by summing out the short wavelengths. This time it
is harder. We denote the set of mg with 0 <| ¢ |< 1/2 by {mo} and the set with
1/2 <| G |< 1 by {m;}. We have

Fe = Fo({mo}) + Fe({my}) (9.116)

as in the Gaussian model but the interacting part does not separate. To handle this
part we expand the exponent, hoping as discussed above, to control the convergence
of the resulting series by keeping the dimension near 4. The free energy is then of
form

f/ksT = —In / [] dmge#elimd
0<|G|<1/2

<[ T1 dmeetmda— g+ Q2P+ (@117
1/2<[§]<1

The first factor is exactly the same as in the Gaussian model. In the second factor
one must carry out averages of the various interacting terms with respect to the
Gaussian weight e#7e((M}) The integrals can al be done term by term. The rules
for carrying out an integral of the form
J T1j2- 11 dmg &P mg, - mg,
/ [ 11/2- /<1 dMg e-AFelim))

where all the g satisfy 1/2 <| G |< 1 are asfollows.

= Mg, -~ Mg, (9.118)

(1) If kisodd the answer is zero.
(2) If kisevenform all possible pairings of the factors mg on the line.
(3) For each pair within each pairing, there is afactor (27)98@(Gy + G)/2(q2 + t).

Details are to be found in the paper by Wilson and Kogut.2 In order to obtain the
renormalized free energy, we need the logarithm of the series and recognize that
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we are dealing with another version of the cumulant series discussed in Chapter 6.
Here we will only consider the first two terms which give

BF (M) = BFa((ma) + BF — () (BF2— BF )+ (9119)

A diagrammatic notation can beintroduced for theresulting terms. Thediagrams
represent terms in the series with the following rules.

Each power of b is represented by adot -.
Each line with a free end represents a power of mg with0 <| g |< 1/2.
Each line with ends connected to dots represents a factor

e Me @ 21241’ <1 Mg Mg (@)
fn1/2<|q|<1qumqlque 1/2<lq’|<1 Mg/ M-g

A 121 <1 My M_gr (Q72+t)
fn1/2<|q|<1que 1/2<|q/|<1 1" =g

= (27)489D(@1 + Go)/2(af + t)
(9.120)

The trickiest part of writing the terms in the series correctly is to get the combi-
natorial factors associated with counting the numbers of each type of term right. |
refer to Wilson's article for some details. To second order in 5, the serieslookslike
this diagrammatically:

BF' = BFa({mo}) +

Ve e

—(1/2) (18 WX 24 O
+4 H +24
136 Q @ a8 (OO ()

0 @ > (9.121)
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It turns out that the leading termswhen d isnear 4 arethe“tadpole-like” diagram
which contributes to the renormalized t and the term

WX

in the expression for the renormalized b. The calculation of the quadratic terms
proceeds much asin the case of the Gaussian model. We have, using the “tadpole”
term

ddq/ 2 / / /
/(2 )d(q +t)mgm’ 5

: 1 ¢
/(2 % <q2/4+t+6b/ (27r)d2q3+t)) (2d>mqm o (9122)

in which the integral over gs is over the interval 1/2 <| g3 |< 1. Thus the renor-
malization of t gives

1
QS +t)

(Our bisrelated to the u of Wilson and Kogut by b = 4u.) Thefirst term isthe same
asfor the Gaussian model and one seesthat to thisorder ¢ = 29/%+1 asit wasin the
Gaussian model. However, t will transform differently than it did in the Gaussian
model if b isrelevant. To find out if and when it is relevant we write the terms that
give the renormalization of b. We have

t' = R(t) = 4t + 12b / | . (9.123)

dlo [ dlop [ oo
@r)d | @2r) ] (2r)d mqlqumqsm—ql 92—0%

bt odlgp oY [0

/ / /

— 23 | 27 | @279 ] (2r) Mg, M, Mg, Mg, g
~ ddCIA, 1
X 1—9b/ — ) 9.124
( @) @+ 0@ + % + 6P+ 0 9129
where again the integral over g4 isover 1/2 <| g4 |< 1. Thus
d
— R(b) = 1-9b / d SR ! (9.125)
(27)? (0 + t) (G + G2 + Ga)? + 1)

The prefactor is of particular interest. Since ¢ = 29/2+1 jt is 2-9+4. Thus b will
disappear under repeated iterations if d > 4 but not if d < 4, consistent with the
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Landau—Ginzburg criterion (9.81). Interms of ¢ = 4 — d thelast relation becomes

" 1
=R(b) = 2'b (1 % / (271)d (0F + t)((@2 + G2 + Ga)® + 1)

Equations (9.123) and (9.126) constitute a renormalization group transformation
for the Landau-Ginzburg model. We will analyze these equations following the
procedure outlined in the last section. For demonstration that the remaining terms
in the perturbation series give irrelevant contributions when d is near 4 we refer to
the paper by Wilson and Kogut. The fixed point equations are

~ ddCI3 1
=4|t"+ 3b —
( (2m)? (a5 + t”‘))

ddQ4 1

(27) (af + t*)((Ga + G2 + Ga)? + t*)
We will suppose that the dependence on the small wave vectors ¢; and g in the
last equation can beignored so that it becomes

. o N d 1
b = 2B (1o [ I . (9.128)
(@)% (@ + 1)

It will turn out that for small € = 4 — d the fixed point of interest has t* and b*
both of O(e). Working to this order we can then expand the right hand sides of the
eguations for the fixed point in powers of ¢ and obtain:

) (9.126)

b* = 2¢b* (1 — 9b* ) (9.127)

~ €ln2
b* = o Fa 1 (9.129)
f (277)d CI4
digs 1
" 4 /Wq_f
" = —§e|n2 ddq4 1 (9.130)
@7) qf

In the next step we must linearize the renormalization transformdati on (9.123) and
(9.126) about thefixed point. To lowest order in e we denote [ 5% % = [ 2 and
4

27)d
dqs 1 1 ; e
f(Zn)dq_j :fﬁandﬁnd

L 4-—12b* [ 12 L —t*
E/ E* — ) flp fp 1 I t* (9.131)
b—b 18b* f? 26(1—18b*)jF b—b

Note that the matrix is not symmetric and that one must distinguish between right
and left eigenvectors. The right eigenvectors (meaning those that give back the
eigenvalue times themselves when multiplied from the left by the matrix) are the
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ones of interest here and one sees that to lowest order in € (using the fact that b* is
of order ¢) the eigenvalue problem has the structure

BE0)-() e
(5)-(3

with Ay = A=4— (4/3)e In2. The other eigenvalue is easily found to be A, =
D = 1 — € In2 (becausethe determinant of the matrix minus A timestheidentity is
zero). Thusthe second eigenvector isirrelevant and thefirstissimply t asanticipated
in the general discussion given earlier. But the mixing of t and b has affected the
eigenvalue associated with the temperature. As a result, following precisely the
analysis in the section on the general formulation of the renormalization group
analysis, the lowest order estimate of the exponent v is, using (9.97),

In2 1 € 9
_ T, € , 9.134
V=T 2 T TOE) (9.134)

with a solution
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Problems

9.1 Consider a monatomic substance for which the chemical potential as a function of
the volume per particle and the temperatureis

1= —ksTIn (“’ ;3”°)> a

v

Here v, is a constant positive parameter with the dimensions of volume and a is a

constant positive parameter with the dimensions of energy times volume. A is the

thermal wavelength, A = /27h?/mksT.

(a) Discussthe physical significance of this model for o with particular attention to
the parameters v and a.

(b) Find the condition or conditions under which this model for . leads to phase
separation.

(c) Findthecritical point for thismodel (valuesof Te, vgritica (NOt to be confused with
the parameter v of the model) and P;) in terms of the given parameters.
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9.2

9.3

9.4

9.5

9 Phasetransitions; static properties

.. - . a2
(d) Show explicitly that at the critical point, (%)T’N =0and (%)T,N =0.
(e) Evaluate v asafunction of T near the critical point and thus find the exponent 8
for thismodel.

Demonstrate that the scaling relations ((9.52) and (9.53))
v=1/y=(2—«a)/d
y =v(2-n)
follow from the scaling form for g(r, t, h) given in equation (9.51)
g(r, t, h) = L2*=9Dg(r /L, LYt, L*h)

In magnetic models, one can sometimes use arenormalization operation R consisting
of summing out a fraction of the spins, leaving the remainder to take account of the
longer wavel ength degrees of freedom. The simplest version of such atransformation
iscalled “decimation.” Inthe onedimensional Ising model, it consists of summing out
every other spin and, unlike most such transformations, the resulting transformation
can bewritten out exactly. Carry out this program for the one dimensional 1sing model
and show that applying the analysis described above leads to correct conclusions.
Consider a model for phase transitions in which the Landau—Ginzburg free energy
functional is

a’g
BF = / (271(;‘1 ((q“ + t)mgm_g + h,qmq)

B / g [ d'G [ d'Ge
@2r)t ) @2r) ) (27)

Here u isapositive number (not 2 and not necessarily an integer).

(a) Consider the“Gaussian” approximation inwhich theterminvolving b isdropped.
Work out the Wilson renormalization group transformation for this functional in
that case. Find the upper critical dimension and the exponent v.

(b) Calculatethe correlation function (mgm_g) exactly within thisapproximation for
t > 0. Useresult in the limitst — O at finiteq and g — O at finite t to find the
values of the exponents y and .

(c) For the casethat b isnot zero, work out the renormalization group transformation,
findthefixed pointsand thevalueof v tolowest order ine (appropriately defined!).

Consider amodel for amagnetic system which is described by the Landau-Ginzburg

free energy functional, but with n components of the magnetization instead of 1:

(mq qu)(mq3 m*d*ﬁz*%)

dig

- [ g d’dG, [ dGs
0] @i ) @y ] @M M) Me Moa-ana)
Both for t > 0 and for t < O you are to treat this free energy in Gaussian approx-
imation, in which only terms to second order in the magnetization fluctuations are

kept.
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(&) Calculate the correlation function (mg ,m_g,,) exactly within this Gaussian ap-
proximation fort > 0.

(b) Usetheresult from (a) inthelimitst — O at finiteq and q — 0 at finitet to find
the values of the exponents y and 7.

(c) Consider the same questions for t < 0. Here you must keep h small but finite
to specify about which of the free energy minima you are expanding. Take care
to note that the answer is different depending on whether you are considering
(Mg,vM_g,») for v # 1 or (Mg 1M_g,1) — (Mg,1){M_g,1) where v = 1 denotesthe
direction of the magnetic field.
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Hydrodynamics and definition of transport coefficients

General discussion

In general, by a hydrodynamic description of a many body fluid we mean a de-
scription valid at long wavelengths and low frequencies and which is based on
closure of the local conservation laws of the fluid by use of a linear relation be-
tween fluxesand the gradients of densities. The coefficientsof thelinear relation are
transport coefficients and they are phenomenological parameters of the hydrody-
namic theory, calculablein principle from atheory describing the system at shorter
length and time scales. The resulting hydrodynamic theory is generally a set of
nonlinear partial differential equations of which the Navier—Stokes equations for
the hydrodynamics of asimple fluid are afamiliar example.

Thereason that hydrodynamic theoriesaccurately describeslow motionsonlarge
length scales is that global conservation laws link long distances to long times.
Physically, for example, conservation of mass results in a diffusion equation in
which the distance which particles diffuseincreases with the square root of thetime
(see Problem 10.1). Although this link guarantees that some of the slow variables
of the system are described by the hydrodynamic equations, it does not ensure that
all of the slow variables can be so described. Near critical points associated with
second order phase transitions, there are very slow changes in the fluid which are
not described by the conservation laws of hydrodynamics, but which arise because
of the very slow devel opment and decay of large, al most stable regionslooking like
one of the (two or more) phasesbetween which the systemisslowly fluctuating. (For
example, at the gas-iquid critical point, these are gasand liquid likeregions.) This
slow motion isnot aconsequence of the conservation laws on which hydrodynamics
is based but arises from other features of the dynamics of the fluid.

195
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Hydrodynamic equationsfor a classical fluid

The basic variables of ordinary fluid mechanics are the following conserved quanti-
ties: the number density o(F, t), the momentum density j(F, t), and the energy den-
sity (', t). The hydrodynamic equations arise from the fundamental microscopic
equations of motion through the conservation laws for the densities of particles,
momentum and energy. Though these are usually introduced at the classical level,
it is easy to show that they also are exactly correct in aquantum fluid. In particular
we define the operator

o(F) = Za(ﬁ —F) (10.1)
i
Then adirect application of the equation of motion
op i
= — _[H 10.2
o0 = FlH. ] (102)
with the Hamiltionian
H= Z + (1/2) > ¢ — 7)) (10.3)
i i#]

gives the continuity equation for particle conservation in operator form

o _ _y. J/m (10.4)
ot
in which
J/m= (1/2)2( S(F—Ti)+8(F —1)— ) (10.5)
isthequantum mechanical operator describing the particlecurrent density. Similarly
93 =-V.1I (10.6)
at
In which the operator IT is atensor describi ng the flux of momentum:
=(1/4)Z<%8( )+ 2Ps@ —rpp + a0 1) P p )
i
+(1/2) Y Tivie(T —F))sF — i) (10.7)
i#]

Finally the conservation of energy density can aso be written in operator form.
One defines the energy density e as

ef)=> {(1/2)[T.5(r —F) +8F )T+ (1/2) Yo —F))s(F —r)}
i i#]
(10.8)
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where T, = — ﬁzviz /2m. Then by direct calculation one gets the energy conserva
tion equation as

% __v.3 (10.9)
at
in which

S=%+$+5S (10.10)

and
[s = N ﬁl =g 7 = 2 —pl
S =(1/4 E |:T| (Eﬁ(r —1)+8(F — rl)a)

+ (Ea(r —Ti)+8(f — r.)m> T.} (10.11)
& = Y (B0 -7)o¢ 1) + 06 - 7)a¢ - )R ) 1012

S = (U@Z;(% - Vijo(Oi =T 8(F—1i) + i 8(7 — Fi)Vijo(Ti — ;) - %)

(10.13)
The equations (10.4), (10.6) and (10.9) are formally correct but the quantitiesin
themareextremely singular becauseof thedeltafunctionss(f — r;) inthedefinitions
of the densities and fluxes. (Mathematically these are really relations between
“distributions,” not functions.)

To obtain hydrodynamic equations from these conservation laws, one must av-
erage them over spatial regions which are large compared to the microscopic
distances between atoms and small compared to the wavelengths of interest.
Here we simply assume that the average is a linear process, so that the average
(.. .)(ﬁ, t) of a quantity is defined in a coarse grained region labelled R and that
(VFA(F))(IEQ, t) = VQ(A)(ﬁ, t) where Vj is a coarse grained gradient. We then
definethe fluid velocity field 3(R, t) as (R, t) = SURY/M a0 rarite the conser-

(P)(R.)
vation laws by writing pi/m = v + 8v;. Thisgives

ap -
—+ V- =0
5 TV (ev)
0J e
— + V. -(mpvv—-6)=0 (10.124)

ot
oe =S
E+V-(Q+GU—U-O’)=O
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Here we have written
(IT) = m{p)vv — & (10.15)
and
S=0+(@v—19-§ (10.16)

Q and & depend only on the differences i /m —  between the particle velocities
and the local hydrodynamic velocity. Thetensor ¢ is called the stress tensor and (3
isthe heat current. Because the heat current and stress tensor Q and ¢ appear onthe
right hand side of the conservation laws, the last three equations are not closed and
merely represent the first in a hierarchy of equations describing the microscopic
dynamics of the fluid. Notice, however, that because the three conservation laws
areall of theform oA/t = —V - B, then unless the fluxes (generically I§) have a
very peculiar dependence on position, low frequency disturbances of the variables
in these equations will lead to long wavelength excitation and vice versa (long
wavelength disturbances will lead to low frequency response). When the equations
are linearized this can be shown quite rigorously (and is easy to see by taking
Fourier transforms in space and time). Thus the confinement of the description of
the dynamicsto low frequencies and long wavelengths can be self consistent. This
is the merit of basing the hydrodynamic theory on conservation laws. Actually,
however, the nonlinear terms in the hydrodynamic equations can couple long to
short wavelengths, and this can lead to conditions in which this self consistency
breaks down when the amplitude of the disturbanceislarge. This breakdown leads
to the phenomenon of turbulence, which is extremely important technically and
of great scientific interest and which is only partly understood at the fundamental
level. We will not discuss turbulence further here. In the hydrodynamic limit of
low frequencies and long wavelengths, these equations can be closed to obtain a
hydrodynamic theory containing only three equations for the densities o, Jande
by relating 6 and (3 to the gradients of these densities through phenomenol ogical
constantswhich are usually called transport coefficients. To do this, the stresstensor
oij iswritten as

oij = —paij =+ O’i/j (1017)

where p is the local pressure (defined by the same averaging procedure which
defines the densities) and (10.17) defines 6/, which is known as the viscous part
of the stress tensor. Closure is obtained by assuming that o7} is proportional to the
gradients of the velocity v as one expects from the elementary intuitive description
of viscosity. By use of theisotropy of thefluid on large length and long time scales,
one can show? that the only possible form of ¢’ is

2 . .
o*i/j =ns |:Vivj + Vjy — :—3V . v(Sij] + vV - 08 (10.18)
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The two coefficients ns and n, are called the shear and bulk viscosities, re-
spectively. (Various other symbols are used for n, including ¢ and ug). The bulk
viscosity describes the viscous or dissipative part of the response to acompression
while ns describes the response to shear. The use of theisotropy of thefluid and the
requirement that o’ be tracel ess reduces the number of constantsin this expression
from 3% = 81 to 2. (In the Navier—Stokes form of the hydrodynamic equations, the
termin V - v isdropped.)

The diffusive heat flux Q isproportional to the gradient of thelocal temperature
VT and obeys Fourier’s law

Q=—AVT (10.19)

Thequantity A iscalled thethermal conductivity. According to thislaw, heat flows
from regionsof hightemperatureto regionsof low temperature, thatis, inadirection
oppositetothetemperaturegradient. Thetemperature T can berelated totheenergy
density e through the application of thermodynamic relations. The applicability of
thermodynamics here follows because the quantities p, J, e p are all defined
as averages of microscopic expressions over spatia regions which are large com-
pared to interatomic distances but small compared to the relevant hydrodynamic
wavelengths and over times large compared to the time for local thermodynamic
equilibrium to be established in these regions but small compared to the inverse
of the relevant hydrodynamic frequencies. Analogous use of local thermodynamic
equilibrium occursin the formulation of other hydrodynamic theories.

Fluctuation—dissipation relations for hydrodynamic transport coefficients

The general idea associated with fluctuation—dissipation theorems is very simply
illustrated by the case of a simple magnet for which the intensive thermodynamic
variablesare H, T and the static susceptibility at zero field is

oH
(This is easily obtaned by use of (M)=-(dF/9H); and F =
—kgTIn)_ {Slexp(—(Ho— H >, §)) for example. The magnetic moment
per unit spin is absorbed in the definition of the field H so that H has the
dimensions of energy.) In (10.20), the left hand side is representative of the
response of the system to an external magnetic field, whereas the right hand side,
evaluated at zero field, is representative of the fluctuations of the magnetization
in the absence of that externa field. Generically, this type of relation occurs
repeatedly in statistical mechanics. The response to a small external field is
proportional to the magnitude of the equilibrium fluctuations (in the absence
of the field) of the quantity which the external field probes. (The relations are

(3M> (M) — (M) ke T (10.20)
i
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called fluctuation—dissipation theorems rather than fluctuation response theorems
because at finite frequency they are often expressed in terms of the imaginary, out
of phase response of the system, corresponding to the energetically dissipative
part of the response.) A somewhat more involved example is the relationship
between the response of amany body system to abeam of neutrons (expressed asa
differential cross-section) to fluctuations in the density of the system as described
for liquidsin Chapter 7.

Because the transport coefficients n,, ns, A of the hydrodynamic equations are
associated with energy dissipation in the system, one might expect that a type of
fluctuation—dissipation theorem might be obtained for them, and we will pursue
that line of investigation here. One can see in equations (10.18) and (10.19) that
the transport coefficients relate momentum and energy currents to gradients of the
velocity and temperature respectively so, in a sense, they are response functions.
However, the fields (gradients of velocity and temperature) to which the response
corresponds are more difficult to characterize theoretically (and experimentally)
than an external magnetic field or a neutron beam, each of which can be char-
acterized by parameters in the underlying Hamiltonian without any kind of self
consistent calculation. In the hydrodynamic case, the gradients of velocity and
temperature which are the driving fields are quantities averaged over short length
and time scales. That it is nevertheless possible to derive fluctuation—dissipation
theorems which give the Navier—Stokes transport coefficients in terms of correla-
tion functions describing the fluctuations of the fluid in the absence of gradients
in temperature and velocity was first shown by Kadanoff and Martin.?2 We will
review that work here. The ideaisto think of the fluid in a state of hydrodynamic
flow from the present into the future (t > 0) as being produced by external forces
which were slowly turned onin the past (t < 0) in such away that thereisasmall
perturbation §p(r) in the pressure, but otherwise each part of the fluid isin local
equilibrium at t = 0, when the external forces are turned off. Now the behavior of
the fluid for t > 0 can be calculated in two ways. (1) As aresponse of the system
to the external perturbation (now shut off, but still influencing the time dependent
behavior). This calculation goes much like the calculations of the susceptibility
and the neutron scattering cross-section and results in a response which is propor-
tional to correlation functions characterizing fluctuations of the equilibrium fluid
and (2) as a solution of the hydrodynamic equations with appropriate initial con-
ditions. By equating the result of (1) to the result of (2) one obtains expressions
involving correlation functions of the equilibrium fluid (from (1)) to hydrodynamic
transport coefficients (from (2)). The advantage of this procedure is that the re-
sponse of the fluid after t = 0 can be described by the hydrodynamic equations
(because the disturbance was produced by a slow, long wavelength perturbation)
but because the state was produced by a set of weak external forces, one can also



Fluctuation—dissipation relations 201

calculate the response to the external fields directly, getting results in terms of cor-
relation functions of microscopic operators. We will now illustrate this in some
detail.

Because the externa fields we apply will be small, a linearized form of the
hydrodynamic equations should be adequate. To obtain the linearized form of the
equations, one substitutes o = oo + 01, €=+ €, T = To+ T1, § = Go + G,
U = 1o + v1 into the equations and retains all terms that are no higher than first
order in the fluctuations. Note that vo = 0 because the hydrodynamic velocity is
zero in equilibrium and that e = (e + (1/2)mpv?) so that the first order fluc-
tuation e; in e refers only to the interna energy e, and not to the kinetic en-
ergy associated with the flow. Applying these considerations we find the linearized
equations:

8,01 -
= V-02,=0
o POV U1
81_51 2o 1 A
mpoﬁ =-Vp1+nsVvr+ | n, + éns V(V - v1) (10.21)
o€y

¢ T @+ POV - Ty = AV2Ty

Now take the divergence of the second (momentum conservation) equation and use
the first (particle number) equation in the second two equations to eliminate v;.
Thus one finds

92 9
]
- <e1 _ (e‘);p"> pl) — AV2T, (10.23)

Here D) = (1, + (4/3)ns)/pom is caled the longitudinal diffusion constant. The
first of these equations will become a wave equation describing sound waves and
the second will become adiffusion equation describing heat diffusionin appropriate
cases. To close the equations one must invoke the assumption of local thermody-
namic equilibrium to relate the four quantities p1, T1, P, and e; to one another
in terms of two independent thermodynamic variables. A convenient choice is to
express e; and p; and Ty interms of p; and q;, a heat fluctuation defined as (V is
the system volume)

+ T
=6 — (eo po) pr=—g (10.24)
Po Vv

The second equality follows from elementary thermodynamics at constant particle
number N. S isthefluctuation in the total entropy. Thus choosing the entropy and
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the number density as independent variables we have from the chain rule that

aT V /0T
Ti=(— — | — 10.25
1 <3p1>5p1+ T (E)S)pql ( )

op V [ap
=|— — | —= 10.26
P (apl>spl+ T (as>pql ( )

Inserting these equations into the two previous ones gives

92 0 apC?
— — DV — V2| pp — —2V?%q, =0 10.2
<8t2 AT ) g, T (1027)
B A
ﬁ% — yDr V1 — a—po(y —1)V?%p =0 (10.28)

Here c2 = (1/m)(dp/dp)s isthe adiabatic sound velocity, @ = —(1/00)(3p/3T)p
isthethermal expansion coefficient, C, = (1/V)(T3S/aT)p istheisobaric specific
heat per unit volume, y = Cp/Cy is the specific heat ratio and Dt = A/Cp.
Notice that at low temperatures, the thermal expansion coefficient becomes small
and the term in the first equation which couples the density fluctuations to the heat
fluctuations becomes small. Then the first equation just describes adiabatic sound
propagation.

Further, the damping of the sound is of order gD, while the frequency iscsq so
the damping becomes weaker at long wavelengths. At the same time the coupling
term in the second equation also becomes small at low temperatures, so that the
second equation reduces to the diffusive heat equation (because Cp, ~ Cy.)

It remainsto treat the initial conditions in these equations in an appropriate way
so that they can be used to cal culate the density correlation function . As mentioned
above, the general ideaisto connect the correlation function to the hydrodynamic
response through a fluctuation—dissipation theorem. We impose a perturbation of
theform

HI(t) = — / & 5p(F)o(F. DE/ (o) (10.29)

fort < O(and H’(t) = Ofort > 0). Here §p(r') isasmall c-number function which
may be regarded as a slowly imposed fluctuation in the pressure. € is an infinitesi-
mally small positive number describing the very slow rate at which the perturbation
isturnedon. p(r, t) isthe Heisenberg representation of the number density operator
of thefluid. By quite standard manipul ations of time dependent perturbation theory
one can show that the change in the density sp(F, t) at timet > O, resulting from
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this perturbation is

; 0 2/
aMKUZ%/ m@{/wﬁghmmxmmﬁmh (10.30)

Here(...)t meansathermal averageinthe unperturbed system, whichweassumeis
described by the canonical ensembleast — —oo. Thisisafluctuation—dissipation
theorem in the sense discussed earlier because it relates the response §p(r', t) to an
externally imposed disturbance (characterized by §p(r’) and the slow introduction
of theperturbationintimeuptot = 0) through the equilibrium correlation functions
([p(', 1), p(F, 1)]) describing the fluctuations of the undisturbed system. It is not
hard, for example by introducing a set of exact energy eigenstates, to show that the
time Fourier transform of the commutator on the right hand side of this expression
isrelated to the density density correlation function by

/_Oo de e ([p(F ", 0), oF, D1 = ([p(), p(F))7(w)

= (1— e MF) / e o O)p(F, T))rdr = (1— & PN p(F)) ()
(10.31)

If weassumethat the perturbation H'(t) left the systemin astateof local equilibrium
at timet = O with pressure p + §p(r) in place of the equilibrium pressure, then we
can use the hydrodynamic equations to calculate the response 8p(r, t) for t > O.
Thisassumption can beestablished? for small enoughe. Tousetheresult to calcul ate
the density—density correlation function, we take the complex Laplace transform
of (10.30) for acomplex variable z in the upper half of the complex plane:

SMK@E/)dé%MKU

3p() 1 N e
= [ am [ @), s (o)
(10.32)

Thenby takingz — w + i€, using theidentity 1/(x + ie) — P(1/x) — iz §(x) and
defining spatial Fourier transforms as f () = / dre 7 f (F) onefinds

2hoV

mRe@p(ﬁl, z— o +i€)(p)/8p(@)) = (pp)7(d, ) (10.33)
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in which the Fourier transform of the equilibrium density—density correlation func-
tion is defined by

(po)r(@.0) = [ dit =) [dF —7) @O TEN pE DoF )7 (1039

Thus the program is ssimply to solve the hydrodyamic equations for the Laplace
transform with initial condition p.(r, t = 0) = §p(r') and then use (10.33) to com-
pute the correlation function. The equations for the Laplace transform take the
form:

2
(= 22 +izD) V2 — 2V2) py(F. 2) — %OCSVqu(?, 2) = (=D V2 — i2)p(F, t = 0)
P
(10.35)

. . A N R
(—iz— yDrVAQ(, 2) — a—po(y —DV?0i(f,2) = qu(f,t =0)  (10.36)

Now we take the spatial Fourier transform and write

1@t = 0) = (g—g)T 5p(d) (10.37)
a@t=0 - (y) (g—s)T 5p(@) (1038)

Herewe are using the previously discussed assumption concerning the preparation
of theinitial state with the perturbation H'(t). Then the two eguations become:

2
apoCs o
—-—_ 4

(-Z* —iz0°D; + (csa)*)(@. 2) + %(d, 2) = (a°D; —i2) <a—p) 3p()
T

ap
(10.39)

A - Dem(@, ) + (—iz+ y Dr )@, 2) = (%) (8—S> 5p(@) (10.40)
@00 p/r

These are two linear equations for p1(q, z) and q1(d, z). The solution for p1(d, 2)
iseasily written out asaratio of 2 x 2 determinants:

(@D - i@yt — i2)(%) - 252 (1) ().
(—22 — 292Dy — (cs0)?)(—iz + y D1q?) — Drc2g(y — 1)

sp(@)
(10.41)

pl(aa Z) =

For given values of the hydrodynamic and thermodynamic parameters one can
now substitute z — w + i€ in thisand take the real part. At the cost of some more
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work, one gets considerably greater insight by rearranging this expression and
making some approximations. First, one may make an expansion of theroots of the
denominator in powers of g. To second order in g one then finds poles at

z=+cq —i('/2)q? —iDrq? (10.42)

These poles correspond to the propagation of sound inthefluid. T’ = (y — 1)Dt +
D, is a measure of decay rate of the sound mode. It turns out that the correlation
function {pp)T(G, w) is directly proportion to the rate of inelastic light scattering
from afluid and, at the long wavelengths and low frequencies for which the hy-
drodyamic theory isvalid, thisisaparticularly useful way to measure (pp)1 (G, ).
In such an experiment, the first two poles described in (10.42) correspond to the
Stokes and anti-Stokes peaks in the light scattering amplitude, corresponding to
scattering angles giving momentum transfers g to or from thefluid respectively and
corresponding to the absorption or emission of energy by or from the liquid from
or by theincident light beam respectively. The third pole corresponds to the central
“Rayleigh peak” associated with the diffusion of heat in the fluid. (Notice, that by
careful treatment of thefactorsy here onefindsthat the central peak is proportional
to1/Cy and not to 1/Cp.) To obtain aphysically transparent form for (pp)1(G, @)
it is useful to rewrite the factor % (5;) (55) which appearsin the rightmost term
of the numerator as

apoc? (T (9S\ _ 1\ [ dp
o (v) (Gp), = (2+5) (5p), o

by use of several thermodynamic identities. Thisrightmost term in the denominator
then becomes simply (csq)?(1 — 1/y). Now if we suppose that csq > D1q?, I'g?
then the peaks as a function of » will be well separated and we can approximate
the weight of each pole by simply evaluating al the finite factors at the position of
the pole. In thisway we find using (10.33) and (10.41),

(p0)7(Q, w)
kBT,OoXT [( ) ( I'g? n rg? )
(0 —cq)?+(Fg?/2)? (o +¢a)? + (Ig?/2)2
+(1-1 )DT—qz} (10.44)
M 2+ OrDP) |

which has a simple interpretation.
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From this one can extract various relations between transport coefficients and
the equilibrium correlation function. For example:

2 5] —
q—0 ke ToxT

0?7 (pp)1(Q, ®)

1
r
1

Dr

= limlim 10.46
q—00-0(1—1/y)kgTpxT ( )

2
I/y +(1—1/y)Dy = lim lim Y7(2P11(@ @)o (10.47)

©=>0a-0  q%ksTpxT

Note that the order of taking limitsis very important. Some work has been doneto
use these rel ations to make computations of transport coefficients.®

Superfluid hydrodynamics Thehydrodyamicsof superfluid *Heisdescribed by a
two fluid model . Thebasicideafor the derivation of thetwo fluid hydrodynamicsis
the same as the one used in the derivation of the classical hydrodynamic equations.
Onewrites down local conservation laws and uses general symmetry arguments to
close the equations by expressing the resulting currentsin terms of gradients of the
densities of the conserved quantities and phenomenological transport coefficients.
The difference between the classical hydrodynamics and the two fluid theory is
that there is an additional slow variable in the two fluid theory. The additional slow
variable arises because the lambdatransition |eading to superfluidity resulted in the
breaking of a symmetry in the fluid.

Unfortunately, this symmetry, which we will discuss shortly, is somewhat diffi-
cult to visualize, so we will begin with a brief discussion of the partly analogous
situation in aHeisenberg ferromagnet. In a Hel senberg ferromagnet, at any temper-
ature below the Curie temperature, the magnetization of the magnet can point in any
of aninfinite number of directionsonthe unit sphere. In practice, the magnetization
is found in one of these infinitely many possible states, at least over macroscopic
distances, though alarge sample may contain many of these macroscopic domains.
Thusthe thermodynamic state of the system isdescribed by adensity matrix which
does not include all the states of the system, but only those consistent with this par-
ticular magnetization direction. Such a density matrix will not be invariant under
the simultaneous rotations of all the spin directions although the Hamiltonian of the
systemisinvariant under such rotations. Once the magnet isin such astate, thetotal
magnetization does not change in time, because the Hamiltonian commutes with
the total magnetization. This is a globa conservation law (conservation of mag-
netization) which is a result of the rotational invariance of the Hamiltonian. (The
magnetization could change if the system is not isolated, as aresult of interactions
with the thermal environment if the magnet is of finite size. But the time for such
changes is extremely long for macroscopic samples well below the Curie point.)
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Figure 10.1 Phase diagram of “He.

Now consider making ahydrodynamic theory of the ferromagnet.®> One considersa
region of the magnet which islarge compared with interatomic distances but small
compared with the long wavelengths of interest and supposes that such aregion is
in local thermodynamic equilibrium in the constrained sense that the density ma-
trix describes the system with afixed local magnetization direction. However, we
suppose that the whole system is slightly out of global equilibrium, so neighboring
regionsof similar sizeinthemagnet area soinlocal equilibrium but have adifferent
local magnetization. Terms of the Hamiltonian coupling spins within one of these
regionswill conservethelocal magnetization, but terms coupling spinsin regions of
different local magnetization will change the local magnetization directions, con-
sistent with global magnetization conservation. From this picture one can derive a
new conservation law, describing the flow of magnetization. This new conservation
equation arises as a result of the broken rotational symmetry of the equilibrium
density matrix for the system below the Curie point. Much as the conservation of
momentum |eads to sound waves in the Navier—Stokes equations, this conservation
law leads to spin waves in the hydrodynamics of a Helsenberg ferromagnet.

Now consider the case of liquid “He. We show an experimental phase diagram
in Figure 10.1. In addition to the solid, “normal” He | liquid and vapor phases,
there is another phase, termed superfluid or He Il phase, which exists at pressures
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below about 25 atmospheres and temperatures below about 2 K. The experimental
discovery of this phenomenon began in 1911 when a density anomaly was discov-
ered by the group of Kammerlingh Onnes. The low temperature phase was found to
have anomalous flow properties in the 1930s and, in 1938, London suggested that
Bose condensation was associated with onset of the He 1l phase. However, liquid
“He in this regime is much too dense for use of the low density Gross—Pitaevskii—
Bogoliubov theory described in Chapter 5. A full microscopic theoretical descrip-
tion of the superfluid phase is to this day somewhat incomplete. However, by
understanding some basic symmetry properties one can construct a correct hydro-
dynamic description. The symmetry breaking anal ogousto the rotational symmetry
breaking occuring in a ferromagnet is the selection by the low temperature liquid
of a quantum mechanical phase which is defined as follows. We begin with a zero
temperature description. In abasis of energy eigenstates the density matrix may be
described as

P = |¥n,0) (¥nol (10.48)

where |Wy o) isthe ground state of the system. This may be projected onto eigen-
states |y, ..., ) togive

/

P, TN, ) = (P I[N (PNl - - )
= W} ofe, ..., TN) N, ... TR)  (10.49)

To display the feature which distinguishes the superfluid from an ordinary fluid,
onesetsry, ...,y =1, ...,y hereand integrates over ra, .. ., Fy to obtain the
one particle density matrix p1(f1, r1):

1L T2) = N / Oy QPN oFL Far o Fr)UNO(PL, P F) (10.50)

(The factor N isincluded so that pi(r7, 1) reduces to the particle density when
r1 = r;.) Now take the limit in which |F; — ;| becomes large (macroscopic). In a
superfluid, p1(r1, 1) approaches afinite limit of factors independent of the differ-
encer; —ry

p1(F1,T1) = Ng(F)vo(F) (10.51)

Inanoninteracting Bosegas, ¥ issimply the eigenfunction of thelowest eigenstate
of the single particle Hamiltonian. More generaly, it has an amplitude which is

denoted /Nng(F)/V and a phase ¢(r) so that

p1(F1, F1) = (N/V),/no(F)no(F)exp(+i(p (1) — o(11)) (10.52)
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In the ground state of a homogeneous bulk superfluid, ¢ and ng are constants and
p1(f1,77) — (Nno/V) which isafraction of the total density of the fluid, termed
the “condensate fraction.” If the fluid is not interacting then np = 1 whereasin the
presence of interactionsng < 1. Inthisbulk limit and the ground state, the quantum
mechanical phases ¢ (not to be confused with the thermodynamic phases) do not
enter the limiting form of p;. In particular, a change §¢ in the phase everywhere
would not change p; or anything else observable about the system. Now consider
alow lying time dependent wave function, associated with a hydrodyamic flow
state of the fluid, which is inhomogeneous on scales much larger than interatomic
distances. Now the phases can be defined as above, but they will be position and
time dependent:

1 L 1) = N/drz...drN\p;(r;,...,r;,,t)wN(rl,...,FN,t)

— (N/V)y/no(f)no(f)exp(+i(@(r. t) — ¢(fy, 1)) (10.53)
The new hydrodynamic equation involves the derivatives of the phase. One defines
vs(F,t) = (h/m)V; ¢ (10.54)

which has the dimensions of avelocity. It is called the “ superfluid velocity.” How-
ever, it isimportant to note that because the phase difference between two points
in the fluid has only been defined when the two points are far apart (in practice
much farther than interatomic distances), the derivative in the last equation can
only make sense as a finite difference. To get an equation for d¢/at we write
p1(F1, 71) adifferent way

p1(F1, T7) = N(UN|Y I DY (FL)IN) (10.55)

fortheequilibriumstatewherey (r) = Y ¢n(F)a, isthewaveoperator discussedin
connection with the Gross—Pitaevskii—Bogoliubov theory and ¢, () isany complete
one particle basis. The time dependent p; for a hydrodynamic state is, in this
language

pr(F, 71, 1) = N(WN [ (o, DY (L 1IN (10.56)
where y/ (7, t) is the Heisenberg operator
Y1) = ety e n (10.57)

Insert acompleteset of N — 1 particlestatesinthisformof p1(r4, I, t) and takethe
limit of large separations of r'; and r';. We assume that, with an appropriate choice
of basisfor the complete set, only one intermediate state | _1) survivesthe limit
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giving
P11 FL 1) = N(WN Y FL O1PN-0) (U1l (o D] W) (10.58)
allowing the identification
Vo) €200 = (W19 (71, 1) W) (10.59)

We are supposing that the time dependence on the left hand sideis all in the phase.
Taking the time derivative of this equation gives

ap(r,t)
ot

= —(En — En_1)/P (10.60)
if [¥n) and (Wy_1] are energy eigenstates. More generally the right hand sideis

(Wn—1|HY (P, )W) — (Unoa| @ (T ) HWN)) /(U (Fr, ) [ Wn)R
(10.61)

It is reasonable to identify this with the negative of a local chemical potential,
sinceit represents the negative of the energy cost of adding a particle to the system
at F]_:

= 10.62
ot h ( )
and taking the gradient and using the definition of vg
00 .
mﬁ = -—Vvu(,t) (10.63)

which isthe desired new equation. These relations may be interpreted to mean that
an increase in time of the phase of the condensate wave function is associated with
the local addition of a particle to the system and the associated energy is u so the
time scaleish/u. A gradient in the phase means that particles are being added or
subtracted at different ratesin neighboring parts of the fluid, resulting in fluid flow.
Thus the superfluid flow is driven by the gradient of the chemical potential. (This
relation is attributed to Josephson.)

All this discussion may be extended to finite temperatures. In the language used
here the equilibrium one particle density matrix is

p1(f1,T7) = N/sz---dFN D BRI (FL L TN (L TN
%

(10.64)
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where Wy ,, is a complete set of many body eigenstates and the condensate wave
function is defined in exactly the same way

p1(F1,T1) = Niog(F1)vo(T1) (10.65)

which is temperature dependent so obviously the “condensate wave function” is
not a wave function in the usual sense. There is a possibility that there will be no
finite term of order N whenry — r; islarge. Thiswill occur when the temperature
islarge enough and the temperature at which it first occursis the lambdatransition
temperature.

It is sometimes convenient to think of the definition of phase in another, equiv-
alent, way due to Onsager and Penrose.® Regard the one particle density ma-
trix as an integral operator acting on functions v () and consider the eigenvalue
eguation:

/ OF pu(F. P () = o F) (10.66)

It is easy to establish that the operator is Hermitian so the eigenvalues n;_ are redl.
For aHermitian operator the operator can be rewritten as

pF. )= Oy @) (10.67)

Then the lambda transition occurs when one of the terms in this sum has a macro-
scopically large eigenvaluen; . Call thiseigenvaluen;,,. Then therelationship to the
previous formulation is v, = ¥o(F) and n;, = noN. The phase ¢ of y;,(r) isthe
phase used to define the superfluid vel ocity as before. Thisformulation in terms of
“Penrose orbitals’ isuseful for study of transitionsto the strong coupling analogue
of Bose condensation in finite and heterogeneous systems. Unless the many body
problem has been completely solved, however, the Penrose orbitals are not easy to
calculate.

The quantum mechanical phase will only survive at large separationsif only one
term dominates the sum on v in p;. Thusin the limit, although ng is temperature
dependent, the phase ¢ is associated with just one many body wave function,
whose weight in the total density matrix gets smaller asthe temperaturerises. Thus
the essential elements of the derivation of the equation for vs are unchanged except
that there are additional, uncontrolled terms which cause the phase to degrade in
time. One takes account of these with a dissipative term:

-

0 R
ma—”ts — —V(u(, 1) + h) (10.69)
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Now we combine (10.68) with the conservation lawvswhichled to the Navier—Stokes
equations in order to obtain the superfluid hydrodynamics.

2—‘; =-v.-J/m (10.69)
38_? - V.TI (10.70)
2_te __v.3 (10.72)
in which
J/m=(1/2) Z ( S(F —Ti)+8(F — T )—) (10.72)

= (1/4)2 <%ﬁi5(f —Fi)-l-Z%S(F — )P +8F — T )ﬂﬁ)

+(1/2) Y Tivie(T —F))sF — i) (10.73)
i#]
S=%+%+S (10.74)
and

Se=Way. [Ti (%a(f R - ﬂ)%)+(%5(r R4 — m%)n]
| (10.75)
= (1/4)2 <B¢>(r. — )8 —Ti) + o(Fi —Tj)3(F —Fi)— ) (10.76)
= (1/4) ZZ(_ Vlj(b(rl _rj)rjl(s(r —7i) + r]IS(r —T )Vlj¢(rl —Tj NE _)
o (10.77)

as before.

In experimental practice, the part of theflow of the fluid which arisesfrom v can
be distinguished from any other flow inthe system by thefact that, after any external
forces are removed, it decays much more slowly in time than any other flow. This
existenceof superfluid currentsisthe central phenomenon of superfluidity and arises
because a change in the coherent gradient V¢ of the phase of a macroscopically
large number of the particles would require a simultaneous coherent change in the
phases of all of them at once and thisis unlikely and energetically expensive. (One
can get more insight into this by study of the Gross—Pitaevskii—Bogoliubov model
discussed in Chapter 5.) Thus both computationally and experimentally one can
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distinguish acomponent J of the momentum current which survives after removal
of any external forces and depends linearly on v

Js= Jim J(t) = mpss (10.78)

where the coefficient ps is defined by this equation. (Here we have defined o as
anumber density though in much, but not al, of the literature on superfluidity pg
is this quantity multiplied by m.) At shorter times, or in the presence of continual
external driving forces, the current has additional terms which we write in the
form:

J = m(p¥s + (0 — ps)Tn) (10.79)

Thisequationisto beregarded asdefining vy. It isconvenient to write the coefficient
of Up @ pn = p — ps. One refers to this formulation as two fluid hydrodyamics,
with the densities and velocities of the “superfluid” and “normal” components of
the fluid being respectively ps, vs, pn, Un. Thispictureisintuitively appealing but it
must be treated with considerable caution, returning when in doubt to the original
definitions. Averaging the three conservation laws of ordinary hydrodynamics and
writing (IT) = 1p — o’ as before gives

9 -
8—’: —_v.J/m (10.80)
9J
ae -
— =-Vj°¢ 10.82
P j (10.82)
and the new equation
v .
ma_”ts — —V(u(F,t) +h) (10.83)

The correct forms for ff, ¢’ and h are given by Khalatnikov. They are strongly
constrained by the requirements of Galilean invariance, local thermodynamic equi-
librium and the increase of entropy with time:

6(j = n((Vivnj + Vjvni) — (2/3)V - 0ndij + 8ij (52 — Mpg1)V - 9n)  (10.84)
j¢=pJ/m+Tst,— AVT (10.85)
h=¢3V-(J = ptn) + &1V - n (10.86)

The equations are closed by the relations
J = M(psbs + pnin) (10.87)

P = Ps—+ Pn (10.88)
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which were aready introduced. New transport coefficients ¢1, 2, ¢3 have beenin-
troduced. s is the entropy per unit volume. (Elsewhere we have used the same
symbol to denote the entropy per particle.) We imagine inserting the definitions
of 5, (10.84), fﬁ and h (10.86) into equations (10.81), (10.82) and (10.83). Then
the remaining equations are the continuity equation (10.80) (1), the momentum
eguation (10.81) (3), the superfluid velocity equation (10.83) (3), the energy con-
servation equation (10.82) (1) and the relations (10.87) (3) and (10.88) (1) which
relate the current and density to their superfluid and normal compenentsfor atotal
of 12 equationsrelatingthevariablese, s, T, p, p, 1 (Six thermodynamic variables)
and J, Us, U, ps and p, (11 other variables) for a total of 17 variables. Thermo-
dynamic relations between the six thermodynamic variables reduce the number of
independent thermodynamic variables to two independent variables and the con-
straint V x vs = 0 reduces the number of independent components of vs to two
so the equations can be closed (17 — 4 — 1 = 12 independent variables and 12
eguations).

Relations for the transport coefficients in terms of equilibrium correlation func-
tions of the currents, analogous to equations (10.46) and (10.47) were worked out
by Hohenberg and Martin.”
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Problems

10.1 Consider a monatomic fluid moving in a porous material in such a way that the
momentum is not conserved.
(@) Writethe conservation law for massinthissystemintermsof p = > 8(f —T;).
Define the quantities which appear carefully.
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10.3

(b)

(©

(d)

Problems 215

Imagine averaging this equation over short time scales as discussed to get a
hydrodynamic equation. Here there is only one hydrodynamic quantity, the
average density (p)(F,t). What is the appropriate way to close the equation,
anal ogous to what was done for a fluid conserving momentum? (Hint: you must
expand the current to lowest order in gradients of the hydrodynamic variables
and introduce atransport coefficient.) What is the name of the equation you get
this way, and what is the name of the transport coefficient?

Now deduce some Kubo relations for this system. Introduce a perturbation

H = —/ @p(ﬂ t)
Lo
exactly as for the hydrodyamic case. You may use the relation
ﬂRe(ép(ﬁ z— w+ie)(p)/p(@) = (pp)7(G, w)
(1= e Fh) ’ ’

where

(po)7 (@G @) = / dt — 1) / AF — 7 ') @000 ) (0F t)oF ',y

asin (10.34). Usethisand your hydrodynamic eguation to find an expression for

{pp)T1(T, w) intermsof w, B, the equilibrium density, g, an equilibrium thermo-
dynamic derivative and your transport coefficient. (There should be no reference
to §p in the answer.)

Usetheanswer to (¢) tofind two different expressionsfor thetransport coefficient
intermsof (pp)7(q, ) and the other quantitiesusing thelimitslim,,_.o limg_o.

Linearize the equations of superfluid hydrodynamics and solve them in the case of
zero viscosities. Show that there are two propagating, sound like modes. These are
called first and second sound.

Use the Gross—Pitaevskii—Bogoliubov theory for aweakly interacting Bose gas, as
described in Chapter 5, to calculate the one particle density matrix, thus identifying
the condensate wave function in this case (at zero temperature).
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Stochastic models and dynamical critical phenomena

General discussion of stochastic models

In the hydrodynamic theories, one writes equations which describe the system at
hand on long time and length scal es, using local conservation laws and the presence
of broken symmetries to determine the identity of these slowly varying quantities.
However, one would like a way to take account of the effects of the more rapidly
varying degrees of freedom in such theories. Implicitly, these more rapid degrees
of freedom are present in the integrals which determine the transport coefficients
in the hydrodynamic equations by way of Kubo relations, but no method is pre-
sented to calculate the required integrands. One way to take account of the other
degrees of freedom is to take on the entire many body problem all the way down
to the atomic or electronic level, as one doesin molecular dynamics simulations of
various sorts. However, it is useful to have some approximate analytical ways to
attack this problem as well. Here we review the basis for the most common such
approach, the Langevin eguation. For most of this discussion, we will assume that
theidentity of the slow variable or variablesisknown and that the separation of time
scalesisextreme so that the faster variables are essentialy instantaneousin asense
we will discuss. These assumptions are not often particularly well justified. How-
ever, the resulting formul ation has yielded very useful insights and is an important
part of the subject. Even after these assumptions, the Langevin equation (and its
relatives) is not particularly ssimple to solve because it contains a stochastic noise
term.

Generalized Langevin equation

We supposethat we know that a set of selected variables, generically labelled v (t),
isknownto be“slow.” We suppose that these can be expressed in terms of the coor-
dinates and momentawhich are used to write down the Hamiltonian or Lagrangian

217
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of the system. For example, these variables could be the hydrodynamic quantities
p(r, 1), v(F, t) and e(F, t) which enter the Navier—Stokes equations. However, here
we ignore the spatial dependence which can be taken into account later by use of
theindex i. In asystem in which quantum mechanical effects are important at low
frequencies, the v (t) could be treated as operators without changing very much
of what follows. However, we will assume that they are classical variables. In gen-
eral, if one knows a correct model for the system, expressed as a Hamiltonian or
Lagrangian, one can write down eguationsfor the time derivatives of these selected
variables. However, the expressions obtained for the time derivatives will be very
complicated functions of the original coordinates and momentaand will not involve
only the v variables originally selected. (Unless, of course, one has selected the
entire collection of coordinates and momentato be the . But then their dynamics
will not be “slow” in any sense and one might as well do a molecular dynamics
simulation.) In fact we carried out the process of finding the time derivatives of the
hydrodynamic variables in the last chapter and found expressions which did not
“close” That is, thetime derivativesinvol ved quantities which were not expressible
in terms of the hydrodynamic variables themselves. In deriving the Navier—Stokes
equations we closed the equations by assuming that unknown currents could be
expressed in terms of gradients of densitiesin away which introduced phenomeno-
logical transport coefficients. To go beyond that assumption here, we suppose that
the time derivatives can be written in the form
i

t
Wy /O At Kij(t — Dy @ + i) (11.1)
J

Thisis equivalent to separating off aterm of the form shown in the first part of the
right hand side from the time derivative. Thisis supposed to be the “slow” part. It
is assumed to be linear in the y; but the possibility of atime delay is taken into
account. The factor Kj;(t — t) iscaled a“memory function” sinceit isinterpreted
to mean that 9v; /dt is affected by values of ; in the “past” (t < t). The second
term ontheright, f;(t), iscaled the“noise” It isassumed (and to some extent can
be shown) to be“fast.” That is, itsdynamicswill involve frequencies (much) higher
than those resulting from the first term alone.

To proceed further we suppose that our system is in local equilibrium, so that
one can define an average, termed a“thermal average” and denoted (. . .), inwhich
one averages the time dependent quantities over times which are short compared
to the long periods of al the motions of interest. So far, the functions Kij(t — t)
and fi(t) are quite arbitrary but one finds some useful constraints on them if one
supposes that

(Yi(t=0)f;(1) =0 (11.2)
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for all positive t. One says that the noise is not correlated with the (initial) values
of the v;. With these constraints one can show quite generally that the correlation
function of the “noise” isrelated to the “memory function”:

() =Y Kt —t)yay;) (11.3)
|
Furthermore if one separates off akind of “mean field” term from K;, (t — t')

||(t —t ) = 8(t —t )Z<1ﬂl P > jwl))—l + Ki(ld)(t t )_ K(S) (d)(t t/)

(11.4)
then only Ki(ld)(t — t) contributesto (11.3):

(@) ) =Y KOt — )y (11.5)
|

We provideasketch of the proof of theseresults(moredetail sappear inreferences
1-3). One defines a Laplace transform F (z) of any function F(t) as

F(2) = —i /Ooo 2 F(t) dt (11.6)

(where zhasasmall positiveimaginary part). Then the Laplace transform of (11.1)
is
7Yi1(2) - Y _Kij(@vj(2 = ¥it =0) +ifi(2) (11.7)
j
(We have made use of the assumption that v (t) varies slowly to omit asmall part
of the second term.) Multiply this by v (t = 0) = 1, and average using (11.2):
> (285 — Kij@) v (2) = () (11.8)
j

It isuseful to define
Cij(t —t") = 0@t — t")(¥;(O%()) (11.9)

where ©(t — t’) isthe Heaviside function (equal to 1 whent > t’ and O otherwise).
The Fourier transform of Cjj(t — t’) defined as

Cij(w) = / ooéw“—t’)ci (t—t)dt —t) (11.10)

(notethat only half theinterval contributes) isrelated to the quantity (v (z1)vi (z2))
by the relation

% dw i (w
(Vi (z) ¥} (22)) = / Cij(@) (11.12)

v 27 (21 — 0)(22 + )
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which isinturn given in terms of the Laplace transforms of C;;(t —t’) as

Wi(z)¥j(z2)) = -

Now consider the correlation function of the Laplace transform of the noise. Using
(11.7) to eliminate the f and (11.8) several times one gets

(fi(20) 1j(22)) = — Y (@8 — Kir(22))(Z281x — K (22)) (W1 (z0)¥(22)) + (Wi ;)
o (11.13)

ij(21) + Cji(22)) (11.12)

or making use again of (11.12) and (11.8) and using Ci; (2) = (¥ ¥i(2))

(fi(z1) fj(z2)) = —

ik(Z) (i) + Kik(z2) (W) (11.14)

Inverting the Laplace transform gives (11.3). To show that only K(d)(t —t"), and
not Kl(ls)(t —t’), contributes to (11.3), one can use (11.14) to wrlte the contribu-
tion of K(S)(t t’) by inserting the Laplace transform of K (t —t'), which is
just a constant equal to Z (Y0 /ot) (yrjy) ~t giving for the contribution of

K& (t —t') tothe sumin (11.14)

(Yidyrj/ot) + (i /at)yry) (11.15)

But it is quite easy to show that thisis zero using the time reversal properties of
(i (t)y;(t")) (Problem 11.1).

Now consider thelimiting case, which isthe most common one studied, in which

the time scale of the noise is much shorter than the time scales of interest. Then
one often approximates

(fi(t) () = 8(t — )T (11.16)

(More generally this does not have to be diagonal ini, j.) Weinvert (11.5) to give

Kt —1) = o(t — O (i) (11.17)

inwhich (yiyj) "t istheij element of theinverse of the matrix (i ). Then the
Langevin equation in this“Markov” approximation becomes using (11.4)

axp. Z KiP v - DT Wiy i) + fit) (11.18)
J

in which the weight of the noise is related to the second term on the right by
(11.16). In practice one can arrange, for example, that the terms involving Ki(js>
give, inthe hydrodynamic case, the (linearized) Navier—Stokes equations. Thenthis
prescription permits one to extend the Navier—Stokes equations to take account of
high frequency noise, providing that one remembersthat to do this consistently; one
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must also include a damping term (the second one on the right in the last equation)
which is determined by the weight of the noise and the static correlation functions
(Yiyry) of thefluid.

General discussion of dynamical critical phenomena

At critical points, the fluctuations of the properties of the system become large at
long wavelengths, as discussed in Chapter 9. However, the scale of the fluctuations
becomeslarge not only in space but alsointime, that isthey “ slow down.” To under-
stand this critical “slowing down” we start with a hydrodyamic theory describing
conservation laws plus equations for the dynamics of the fluctuations of the quan-
tity, such as magnetization or phase, which characterizes the broken symmetry of
the ordered phase below the critical point. However, it turns out to be essential also
to take into account the effects of the dynamics of the other degrees of freedom
in the system, which have characteristically faster dynamics. From the preceding
discussion, we saw that including the*noise” associated with these other degrees of
freedom also necessarily, and for consistency, leads to additional dissipative terms
which can affect the slow dynamics and whose magnitude is related to the magni-
tude of the noise. Because the separation of time scales just discussed isvery large
near critical points, the Langevin theory, which assumed such atime separation, is
aparticularly good place to start to understand dynamical critical phenomena. To
be a little more specific, one can refer to equation (11.19), specialized to just one
variable v:
oy

2 = KOO - T o + £() (11.19)

where T is the weight of the noise. Now suppose for definiteness that i is the
deviation of the magnetization of amagnet with nolocal conservation lawsfromits
equilibrium value v = M — (M) = §M. (If there are no local conservation laws,
then at low frequencies, the “mean field” term (also known as the Poisson bracket
term) gives no contribution.) Consider the susceptibility y of such a magnet:

M) 3*F _ {(BM)?)
dH T dH2  KeT

(Thisis avery simple form of the fluctuation—dissipation theorem.) But near the
critical point y = C/|T — T.|” sothe second term on the right hand side of (11.19)
is(=I|T — T /C)8§M which gets very small (thatisslow) asT — T.. Thuswe
have critical slowing down from this term. Basicaly, this little example has the
elements of atheory due to Van Hove of critical owing down. The theory does
account for the qualitative fact that slowing down occurs but quantitatively it does

X = (11.20)
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not give the right exponents to describe the reduction in time scales as a function
of the distance in thermodynamic parameter space (e.g. temperature or field) from
the critical point. In fact it turns out that the critical fluctuations can cause I" to
be significantly temperature dependent and to diverge at T, in some modes. To
go further, one needs a more detailed theory which incorporates hydrodynamic
degrees of freedom, as well as the order parameter dynamics. However, before
embarking on that discussion we need to discuss the phenomenol ogical description
of dynamical critical phenomena which, like the static critical phenomena, can be
based on a scaling hypothesis.

Scaling description of dynamical critical phenomena To characterize dynami-
cal behavior associated with the large, long wavelength fluctuations which occur
near critical points, it is convenient to think about dynamical correlation functions.
These can be defined for many variables, though we will be primarily interested
in the variable which acquires a value which breaks a global symmetry of the
Hamiltonian by acquiring a finite value and thus drastically reducing phase space
over which the density matrix is nonzero below T. This variable is often called
the“order parameter.” Examples are the magnetization in magnetic models and the
density in the gas-iquid transition. (More specifically for the gasiquid transition
it isthe difference between the density of the gas phase and the liquid phase when
the pressureisfixed along the coexistence line. The subtleties associated with iden-
tifying separate phases in a system with which we are not already quite familiar
were briefly discussed in Chapter 9.) In the last chapter, we described the calcula-
tion of such adynamical correlation function ({(0p)(g, »)) for afluid in the limit of
long wavelengths and low frequencies, and using the hydrodynamic Navier—Stokes
equations. We argued there that at long wavelengths the assumptions that led to
the hydrodynamic theory were justified. The essential assumption is that by aver-
aging properties over regions of size which are small compared to the wavelength
considered, one can describe the average local properties with the assumption of
local thermodynamic equilibrium. This assumption was used to justify the use of
local thermodynamic relations in the derivation of the Navier—Stokes equations.
Near critical points, these assumptions remain valid only if the observations are
confined to larger and larger length scal es, because equilibrium fluctuations associ-
ated with longer and longer wavel engths become important. Thusit is because the
closure of the hydrodynamic equations required the repeated use of the assumption
of local thermodynamic equilibrium (though the fundamental conservation laws
which were the starting point of the hydrodynamic theory were obtained from ex-
act operator identities), that the region of validity of hydrodynamics narrows near
critical points. Near critical points, we have seen that there are large amplitude
fluctuations (in the order parameter but sometimes also in other variables coupled
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Figure 11.1 Illustration of the hydrodynamic and critical regions.

to it) over very large length scales. In order to describe the thermodynamic state
near acritical point, we must therefore choose aregion of the systemwhichislarge
compared to these fluctuations, which means that the volume of the regions over
which we average the conservation equations to obtain the hydrodynamic theory
must be larger than the coherence length which characterizesthe fluctuations. If we
do not chooseit that large, we still get the conservation equations but we cannot use
thermodynamic relations to close them because the regions are not in local thermal
equilibrium. Thus the hydrodynamic equations only make senseif the wave vector
g characterizing the scale of the observation is much smaller than the inverse 1/&
of the coherence length & (Figure 11.1). At the critical point itself, ¢ — oo and the
region of hydrodynamically allowed g shrinks to zero: hydrodynamics becomes
useless.

To obtain a phenomenological characterization of how the dynamics evolves as
one leaves the hydrodynamic regime, one needs a characterization of the dominant
frequency scale of the fluctuations. This may be done in a variety of essentially
equivalent ways. Here we follow Halperin and Hohenberg* and rewrite the corre-
lation functions of form (yv)(q, ») as

2

WY@, ) = —— (Y) (@) f (/wy (@) (11.21)
wy(4)
where
W) @) = / OF exp(—id-F)(W(F.t =OyF =0t =0)  (1122)
isrelated to

W) @G @) = / F ot e 9T+ (g (7 )y (F = 0.t = 0)) (11.23)
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by the relation

d - -
[ Sewn@a) =@ (1124

Theintegral on w isover theinterval —oo < w < oo. Then with the form (11.21)
one has for the function f the equivalent relation

/ Tk f(x) = 1 (11.25)

Now the frequency wy, (G) in (11.21) isfixed by requiring that

/ ' f(x)dx = 1/2 (11.26)
-1

Thisiseasily shown to be a sensible (though not unique) way of characterizing the
frequency of the fluctuations near acritical point. It isbetter than using afrequency
moment of the correlation function for this purpose, because for some models, the
most natural moments to choose turn out to be divergent.

Now if ¢ represents the fluctuations of the order parameter (magnetization for a
ferromagnet above the Curie point, magnetization minusthe average magnetization
below the Curie point, for example) then the scaling form for (v (f,t = 0)y (F =
0,t = 0)) = g(r) was discussed in Chapter 9 and can be written in the form

g(r) = r @At E(r /&) (11.27)
or for the Fourier transform
s@) = [ & exp(-id - () (11.29
thescaling formis
(@) = " 2F(§) (11.29)

We have argued that the dynamicsof the critical fluctuationswill also dependon gé.
Accordingly, Halperin and Hohenberg postul ated the scaling relation, analogousto
(12.29)

wy (4) = 9°2(q¢) (11.30)

The function ©2(g&) can be expected to take different forms in the hydrodynamic
and critical regions shown in Figure 11.1, without affecting the validity of (11.30).
One new exponent, the dynamical critical exponent z, has been introduced.

For example, we can use this hypothesis to draw conclusions about the critical
dynamicsat thegas-liquidcritical point. Fromthedensity—density correlation func-
tion §(q, w) for aclassical hydrodynamic fluid which was worked out in Chapter 9
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we found two modes, a sound mode and a zero frequency overdamped mode cor-
responding to entropy fluctuations in the fluid. Near the critical point, the entropy
fluctuation mode associated with heat diffusion dominates the critical behavior. Its
damping rateis

g, (q) = Drg? (11.31)

and representstherate of decay of fluctuationsintheheat, defined (equation (10.23))
asq; = e — (ep + Po)(p1/po)- Here Dt = A/Cp hasthe generic form of atrans-
port coefficient divided by a static susceptibility as mentioned earlier. Cp oc €7
near the critical point. We must, as discussed earlier, consider the possibility that
thetransport coefficient A also may divergeat the critical point. Assuming A o< €™
one has

Cl)p(Q) o E—I+)/q2 x g_—(l—)’)/qu x qZ—(I—y)/V(qS)(I—y)/u (1132)
This means that the dynamical exponent z is
z=2—(—-vy)/v (12.33)

In the critical dynamics region g& > 1 the function ©2(q&) must approach a fi-
nite limit: otherwise, the dynamical frequency will become either zero or infinity
independent of q in this region. Thus the scaling hypothesis predicts

w,(@) = Q(c0)g? =" (11.34)

when g¢ > 1 near the critical point. This q dependence can be checked exper-
imentally if | is known. However, these relations do not give the value of | or,
equivalently within the dynamical scaling hypothesis, of z. For that, an extension
of the renormalization group approach to the case of dynamical response functions
is required. For applications of the dynamical scaling hypothesis to ferromagnets
and antiferromagnets near their critical points, see reference 4.

Note that, in the Van Hove theory, the dynamical exponent z for the gas-iquid
casewouldbez=2+ y/v =4 — n, that isif |, characterizing the hypothesized
singularity in the transport coefficient (the thermal conductivity in the gas-iquid
case), were zero. Thisis characteristic of systems in which the order parameter is
conserved but the hydrodynamic mode is overdamped, so that there is a leading
g? in the characteristic frequency (arising basically from the diffusive form which
the equation of motion of the order parameter takes in those cases). In the case
that the order parameter is not conserved, there is no leading 2 and the Van Hove
prediction for the dynamical exponent isz =y /v = 2 — 5. A third possibility is
that the lowest frequency hydrodyamic modeis an underdamped sound like mode.
Thisoccursin an isotropic antiferromagnet. Then the dynamical exponent takesthe
general formz =1 —1/v + y/v. Inthe antiferromagnet the sound vel ocity goesto



226 11 Stochastic models and dynamical critical phenomena

zeroas£ ~Y/? and thetransverse susceptibility hasnosingularity sothatl /v = —1/2,
y = 0andz = 3/2. TheVan Hovetheory would givez = 1for theantiferromagnet,
not close to the known answer. However in the latter case, z isfixed by the form of
the hydrodynamic theory and elaborate calculations (briefly discussed below) are
not required to obtain it.

Experimentally one finds that the Van Hove predictions are not always well
satisfied. Van Hove theory works well for many magnetic models (though not
for antiferromagnets as mentioned above). However, for the gas-iquid transition,
| ~ v and z~ 3 — 5. The thermal conductivity diverges approximately as & near
the critical point in three dimensions. To account for such differences one must
consider the calculation of the transport coefficient near the critical point more
carefully. Though the general notion that the dynamical critical exponent does not
depend on the microscopic details of the system still holds (“ universality”) one can
see that, for a given set of static critical exponents characterizing a “ universality
class’ with respect to these stati c exponents, there can be morethan oneresult for the
dynamical exponent z. Hence the number of “universality classes’ proliferates for
dynamical propertiesand they are not particularly “universal” inthe ordinary sense
of theword. (A review of alarge set of models for dynamical critical propertiesis
given by Hohenberg and Hal perin, where some commonly used names are assigned
to them.")

Here we will confine attention to the simplest of these models, which has the
same static critical behavior as the Landau—Ginzburg model for the Ising model
which was discussed in Chapter 9. (This is “Model A” with n = 1 in reference
5.) The models are formulated as Langevin equations for the relevant variables.
Though, in principle, the Langevin equations could be derived from microscopic
Hamiltonians, along the lines described at the beginning of this chapter, in practice
they have been postulated to be correct. Generally one requires that (1) the static
critical behavior be consistent with the known critical behavior of the system of in-
terest and that (2) the model reduces in the hydrodynamic regime to the known
hydrodynamic behavior. The model we consider is described by the Langevin
eguation

om(r, t) SF -
= —To— + f(X,t 11.35
™ o5t (X, 1) (11.35)
in which
BF = / ar (| Vem(F ') |2 +rm(7)? 4 bm?) (11.36)

is exactly the same as the free energy functional defined in equation (9.99) (and
with the same dimensi onless choi ce of units) except that to avoid confusion between
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the temperature variable and the time we have used the variabler in place of the
variable t in (9.99). Also the coupling constant b of (9.99) is denoted b here and
the variable m is denoted m. One can see that (11.35) is nearly of the form (11.18)
with the discrete index i in (11.18) replaced by the continuous position label 7.
However, because of the term proportional to b in g, (11.35) is nonlinear unlike
(11.18) and this makes it significantly more difficult to solve, aswell asto justify.
Mazenko® has shown that one can obtain a derivation of such equations by use
of a generalized Fokker—Planck equation. Fokker—Planck equations have content
closely related to that described by Langevin equations but are expressed in terms
of the probability distribution P({m}) of the “slow” or macroscopic variables {mj}.
To be specific, in the case of the Ising like magnet, we identify

P({mg}, t) = Mqd(Mg — mMq(t)) (11.37)

where {my} isaset of numbersand {mq(t)} are the corresponding values which the
long wavelength components of the magnetization take at atimet. One obtains a
probability distribution from P({mg}, t) by averaging on the time (equivalent to an
equilibrium average):

(PM}, 1)) = (Mg8(Mg — mMg(t))) = e #71m) (11.38)

—BF({m}) can be identified with the free energy functional above, as suggested
by the notation. (Here and in the sequel we sometimes abbreviate {mg-}, which
is the set of all the small wave number variables mg, by m. The product ITq will
aways extend only over the long wavelength degrees of freedom in the set {mq-}.)
Now Mazenko basically postulates that the equation of motion for P({mg}, t) isof
aform similar to the equation of motion for ; as described in the first section of
this chapter. It is

aP(m t)__Z {[anqq/_r(q q)< d f)} p(rﬁ,t)}-i- R(M, t)

9 q
(11.39)
where
Vg =-— ; [ g, Qo B } (11.40)
and
Qu.q = ZkgT (P(M, t){my, my })e?” ™ (11.42)

(Z isthe partition function, {mg, Mg } is aPoisson bracket.) Equation (11.39) hasa
form closely related to a Fokker—Planck equation.® Noticethat thefunction P(m, t)
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does not involve any averaging and isintrinsically very singular as afunction of its
arguments. The equation of motion (11.39) is only useful for producing equations
for moments of it with respect to powers of the mq, and we will only discuss the
equation resulting from taking the first moment. The equation for P islinear in P
but the corresponding equations for the slow variables my will be nonlinear.

Here we reproduce elements of a derivation of (11.39) given by Mazenko (see
aso reference 7). Some of the assumptions made can only be justified a posteriori
(if at all) by reference to the reasonableness of the resulting equations obtained by
taking moments of (11.39). The basic steps are similar to those used in deriving
the Langevin equation at the beginning of this chapter. Write the time deriva
tive of P({mg}, t) in terms of a term involving a memory function plus a noise
term:

Eﬁ@g:fﬂf@ﬁWMﬁﬁw—wmﬁw=wﬂ
0

Separate amean field like term from the memory function. This mean field termis
assumed to be of the form

KO(m, i, t —t') = s(t —t)fD(_”)<P(rﬁ” LF;(t@><P(rﬁ”)P(m)>—1
(11.42)
Assuming that (P(m, t = 0)R(m, t)) = 0 as before gives
(R(M, HR(M, ) = fmwm@m‘” t)(P(M)P(M))  (11.43)

where K@(m, m”, t —t") = K(m, m,t —t') — KO@m, m", t —t'). In (11.42),
(P(M")P(m))~1 is the inverse of the matrix (P(m”)P(m)) with dimension which
is the square of the number of low wave vector variables. The matrix

= e MM 1s(my; — Mg)/Z

where Z is the partition function. (Notice that, to take thermal averages, we are
integrating over all the variables my, slow and fast, but that they must be treated
differently.) Thustheinverseis

(P(M")P(M)) " = Z e M1gs(m; — mg) (11.44)
The other factor in K©O(m, m', t — t) is (P(m”)d P(m)/at). It isrewritten as

aP(m) omg 9 P(m)
__Z atq Mg
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Therefore
<P(—//)8P(@> Z<P(—//)amq 8P(rﬁ)>

P ot am,

_ am
:—2 g 8(M, — Mgr) —2
Mg [< a8(My 2 ot

— _ am, _
=Y — [([Tg8(M'gr — Mg) { —2 P(M 11.45
§q<23mq[( 3T q)< u ()>] (11.45)

st - o)

Now one evaluates the time derivative by use of the Poisson bracket

om, oH om, oH om
™ - T 2o
ot —~ LIp. 90, 90, 9Py

where g;,, p; are canonical coordinates and momenta for the system. We assume
that the Hamiltonian depends only on a complete set of the mg (not just some low
wave vector subset). Then

— [ 0p, 00, 0, 0P | g 0Mgr S~ ap 00, 9qx Ipx

> e (mg.my
= _— (q//7 q
7 amq,,

Therefore the factor (qu P(m)) in the last expression in (11.45) can be written
_ s OH
(1/2) | DEmM)Ig (Mg — mg)e ™ > 5 (Mg, Mg}
qr/ q”

— (-1/(82)) / D({m})z Ty — me)ime:. mg) &

— —kgT Z

q//<

v, Mg})

(The integration by partsinvolved three changes of sign. Theseintegrals [ D({m})
areon all the microscopic (unbarred) variables my.) Thusfinally

<P(—// 8P(m)> =kgT Z |:1_[q S(m — mq ) Z P(@{mq ’ mq}>j|

q//<

(11.46)
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Now combine (11.42), (11.44) and (11.46):

K®(m, m,t — t)_8(t—t)fD(_”)kBTZaa—rﬁq

x {nqla(rﬁ” Mq') Z P(rﬁ){mq//» mq”}

q//<
x Z e*ﬁf(mq<)l'lq8(mg — rﬁq)
(11.47)

Insert the definition (11.41):

K®m, m', t —t')
- B _
=8t —t )fD( ke T qZ: o {nq«s(m — My )qz;

x Z et PF M) g8 (my; — ma)

—BF(M) Qq /Z)i|

_ 0
- 8 t - t/ D m// e
¢-0 [P
{nq//a(m /2 mq )Z Qq/ _'B]:(rﬁ))} e+ﬂ]:(rﬁ)nq’//8(rﬁgw - rﬁ&w)

=st-) | D) Y {Hq//a(m”” mqv)Z(aQq 4 ﬁaf ™ Q0. q)

A Tged(r m;,,)}

= —8(t —t') Z [Hq /3(Mg — M) Vo]

= —4(t —t') Z a—n—qq[vqaq,q’ P(mg, t)] (11.48)
a.q

which is the form given in the first term of the right hand side of (11.39). Notice
that this term has the form of the divergence of a current in the multidimensional
space defined by the variables m with P interpreted as a density and V as a ve-
locity. The expression for V can be evaluated for any choice of Hamiltonian and
variables m. These terms are sometimes called “streaming terms.” An equilib-
rium distribution is unchanged in time by this term, as one can show by proving
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that

9 B 3 9Qqq

q.q’ q’

aQqq 8(8"3 )
- Z g [ omy, T omy, Qq'q}

_ 92 (Qqq € 29
q)q, amqamq/
But the latter is zero because
Qa.q = —Qq.q

To choose models taking account of the remaining terms K @ in the memory
function, workersimpose this same requirement that an equilibrium distribution be
stable. To keep things simple, one usually also assumes that K@ islocal in time.
Then writing

KOm, m, t—t) =68t —t)Km, m)
we have the requirement

/ DMK (m, m) e 7™ =0

Choosing the following expression for K@ (m, nv) satisfies this condition (it is
expressed as a differential operator with respect to the m but this can be seen to be
alimit of afunction of m, m’)

IpF
8mq’

] Mg 8(Mg — M,

KO ) = 1@ ) [£h+

Thisform leads to the equation (11.39).

We have emphasized that in (11.39) every term is extremely singular because
P(m) isaproduct of deltafunctions. To obtain information about the coarse grained
variableswe can simply notethat if g iswithin the set of labelsfor “Slow” variables

[ PERPEO) = [ DTy — ma(0) T 208y — (1) = me(©)

That is by averaging over P we get the time dependence of the slow variable.
Thus multiplying (11.39) by mqy and integrating on all the variables m we obtain
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equations for the slow variables themselves

8mq — Vg(m) — Zr‘(q q) +f(t) (11.49)

in which the noisetermis
() = / D) R(T, 1)
It isnot hard to show using (11.43) that
(fq(t) fq(t)) = 2I'(q, g)s(t — t') (11.50)

The equations (11.49) and (11.50) are very similar to thelinear Langevin equations
(11.19) and (11.5). The important difference is that the terms on the right are
nonlinear in the variables m,. Further we have a prescription for calculating their
form, thoughthefunction I"(q, q’) isphenomenol ogical and unknown. (Inprinciple,
one could calculate I'(q, ') and check the assumptions about the locality of the
memory function in time and in the variables m which were made to reach these
equations. Asfar as| know this has not been seriously attempted.)

Finally, we can see how to get the model (11.35) from these considerations. In
the case of an Ising model, one can seethat Qg ¢ Must be exactly zero (see (11.41))
because the Poisson brackets between angular momenta are only nonzero for dif-
ferent components of the angular momentum of a given site, and the Hamiltonian
only depends on one component. Thus there are no streaming terms for an Ising
model. Taking I'(g, q') = I'pdq,q» We obtain (11.35).

Now let us consider, as an example, how the dynamical critical phenomena can
be studied with the model (11.35). First we take the Gaussian model as discussed
in Chapter 9. That is, wetakeb = 0in (11.36). We write the Fourier transform (as
defined in (11.23)) of (11.35) in this case:

(—iw + 2To(g? 4 1))Mg(w) = fq(w) (11.51)

We multiply this by the corresponding equation for mg (w) and take the equilibrium
average of the result:

(M (@)Mg(@)) = ( fa(@)* To(@))/(w? + 4T3(G% +T)?) (1152)

The numerator of theright hand sideisjust the Fourier transformin time of (11.50)
so with our choice of I'(q, q’) we obtain

(M (@)Mg(w)) = 2lo/(w® 4 4T5(q% +1)?) (11.53)

In the language of the dynamical scaling theory, (mg(w)mg(w)) is to be identified
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with (¥ 4)(q, ) ((11.23)). Integrating

f_ (M (@)Mg(w))do = 1/(g° + 1) = (M;mg) (11.54)

(o]

or q) in the notation of (11.28). Thus the scaling function f in this case obeys
therelation ((11.21))

20o(0? + 1)/ (0? + 4T3 +1)?) = (27 /wm, ) T (©0/@m, ) (11.55)

where wn, isthe scaling frequency. Itis plausible to supposethat wm, = al'o(g? +
r) where a is aconstant. Putting that ansatz into (11.55) one easily finds

1l/a
(/0m,)* + (4/22)

f(a)/a)mq) = (1/7)
and
1
(1/27) / (2/a) dx/(x? + 4/a%) = 1/2
1

The integral is (1/7) tan~(a/2) and thisis 1/2 when a = 2 so for this Gaussian
model

Wm, = 2Fo(q2 + r)

We put this in the form (11.30) by recalling that v = 1/2 for the Gaussian model
(equation (9.108)) and that in the dimensionless units in use here (see after (9.99))
it istherefore the casethat £ = 1/r /2. (We aretaking T > T¢.) Thus

om, = q°200(1+ 1/(g€)?)
which iswritten in the form (11.30) by defining (q&) = 2Ig(1 + 1/(q&)?). Thus

Wmy = ng(QS)

and z = 2 for thismodel.

Now we consider the case in which b £ 0. The approach is similar to that used
for static critical phenomena as described in Chapter 9. We seek a perturbation
expansionin b. However, the perturbation expansion will not converge below some
upper critical dimension d. above which the renormalized b will be irrelevant.
We will consider the artificial case of d infinitesimally less than d. and make an
expansion in e = d. — d. It isaninteresting feature that d; for the dynamic model
isoften different from d. for the static critical properties. However, in therelatively
simple model we are considering (Model A with n = 1 in reference 5) the upper
critical dimension turns out to be 4 for dynamics as well as statics.

To produce a perturbation expansion in b, it is convenient to introduce a small
field time dependent term of the form — Zq hq(t)mg to the free energy BF and
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consider the time Fourier transform of the resulting equation of motion (the field
here includes afactor kg T which cancelsthe g in 8F in thefield term)

(—iw + 2To(@? + 1))mg(@) + 40 Y / (dz/(2)) f (doos/ (27))Me, (2)

02,03
X Mg, (©3)Mg_qg,—q; (@ — w2 — w3))
— f4(w) + Fohg(@) (11.56)

which is to be compared with (11.51). The field provides a convenient way to
organize the calculation. When we take a thermal average of (11.56) the only
nonzero termsin (mgy(w)) will arise because of the presence of the field. We write
xo(Gw) = (To/(—iw + 2I'o(q? + r))) and rewrite (11.56) as

moe) = 2299 1) + Fohg) — (1 Pobxo@)(@)
<3 o/ @ e/ @M M M-~
42,q
(11.57)

We can generate a series in b for my(w) by iterating this equation, inserting the
entireexpression for mg(w) into each of the three factorsin thelast term repeatedly.
Thisyields(f = f/T'g)

Mg(@) = x0(Gw)(fq(@) + hq(@)) + (=4b/ To)xo(Ge) Y / ((dw2)/(277))

02,03
x [ (@oa) @) rofEawn)Fau(w2) + hu(w2) + (~4b/ Tohrofeaon)
x 3 [ tcon/@) [ (o) @x)me,@)me, (@5)Me, oo
04,05

x(w2 = 04 — w5)) || xo(@swa)(Fax(@a) + oy(@2)) + (—4b/ To) x0(Gaws)

x> [ tcon/@) [ (o) @rme,@)me, (@5)me, o
0a,0s

X (w2 — w4 — ws))} {Xo(q — 0 — Gz, © — @3 — 03)(f q_gp_q

X (0 — w2 — w3) + Ngq_q,—gs (@ — w2 — @3))

+(—4b/To)xo(q — G2 — O3, @ — w2 — w3)
x 3 / (do)/(27)) / ((dos) /(2)) Mgy (22) Mg (05)

04,05

X mqfquqsfq‘lqu(a) - 6()2 - (,()3 - 6()4 - (1)5)}] (1158)
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where we have just iterated once. The resulting series can be thermally av-
eraged term by term, using the properties (fq(w)) =0, (fq,(w1)fg(w2)) =
(27)(2I'0)8¢q,, —g,8 (w1 + w2). With the assumption that the noiseis Gaussian, higher
order correlation functions of f can be expressed as products of pairs, using these
rules. For example the zeroth order term (first line of (11.58) ) gives

(Mg(w)) = hg(@)xo(Gw) + - --

which saysthat xo(Gw) isthe susceptibility in zeroth order asthe notation suggests.
Note that the imaginary part of xo(Gw) is

IMxo(Gew) = To (w/(w?® + 450 +1)%)) = (0/2)(Mg(@)M_q(—o))o

when b = 0 (equation (11.53)). Thisis the fluctuation—dissipation theorem for the
b = 0 model. (A factor kg T appears on the left hand side if one makes the field
termin BF equa to —p Zq hq(t)mg.) One can show (reference 7 equations 2.32
to 2.46) that, within the model we are using, this fluctuation theorem is aso true
for theb # 0 model

My (§) = (@/2) (Mg(@)M_q(~w)) (11.59)

where x (Gw) = Mg (w)/dhg(w).

At finite order in —4b the terms which contribute to the series al have even
numbers of factors fq(w) and one power of hq(w). After iteration to a given order,
only the factors f are time dependent and need to be thermally averaged and since
the variables f are distributed (by assumption) in a Gaussian way, these averages
all factor into products of pairsof f.We illustrate by writing down the first order
termin b from (11.58):

3(~4b/ Ta)o(G) Y [ (doa)/(2r)

02,03
X /((dws)/(ZN))Xo(alz, @2) x0(03, @3) xo(q — G2 — O3, @ — w2 — W3)
x (Fgu(@2) f o (@3)) Ng—g,—gs (@ — @2 — w3)

= 3(-4b/ To)xo(@0) Y [ (con)/(21)

02,03

X /((dws)/(ZN))Xo(alz, w2) x0(Gs, w3) x0( — 02 — O3, @ — w2 — w3)
X (41 / T'0)8qp, —gs8 (w1 + w2)Ng—qg,—gs (@ — w2 — w3)
= 3(—4b/ T'0) xo(qw)

X ; / ((dw2)/(27))(2/ To) x0(G2t2) X0(—T2, —@2) x0(Q, w)hg(w) (11.60)
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The product

(2/ To) xo(Gew2) xo(—T2. —w2) = (2/ To)['5/ (w5 + T5(A% + 1))
= (Mg, (@2)M_g,(—w2))o

where (Mg, (w2)M_g,(—w2))o isthe b = 0 value of the correlation function givenin
(11.53). Thusthefirst order term is also written

3(—4b/ T'o) xo(qw) Zf(dwz/(27f))(qu(wz)m—qz(—wz))o)(o(as w)hg(w)
92

The reduction of the terms associated with the averages on the f together with
the corresponding factors xq to factors of the form (mg(w)m_q(—w))o occurs re-
peatedly in the series so that the evaluation of the terms can be reduced to “rules’
corresponding to the replacement of pairs of factors of f and the accompanying
noninteracting susceptibilities by noninteracting equilibrium correlation functions.
These rules differ somewhat for various dynamical models and are formulated
differently by various authors. One relatively clear source is the book by Ma®
To clarify the calculations further, various authors have introduced diagrammatic
notations for the termsin the resulting series. It is convenient to denote

_ dmg(w)
~ 9hg(w)

x(@, »)

and rewrite the series as a series for x(q, ) (which amounts to keeping only
linear terms in hy(w) and dropping the factors hq(w)). Then the first term in the
corresponding seriesfor x (G, w) can be represented by the diagram

=X, (%)

The whole series can then be represented diagrammatically as
_— > + > -—»—
%@®) = % @) + x(q0)EQo)T )x¢w)

in which the factor labelled 3(q, w) contains al the terms in the series with one
factor xo(q, ») factored out on theright and theleft. (Some authorsdefineit withthe
opposite sign.) (Factors xo(G'w’) with arguments not equal to thosein the x (G, )
being calculated will occur inside sums on frequency and wavevector in X(q, w).)
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The last equation can obviously be formally solved for x (G, )
x (@, ) = x0(d, 0)/(1 = x0(G, @) 2(d, )/ T'o)

and reintroducing the explicit expression for xo(q, )
x(@, w) = To/(—iw 4 2To(q* + t) — (7, »))

The"“self energy” X(q, ») describedinthisway thusgivestheinformation about the
characteristic frequency used inthe scaling theory of dynamical critical phenomena.
Since near critical pointswe are only interested in low frequencies, we can explore
how to relate (g, w) to the characteristic frequency wm, of the scaling theory by
expanding X(q, ») about its argument for small w giving

%@ ) = To/(—iw + 2To(? + 1) — (0. 0) — &(dE (g ©)/dw)omo + )
Co/(1+ i(dE(9, ©)/dw)umo)
S0+ (@q — £(0, 0)/(1 + i(dX(q, ©)/dw)u—0)

where wq = 2I'0(g? + t). Assuming the fluctuation—dissipation theorem (11.59)
this leads to a L orentzian correlation function (mg(w)m_q(—w)) at this order, and
hence, by thesameargumentsused for theb = Omaodel, toacharacteristicfrequency
wm, of :

~

wm, = (0g — 2(q, 0))/(1 +i(dX(q, w)/dw).=0) (11.612)

The term we calculated explicitly makes a contribution which can be denoted
diagrammatically by

where the wavy line stands for a factor (mg, (w2)m_q,(—w2))o and the black dot
denotes a factor (—4b). One sums over internal wave vectors and integrates over
frequencies so that this contribution is

46 0) = 3(-45) Y, | o/ (@20) e, (w2)m.a(~02))
(7]

to the sdlf energy. This term is independent of q and w. It can be evaluated, but
only results in an effective shift in the critical temperature. In particular, one finds
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¥1(G, w) = Kt@1/2 which can be added to the term I't in the denominator of
x (G, w). By defining a shifted critical temperature T, by the requirement that I't —
Kr@-2/2 _ ga T = T, one can take account of the essential effects of thisterm
inasfar as they affect the critical properties of the model. The first term in the self
energy which does more than affect the effective critical temperature is the one
denoted by

This term may be written as

$5(d. ) = 18(—4b)? / (don/(27)) f (dws/(27))

1 20 2l
XZ —i(w — w2 — w3) + —w w5+ w2 )\ w2+ w2
G, 0s 2 3 R 2 02 3 03

(11.62)

where wp = 2I'o(p? + r). The prefactor 18 can be understood by iterating (11.58)
to second order and then noting that the second factor proportional to (—4b) can
be selected in three ways, in this second factor the factor proportional to h can be
selected in three ways, and the remaining four factors of the fluctating field may be
factored in two ways. (The reader is encouraged to do this explicitly.)

One can carry out the integrals on the frequenciesin (11.62) giving

wp + Wi + W5_p_i

%3G, ) = —18(—4b)*(I'3/3 .
3(0, w) ( ) ( o/ ) ﬁka: wﬁwaﬁ—b—R[_lw + (wp + o + a)q_p_R)]

(11.63)

To evauate the effects of this term on the dynaﬂni can critical behavior, we use

(11.61). We define scaled variables §’ = G/r%?, k' = k/r'/2. Setting w = 0 we
have

£3(G. 0) = —18(~4b)X(1/3To)r -3(Q9 /(27)%)? / K

x / B (1/(p? + D)(I/(? + D)(1/((E/r % — B — )2+ 1))
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which isfinite at the critical point if d < 3. However
i(d25(0, @)/dw),—o = 18(~4b)*(1/T§)r* (2 /(2r)")*
« [ [ @ BwE?+ )a/K? + 1)
x (1/((@/r¥2 = p' = K)* + 1)) (1/[3+ p? + K2
+ (@2 - - K)))
and this diverges asr — 0 for d < 4. The contribution to the characteristic fre-

guency is
i(d23(q, ®)/dw),—owq o g%rd=*

(plus a q independent term) so this means that the effective diffusion constant
associated with my isdiverging. However, asin the case of static critical phenomena
we cannot use this perturbation theory result to deduce the nature of the divergence
because the perturbation theory obviously breaks down when it gives diverging
terms.

Onecopeswiththisdivergencein away closdly anal ogousto theway theinfrared
divergences which occured in static critical phenomena were handled. Note that
the expression for the characteristic frequency wm, in (11.61) can be written

om, = 2lo(@” +1 — £(§, 0))/(1 + i(d=(q, »)/dw).=0)

We write thisas

om, = T'(@)/x(a)

in aform suggestive of the discussion of the Van Hove theory. Then we identify
x@ ™t =0a*+r - 2(@d,0)
akind of inverse static susceptibility corrected for interactions and
1/T(q) = (1 +i(dX%(q, w)/dw)e—0)/2T0 (11.64)

which is an inverse “kinetic coefficient” (here a diffusion constant) corrected for
interactions. Inthismodel, it isnot the effects of interactionson x (q) which change
the value of the exponent z, but the q dependence which enters due to terms in
1/T(q).

We just showed that the first term in a perturbation series of the correction to
the kinetic coefficient diverges. The divergence is an infrared one (occurring at
the lower, long wavelength limit) in the integrals on intermediate wave vectors,
guite analogous to the problem that arose with a perturbation calculation for the
effective free energy in the static critical phenomenon problem. One approaches
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the problem similarly, except that instead of renormalizing the free energy, we have
to renormalize the equation of motion. The renormalization occursin two steps, as
it did in the static critical phenomenon problem. One can do these steps in either
order but we will begin by describing the “dynamical” step. We will first only
take account of those terms in the perturbation series for 1/ I"'(q) for which the
intermediate fluctuations have wave vectors in the range A/ b < K, p,..., < A.
Here A isthe short wavelength cutoff on the wave vector sums, just asin the static
critical phenomenon problem (b was 2 in the discussion in Chapter 9). This is
obvioudly only a partial summation of the perturbation series. The advantage is
that we can do this part of the problem without encountering an infinity, because
the lower limit of the integrations is not zero. The second step is to rescale the
result so that the upper limit of the remaining wave vectors, expressed in scaled
form, is the same as it was before. Then if al goes well, we will have a new
eguation of motion with a rescaled kinetic coefficient and we can do the same
perturbation theory calculation again on the next shell of wave numbers, working
infrom larger to smaller ones, giving arecursion relation. In such arenormalization
we must rescale the parameters of the free energy functional at each step in away
which is completely consistent with the result which we got for the analogous
renormalization of the free energy in the discussion of static critical phenomena.
In the problem at hand, thiswill turn out to work near the upper critical dimension
of 4 and we will evaluate the correction to lowest order ine = 4 — d.

There are two things to note about this. One might think that to cope with
dynamical critical phenomena, one would have to do the integrals on w (as well
as on the wave vector) in the same shell by shell manner, starting with the larger
frequencies, but this turned out not to be necessary. Further, one does not actually
need to reduce the problem of finding z to an eigenval ue problem of the linearized
renormalization group, because it turns out to be sufficient to require that the value
of z alow afixed point of the recursion relation to exist.

To carry out these steps it is convenient to reverse the order and do the rescaling
first. To get the scaling right, it is convenient to go back to equation (11.35). We
rescaleto new length variables x’ related tothe earlier onesby x = bx’. We suppose
that m" = b®m. Then the free energy  in (11.36) becomes

BF = / df /(092D | e m/(F ) |2 + b2/ (7)? + b *bm’*) (11.65)

The exponent n will enter after a few rescalings because the critical form of the
static correlation function contains the factor 1/r -2, We define

r’ = Bd72ar
b’ = b
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and require
5d—2(1+a)—n =1

Thelast equation arises so that the coefficient of theterm involving the gradient will
remain 1. An equivalent requirement was imposed in the discussion in Chapter 9.
It gives

a=(1/2)(d—-2+n) (11.66)
and thus

r' = b2r
b = B4—d—2nb

after the rescaling step. These rescalings are consistent with those found in the
rescaling step for the renormalization of the free energy described in Chapter 9.
For the dynamical part of the equation (11.35) we suppose that frequenciesrescale

as w = b2’ so that the time in (11.35) rescales ast = b?’. We may then write
(12.35) as

~ o ~8 m

bzat’
Thus if one requires the new eguation to have the same form as the old one, the
rescaling of the kinetic coefficient 2I'g should be

= —2I'eb* 9[r'm + V?m + b'm?] + field and noise terms  (11.67)

2F/ — Bz+2a—d 2F

where we have written T instead of T'g in anticipation of the ideathat this relation
will beiterated. With thisrescaling, (11.67) is
om’
at’
Now to take the dynamical step in the renormalization we can use the results of
Chapter 9 for therecursionrelationsfor r (formerly t) and b since the renormaliza-
tion procedure is essentially the same. (Several authors have shown this explicitly,
seefor examplereference 5). For the renormalization of I we use (11.64) and keep
thefirst relevant term in the perturbation series, eval uated, as described above, only
for wave vectors A/b < p,k < A

= —2I'[r'm + V?m + b'm?] + field and noise terms

1/ T = b~ #2a-d (1/ ' + 18(—4b)?(1/T)

A A N
x /A dlk [ dTBE/ PP/ (KI)(L/(=P - K)P)

/b A/b

x(1/[p?> + K>+ (—p — R)Z])) (11.68)
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We have supposed that A /b >> r and dropped the termsinvolving r . Following the
procedure in the case of static critical phenomena we want the lowest order terms
arising from thisin aseriesin e = 4 — d. One can show that theintegral in (11.68)
is proportional to Inb. Writing the result as (1/ I')(—4b)?c; Inb one obtains

1/ T = b~@22-9(1/ ) (1 + (—4b)%c, Inb)
At the fixed point 4b is of order ¢ so one can write
(1 + (4b)2c; Inb) ~ b-4"’a
and the equation for 1/ I" has afixed point if
z=2—n+(-4b*)’c

n is of order €2 in this model so the correctionsto z = 2 in this model are of order
€2. (See the references for numerical values.)

References

1. G. F. Mazenko, in Correlation Functions and Quasiparticlesin Condensed Matter, ed.
J. W. Halley, New York: Plenum, 1978, pp. 151-161.

. H. Mori, Progress of Theoretical Physics 33 (1965) 423.

. G. F. Mazenko, Physical Review A 9 (1974) 360.

. B. 1. Halperin and P. C. Hohenberg, Physical Review 177 (1969) 952.

. P. Hohenberg and B. Halperin, Reviews of Modern Physics 49 (1977) 436.

. For agood elementary account see F. Reif, Fundamentals of Satistical and Thermal
Physics, New York: McGraw-Hill, 1965.

. S.Maand G. F. Mazenko, Physical Review B 11 (1975) 4077.

. S.-K. Ma, Modern Theory of Critical Phenomena, Reading, MA:
Benjamin-Cummings, 1976.

ok wWN

o ~

Problems

11.1  Show that (11.15) is zero.

11.2 Findthestreaming terms\, for aHeisenberg ferromagnet. Assumethe slow degrees
of freedom to be low wave vector spatial Fourier transforms &, S, g of thex, y
and z components of the spins §¢, §', § at sitesi and assume the spins at each
site to be of the (classical) form S = 2o . X P, whereft;,, p,, are canonica
coordinates and momenta.

11.3 Show that the factor 18 in (11.62) becomes 6(n + 2) if there are n “ components’ to
the variables m(g) asin the n—d model.



Appendix
Solutions to selected problems

Chapter 1
1.1 Thethree dimensional constant energy surfaces of the two dimensional harmonic
oscillator are three dimensional ellipsoidsin the px, py, X, y phase space and are
described by
pZ/2m+ pZ/2m+ Kyx?/2+ Kyy?/2 = E
If the trgjectory filled this surface, then al the values of x, y in the range
Kxx?/2+ Kyy?/2 < E

would be passed through by the trajectory, for example. But, in general, this cannot occur.
Suppose one starts at Xo, Yo, With zero momenta. The energies

Ex = p2/2m+ (Kyx/2)x?
and

Ey = p/2m+ (Ky/2)y?
are separately conserved by the equations of motion so that the maximum value that x can
take during the trajectory is xo and not \/ (X3 + (Ky/Kx)Yg) whichisincluded in the

ellipsein the first equation. In fact, in the xy plane, the trgjectories are confined to a
rectangle bounded by +Xxq and +y, which fitsinside the ellipse. Inside this rectangle,
though, one can say something about a kind of limited ergodicity. If the frequencies of
motion in the two directions arein rational ratio so that ,/(Ky/Ky) isarational number
then the trajectories close and do not even fill the rectangle, whereasiif thisratiois
irrational, then the trgjectories do fill the rectangle but not the ellipse.

We illustrate numerically with a couple of casesin Figure A.1. The Fortran program
used to generate the figuresis also attached.

1.3 A particle confined to a box of length a by elastic walls:

q = o + (po/m)t
until reflection at walls p — — po.

243
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Figure A.1

Thetime AqismAQq/ | po | whiletheperiodis2ma/ | po |. Thus

A _mAQ/Ipol i, )
T 2ma/ | o] [6(p— | Po ) + 8(p+ | Po N1 ApO(q)©(a —a)

A

= 22 8(p— 1 Po ) +5(p+ | po ] APO(@)O(a — )
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and

(@ Pio. o) = o [5(p— | Po ) +5(p+ | po D] O@O(@ )

A one dimensional harmonic oscillator. Here the system is ergodic and periodic for all
initial conditions. The energy is

p(a) = £v2m(E — kg?/2) = mz—?

so that over one periodin (Aq, Ap) at (g, p) we spend the time

At = \/% [6(p — v/2m(E — ka?/2)) + 8(p + v/2m(E — ka?/2))| Ap

whereas one whole period takes T = 27 ./m/k. Thus, ignoring the finite time spent in the
fraction of aperiod immediately after the initial conditions (which isnegligible in the
large time limit),

At
(d, P; o, Po) = TAQAp
~ m Jkd(p—v2m(E — kg?/2)) + 3(p + v2m(E — kg?/2))
T 2nVm V2m(E — kg?/2)

A ball in the Earth’s gravitational field bouncing elastically from afloor. Here the system
isergodic and periodic for all initial conditions. The energy is

_po _ P
E = 2m+mQQO—2m+mgq

thus

d
p(@) = /2m(E — mgg) = m

so that over one period, in (Aq, Ap) at (g, p), we spend thetime

mAq
At=—-———_18§(p—v2M(E — ) 2m(E — A
e o) (P~ V2M(E —mga) + 5(p+ /2m(E — mga)) | Ap
whereas one whole period tekes T = 2tgrqp, the time it takes for the ball to fall from its
maximum height, gmax. Thisisfound by solving

MQQmax = E
0= qf = Omax — gtgrop/2
which give
2E

T=2|—
mg?
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Figure A.2

Thus, ignoring the finite time spent in the fraction of a period immediately after the initial
conditions (which is negligible in the large time limit),

_ At mg [8(p — +/2m(E — mgq)) + 8(p + v2m(E — mgq))|
p(d, P; o, Po) = A =—

qAp 4 VE(E —mgq)
A pendulum with arbitrary amplitude. Here the system is periodic, but only ergodic for
some initial conditions. for small energies, the pendulum’s angular position is bounded
and it traces a nearly elliptical path in phase space similar to that of the harmonic
oscillator (Figure A.2). For large enough energies, however, the pendulum rotates
continuously around the pivot, maintaining the sign of its momentum.

In the coordinate system 6, p; = ml2dé /dt, the energy takes the form

E= % — mgl cos(6p) = &2 — mgl cos(0)
2m 2m

(note E > —mgl). Thusthe energetically allowed momenta are

ps(9) = £/2m(E + mgl cos(9)) = m|23_f

Now we can find the bounds on the coordinate 6 by looking for the condition in which
the momentum is zero, i.e. E = —mgl cos(0max), OF

—-E
Omax = COS™* (—)
mgl

which becomes undefined when its argument passes +1. For E > mgl, the motion is
unbounded in 6.
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For |E| < mgl, over one period in (Aq, Ap) a (q, p) we spend the time
_ mi2A6
~ /2m(E + mgl cos(@))

At

[a(p — /2m(E + mgl cos(9)))

+38(p + y/2m(E + mgl cos(@))) | Apy
as the system samples both directions of momentum. On the other hand, for E > mgl,

ml2A6
A= JamE gl coso)) [8(‘) + /2m(E + mgl C03(9)))] Apy

where the £+ depends on the sign of the initial condition, pg o.
The whole period for the motion can be expressed as

o
T= / dt = f V2m(E + mgl cos(@))

oneperiod
which can be written for each case (using the symmetry of the integrand)

cos }(—E/mgl)
do

/2m(E + mgl cos(f))

TiE|<mg =4

and

r do
Teomg = 2
E-md / J/2M(E T mgl cos(@))
0

Thisintegral can be evaluated numerically and one can then combine the above pieces
using (for each energy case separately)

At
 TAOAp
(What happensin the special case when E = mgl ?)

0

Chapter 2
2.3 The eigenfunctions are

Y (x) = \/gcosknx kn = (%) (2n— 1)

Yr(x) = @sﬂnknx k= (%) (20)

n=0,1,2,....Energy eigenvaluesare E, = ﬁzkﬁ/Zm. The general form of the density
matrix is (s = 4)

Pn,sn,s = |an(0)|25n,n’5s,s’
but if you start with an energy eigenstate ng, S itis

Pn,sin’,s = 5n,s;n’,s’5n.s;no.so
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For an operator O(x) the expectation value, for s = +, is
a/2
= (2/a) / c0s” kn, X O(x) dx
—a/2
a/2

d
= (@) [ L [ x@W26(p— ko) + 5(p -+ ko) 05 Px/f O

—a/2

with cos® px/h = (1/2)(1 + cos2px/h) thisis

(0) = /dpfdx(l/Za)(ﬁ(p—ﬁko)+5(D+m<o))[1+005(2px/ﬁ)]o(x)

Thefirst termin the square bracket gives the classical result and the second term gives the
correction. For so=— it isthe same except that one uses sin® px/h=(1/2)(1— cospr/ﬁ)
and the correction term has the opposite sign. For functions of momentum O(ﬁ ) we
have, with sg = +

a/2

= (2/a) / cos(kn,X)O (ﬁi> €0oSKp, X dx

i dx
—a/2

a/2

= (2/a) / cos(kn, X)(1/2)[ O (Rko) € + O(—hko) e X
—a/2
a/2

d A
=) [ P [ axoostpr/M1/2)6(p i) + 5(p + ) € O(p)

—a/2

But cos(px/h) €PN = (1/2)[1 + €¥P*/"] so

(0) = f dp / dx(1/2)(8(p — ko) + 8(p + ko)) [ 1 + €#P"]O(p)

and the correction term is again the second one in the square bracket. (However, in this
case, with one eigenfunction and a function of only the momentum, the correction term
actualy integratesto zero.) Finally for s = — and functions of the momentum one gets
the last result with aminus sign in front of the correction term. The correction terms are
small if (i) the wavelength h/ pg is small compared to the size a of the box and (ii) the
operator O(x) varies slowly over the wavelength. In terms of the uncertainty principle
language, the uncertainty in x hereis of order a and the uncertainty in p is 2pg so the
criterion (i) isa > h/pg or Ax > 2h/Ap consistent with the expected requirement for
classical considerations to work; (ii) just means that you can focus down more on the
particle and determine its position (with O(x)) down to some AX < a aslong as

AX > h/Ap. The more general case O(p, x) and a general starting wave function,
corresponds classically to averaging over avariety of classical trgjectorieswith a
probability distribution of starting energies. Let the momentum width of the starting wave
function be Ap and the position width be Ax. Then aslong as O(p, x) varies slowly over
both of these, and the average momentum p satisfiesh/p > a, the classical result can be
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used with a momentum distribution

p(p., X) = (1/4a)|3pja/n|?
(Here one should use the nearest integer to | pla/ h.)

Chapter 3
3.5 The needed derivatives are
9E(m)
oV

=—(2/3)Epy/V

d%Ep,
Gz = (10/9Ep/V2

Thus

aH\2\  [aH\/oH o )s
<<W> >‘ <W><W> = (4/9V*)(E? - EY) = (4/9V)ks T <ﬁ>

= (4/9VHksT?Cy = (4/9V)ksT?(3/2)Nks

= (2/3)k3T2N/V?
so the left hand side of (3.78) is (2/3)ks T N/ V2. Similarly the second quantity on the
right of (3.78) is

2
<%> = (10/9V?)E = (10/9V?)(3/2)NKsT = (5/3)Nkg T/ V2

and thefirst term on theright of (3.78) is —NkgT/V so the equality is verified for an ideal
gas and the fluctuations behave as claimed.

3.6 Use
(5),-(30)+ (). (2)
X/, ox /, 0z J, \9x/,

withw =S x=T,y=P,z=V giving

S AV
Cr—Cv=T(—) (=
Py (aV>T(aT)p

FromdF = —SdT — P dV + x dN one getsthe Maxwell relation

(W), =),

P AV
Cr—Cv=T(—=) (=
Py (aT)V(aT)p

All the quantities on the right hand side get small at low temperaturesin asolid. But

using
9z\ (dY\ (X)) _
ay Jx\ax/,\oz ),

giving



Chapter 4 251

withx =V, y=T,z= P gives

(), (5,5,
et () /-(5),

The denominator (inversely proportional to the compressibility) goesto zero at a
gas-liquid phase critical point, while the numerator remains finite, so this quantity
diverges.

and thus

Chapter 4
4.2

3N 3N
Zge =Y (1/hNND) [/ e PhI2mg p} [/ e‘KﬂXZ/de} g
N

If /2/BK <« V1/3 then the limits on the integrals on x can be extended to +o0o and

Zge = op[(2ic/37) €]
where A1 = /h2/2mrksT and Ax = /27/BK. Then

Q= —ksT(23/2%) e
so that

(N) = —(3Q/d)rk = (A3/2%) e

and

1 =ksTIN((N)(A3/2%))
which dependson (N). We have

Q= —ksgT(N)
dQ = —SdT + (32/0K)r,, dK — (N)du
and
S=—(3Q/0T)k,. = (N)(4ke + kg In (A% /A3 (N)))
(0/0K)1, = (3/2) (ks T/K)(N)

isan ar ea. The specific heat is

T(3S/0T)k.n = 3ka(N)
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Chapter 5
5.2
S= Vkg[e®*/2%](5/2 — 1/ kgT)
(0S/0T)v = (Vka[€/2%])(u/ke T? + (3/2T — 11/ ke T?))(5/2 — (/ksT))
= NKg[(15/4T — 3(u/ke T?) + (1?/K3T3)]
So the specific heat
Cv../Nkg = 15/4 — 31/ kg T + u?/k2T?

with 1/ ks T = In(NA3/V) and A = /27h?/mksT one can calculate Cv,./Nkg and
compareit with Cy n/Nkg = 3/2
We show an example in Figure A.3 of the specific heat at constant 1 and volume asa
function of temperature for helium gas at a chemical potential corresponding to 1
atmosphere at 300K.
Now we show algebraically the relation between Cy , and Cy :
(0S/0T)ny = (3S/0T), v + (3S/du) T v(O/dT)Nv
@S/91)7v = (Vka[€™/2°1(1/ ke T)(5/2 — 11/ ke T) — (1/ks T))
=(N/T)(3/2— 11/ keT)
(Ou/dT)ny = (/T — (3/2)ks)
(3S/0T)n.v = (Nks/T)(15/4—3/ke T +11?/ (ke T)*+(3/2 — 1/ ke T)(1e/ ke T —3/2))
= (Nks/T)(3/2)
Cv.n = 3Nkg/2

as expected.
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5.3n =2 M = 2andthereare 4! /(2!?)(2!) = 3 assignments.

Permutation Exchange center of mass Sign

For assignment of 12 to one molecule and 34 to the other:

1234 3412 +
2134 3421 —
2143 4321 +
1243 4312 —
For assignment of 13 to one molecule and 24 to the other:
1324 2413 —
3124 2431 +
3142 4231 —
1342 4213 +
For assignment of 23 to one molecule and 14 to the other:
3214 14 32 —
2341 4123 —
2314 1423 +
3241 4132 +

The approximation associated with (5.22) would correspond to just using the first eight
of these. In the semiclassical approximation for the centers of mass oneis effectively
using just four of these eight (e.g. the first column).

5.4 The vibrational and trandational contributions to the specific heat are the same in the
equilibrium and mixed states. Here | evaluate only the rotational part.

In each case, total | of the moleculeis O, 1, 2 with nuclear wave functions respectively
even, odd and even and multiplicities 1, 3, 5. Since deuterons are bosons the total wave
function is even so the corresponding rotational states must have L even (with weight
1+ 5 = 6) for the even nuclear states and L odd (with weight 3) for the odd
nuclear states.

Let Zeven, odd = D1 even, oaa(@L + 1) exp(—R?L(L + 1)/ kg T)

Equilibrium:

F€ = —ksNT In[6Ze,en + Szodd]

S = —(9F%/3T)y.n = kaN [ln [(6Zeven + 3Z0q] + T [6(32%‘/ OT) + 30 Zow/ 8T)H

6Zeven + 3Zodd
Cf =T(S/0T)v.n

_ kBN [2<6(8Zwm/aT) + 3(azodd/8T)) +T (6(322even/8T2) + 3(8220dd/3T2))

T (6(azeven/aT) + 3(azodd/aT))2
6Zeven + 3Zoad
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Mixture:
F™ = —ksNT ((2/3) In Zeyen + (1/3) In Zogq)

S" = —(9FM/aT)y.n = keN [(Z/S)In Zeven + (1/3)In Zogg

o [t (VZ5200)) . g (V2T ]

Zeyen Zodd
CL“ = T(BSm/BT)V’N
— kTN [2 <(2/3) ((azeven/aT)> +(1/3) ((3 Zodd/aT)>>

Zeven Zogd

+ <(2/3)T <7(822We”/ 8T2)) +(1/3)T (7(322““/ aTz))>

Zeven Zodd

2 2
. <(2 T ((azwm/an) T ((azodd/aT)) )}

Zeaven Zodd
For numerical purposes | wrote these in terms of the sums
TR0 = Y @L+DLL + 1) exp(-L(L +1)x)

L even, odd

m=0, 1, 2giving (x = h?/2I kg T)
2
. <22§+ zg) B <2zf+ zg)
e+ xg)  \2mer 8

m_ 2 P 7 ? >3 = i
o3 )2 (3- )]

The calculated rotational specific heat as afunction of absolute temperature in kelvins
isshownin Figure A.4.

5.7 In each case choose a partition of the energy axis such that there are G, levelsin the
partition «. We require G, >> 1 and that the energy width of the partition be much less
than kg T. (Thisis possible for a macroscopic system where the level spacing is small as
long as there are no localized states.) Now consider aset {N,} where N, = )", n, and
ask: how many ways can the n, be assigned, consistent with this set {N,}? kg timestheIn
of this number is the entropy. For convenience we say that n, “particles’ have been
assigned to v for each set {n,} though the particles are all indistinguishable. We calculate
the number of ways separately for fermions and for bosons.

Fermions For each «, assign thefirst particlein G,, ways. For each of these, there are
G, — 1 waysto assign the second particle, etc. until N,, particles have been assigned for a
total of

Go!/(Gy — Ny)!

However, permutations of the labels on the N, particles in these partitions give identical
states, so the total number of distinguishable statesis

Ga!/((Go — Ng)IN,!)
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(To be sure you understand this, working out an example, say with G, =5and N, = 2is
advised.) Now we suppose that both G, and N, are > 1 and apply Stirling's

approximation to the In:
S/ke = Zln(Ga!/((Ga — Ng)!'Ng D)
= Z[Ga INGy — (Gy — No) IN(Gy — Ng) — N INNg]

= ZG“ [INGy — (L —ny)[ING, + In(X — ny)] — Ng[Inn, +InG,]

= ZGa[lnGa(l_ (1 - na) - na) - (1_ na)ln(l_ na) — Ny |nna)]

= Z Ga((na - 1) In(l - na) — Ny Inna)
Heren, = N,/G,. Findly, if the energy width of the partitionis much lessthan kg T, one
canreplace ), G, — > andn, — n, inthe summand, yielding (5.40) for fermions.
Bosons In this case, one can think of the distribution of states within « asfollows. Lay
out all the N,, particles, like marbles, in arow. Insert G, — 1 partitions between them in
all possible ways. Each partitioning corresponds to a possible assignment of the particles

to states v except that the particles and the partitions are indistinguishable. Thus there are
(Ny + G, — 1)! waysto lay out particles and partitions if particles and partitions are

distinguishable and atotal of
(N + Gy — 1)!/N! (G, — 1)!
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possible states taking indistinguishability into account. Applying Stirling’s approximation
to theIn, acalculation very similar to the fermion one gives (5.40) with the boson signs.

5.8 The energy levelsin abox with periodic boundary conditions are h*k?/2m and the
smallest nonzero value of k is 2/ V1/3 (taking a cubic box for convenience; the argument
works for any shaped box as long as it goesto oo in dl directionsin the thermodynamic
limit). Thus we require i < h2472/2mV?/3 in order to ignore . in the second termin
(5.64). On the other hand, combining (5.65) and (5.61) and assuming that —uu <« kg T
gives

—pu=keT/(N(L— (T/T0)*¥?)) = (ke T/(p(1— (T/T0)*?)))(1/V)

which variesas1/V at any temperature afinite amount below Ty in the thermodynamic
limit. Thus

(keT/(p(1 - (T/T0)*?)))(1/V)
h2472/2mV2/3

—u/(smallest e) = [ } x1/VYV3 >0

in the thermodynamic limit.
5.10 (a)
Zg = 3 eNeEme)s _ 57 @it — (14 gl me)? 4 pglie)
in} e
with z = e*f:
@ = —lgT Y i+ 76 + 22 )

(b)

N — Z 1+2ze“F
Lz leh 414 ze b

v

1+ 2ze &P
E=Y e i
- zlewh 41+ ze b

Thefunctionn, = (1 + 2ze~#)/(z e + 1+ ze~P) isplotted in Figure A5, where it
is compared with the corresponding function 2/(1 + ze~#) which describes the
occupancy of electrons with spin 1/2. We have used the value .(0) = (h?/2m)(372p)%/3
which can quite easily be shown to be the same for the two cases. We also show the
function 1/(1 + ze~<#) with (0) = 2%3(h?/2m)(372p)%® which is the occupancy at the
same particle density for spinless fermions. The cases of spin 1/2 fermions and three state
anyons are different near the Fermi level as shown in Figure A.6. (Figures are for free
particles of density 0.5 x 10?3 cm~2 and temperature 300K .)

(c) Asinthetext, consider afunction f (¢) (wewill use f = A (e) and f = eN(€) as
before). We need to evaluate

142z
| = f
/de (6)2—1 el +1+ze <P
and introducing X = (1 — €)B8 we note that
1+289/(e*+1+€)—2=—-1+2)/(e*+1+€
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Using thiswe rewrite | as

uB
| :2kBT/ f(u — ks Tx) dx

/00 [F(utkeTx) — F(u — ke TN+ 289
+ksgT
0 (e*+1+e)
Using f = N(e) we have
w(0)

N=2 A N (e) de+ 2(1(T) = w(O)N (1(0)) + 2(ks T)A" (1(0)) /

Denote the integral

X(1+ 2e7%)

dx
X+ 1+ e

f"" X(1+ 2e7%)
0

We have
N /(M(O))
N(u (0))

1(T) = u(0) = —(ksT)?

Now with f = eN(¢) we get the energy

1(0)
E= 2/0/ eN(€) de + 2(u(T) — p(0) (0N (n(0))

: * XL+ 27)
+ 2(ks T)“d(e N (€))/de (0 /O e X+ 1+ e

and using V' oc €%/2
E = E(0) + 2(ka T)*N(1(0)) 11
Thisis exactly the same as the low temperature energy of a gas of free spin 1/2 fermions

except that the factor I, has replaced the integral |~ Fadx = 72/12. Numerically these

are close but not the same: 72/12 = 0.822467. . ., |; = 1.09629. ..
(d) We show the function (n,)(¢) for the cases in which the maximum value of n, is 1,
2,3and 4in Figure A.7 (same parameter choices as for the preceding figures).
Analytically,

k=n
ke —kx e—kx
Db
with x = (e — )8 and 1 = 12(2/n)?3 where 1, isthe chemical potential whenn = 2.

5.12 First evaluate the next termin w(T) — w(0).

Let u(T) — u(0) = aT? + bT4. (It isnot hard to see that only even powers comein.)
Then from (5.84) with | = N and f = A = Ke¥/? density of states and the
O((u(T) — 1(0))?) term written explicitly we have:

©
N = /OM f(€) de + (w(T) — £(0)) f (1£(0)) + (1/2)(1(T) — 1(0))* ' (11(0))

20 (T (ke TY /0 " 2dz/(@ + 1) + (2/3) 17 (u(T) (ke T)* fo " Bdz/(e + 1)
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Figure A.7

Now expand f'(u(T)) = '(1(0)) + (u(T) — w(0)) f”((0)) in the fourth term. (No such
expansion is needed in the fifth term if we are only working to order T4.) Inserting
w(T) — n(0) = aT? 4 bT* and writing the resulting equations order by order:

TO
w(0)
N = f(e)d
/0 () de
T2
aT?f(u(0)) + 2f/(11(0)) (ks T)? / ” zdz/(€ +1) =0
0
T4

bT*f(1(0)) + (1/2°T*{'(1(0) + 2" (11(0))aT *(ks T)?
X /Oo zdz/(€? + 1) + (2/3") " (1(0)) (kg T)* /OO Zdz/(+1) =0
0 0
The order TY equation gives (5.85). The order T2 equation gives (5.88) or
a = —2(f'(u(0)/f (1(0))k3 /000 zdz/(¢" + 1)

The order T# equation gives
b= (1/f((0) [ —(1/2)a® '(u(0)) — 2af " (u(0))k3

x / " 2dz/(@ + 1) - (1/3) £ (10(0))K4 / T Pz + 1)]
0 0
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Now with density of states N (€) = f(€) = Ke¥/? onehas f'(€) = (1/2¢)N,
f7(€) = (=1/4¢*)N, f"(€) = (3/83N . Let I, = [, zdz/(€? + 1) and
I3 = [, z2dz/(e* + 1). Then the equation for a becomes
a=—kzli/n(0)
Inserting this in the equation for b and simplifying one finds
b= —(kg/u(0)%) [(3/4)1] + (1/8)l3]

Now consider the energy. We use (5.84) again with the O(u(T) — 1£(0))?) term made
explicit and with f = e N = F:

1(0)
E= [ Fle)de + (u(T) ~ WODF((0) + (1/2(T) - (O F ((0)

+ 2F'(11(0)) + ((T) — w(O)F"(1(0)) (ke T)?I1 + (2/3)F" (u(T)) (ks T)*13
Insert 1u(T) — 1(0) = aT? + bT* and keep only terms up to O(T4):
E(T) — E(0) = aT*F(1(0) + 2F'(1(0))(ke T)?11 + bT*F (11(0)) + (1/2)2°T*F'(11(0))
+2aT?F"(u(0)(Ke T)?11 + (1/3)F” (1(0)) (ks T)* I3

With V' = K e/ one easily finds F'(11(0)) = (3/2)N (1+(0)),
F"(1(0) = (3/4N (1(0))/1(0), F”'(1(0)) = (~3/8)N (1(0))/1(0)>. Then from the
equation for E(T) — E(0) one finds the value of the T3 term in Cy as

Cv = linear term + T3[4bF ((0)) + 2a°F'(1(0))
+8ak3 F"(n(0)11 + (4/3)F" (n(0)K I5]

Inserting the expressions of the derivatives of F and for a and b and simplifying one
obtains

Cv = linear term — T3(k4A (12(0))/(0)?) [617 + 5]
The integrals are
l1 = (1/2r(Q(2) = n*/12
I3 = (7/8)I"(4);(4)

The value of ¢(4) isnot given in the table in the text. It can be deduced from aformula
in Gradshteyn and Ryzhik to be 7#/90 giving

I3 = (7/120)7*
Then
Cv = linear term — T3(kgN (1£(0)) /1(0)%)(1/10)7*

513For T < T,

where en, n,.n, = hy/K/m(ny + ny + n;) and ny, ny, n; run from 0 to co. When the
number of particlesislarge, the spacing of energy levelsis small compared to the
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temperature near Tp and the sums can be approximated by integrals giving (wo = +/K/m)

N = No + (kg T/ Rawp)® /Ooo /OOO /Ooo dx dy dz(1/(e*V** — 1))

| = /Ooo /Ooo /OOO dx dy dz(1/(e*T¥** — 1))

Then Ty isfound by setting No = 0and T = T in this:
To = (Rwo/ks)(N/1)*?

Denote

andfor T < Ty
No/N = 1—(T/To)*

Chapter 6

by = (Q¥/219) /oo r@-1 <exp <—e <$) ﬁ) — 1) dr
0

Introduce x = (b/r) (1/(eB)Y") so that

6.1

by = (29229 (b°/(e)"?) /O e )

The integral is always convergent for X — oo corresponding to short distances, but for
x — 0theintegrand becomes —x"~9-1 and gives afiniteresult only ifn —d — 1 > —1 or
n > d.

The equation of stateis

P/keT = p —bondp2 = p — p?0%14/(eB)V/?
in which

® dx n
— ol —
6.2
by = (47/213) / r2(e%/feT —1)dr = (27/3)(c/2)3(7€"/*T — 8)
0

P/ksT = p + (21/3)(03p)p(8 — 7e"0/*eT)
The second term of P versus 1/p changes sign when
8 — 7e¥/keT =0
that iswhen
T = To = Vo/ks IN(8/7)
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Figure A.8

we show the equation of state for some indicated valuesin Figure A.8

Q=—(kgTV/2%) Z b7
( ) = (ksTV/2%) ) pbZ
|
S0 to second order
p23=z+427%b,
solving for z:
then

z=p)® — 2by(p2?)?

F=Q+uN = NksT(In(pr3) — 1 — by(2%)p)
andusing S= — (dF/dT)r gives

5 ]
_ 3 >~ s 3
S= Nkg < In(pr”) + (2> +poT a_I_(bzk ))
and we find the specific heat

ke T

3 14mwo3p [ Vo \2
conm a3 27 (']
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6.3 The relevant integrals are
by = (1/2.3) / Oy (e )/ keT — )
and
bs = (1/61°) / dro dr3l(e—v(f21)/kBT —1) (efv(rm)/kBT —1)( o)k T _ 1)+ 202

Theintegrals can be done using the Monte Carlo method (or otherwise). Results are
shownin Figure A.9.
The equation of state from the first 2 cluster integralsis

Puir = ke T (o + A%app? + A%agp®)

inwhicha, = —b,, az = 4b§ — 2bz and 1 isthe thermal wavelength. In Figures A.10 and
A.11 the van der Waals equation of stateis compared with the ideal gaslaw and P,;. At
higher temperatures and/or higher volumes, the virial expansion is an improvement on the
ideal gas equation of state (Figure A.10).

Near the critical point, neither the ideal gaslaw nor the virial equation of state does
very well (Figure A.11).

6.5 (a) Us(7) = 3, & Py ()2 )
With periodic boundary conditions v, (7) = (1//(V))g%T so

Up=(1/V)) e«
K

with e = h?k2/2m. Aslong as there is no Bose condensation one changes the sum to an
integral on the energy and obtains

Up = 1/23
where A isthe thermal wavelength.

(b)

Wo(1,2) = ) " yi(1,2) e THetVaDiy, (1,2) — > " yr(1, 2) e My, (1, 2)
because V (1, 2) goes to zero at large separation. T; and T, are the single particle kinetic
energies. In the limit of large separation the two particle Schrodinger equation is

(Tl + Tz)lﬁa(l, 2) = ana(lv 2)
which is separable with solutions
Ipot(lv 2) = ¢v1(1)¢v2 (2)
inwhich
Tl¢Vi (1) = €y ¢Vi (1)
Imposing the Pauli principle we have, again at large separations,
V(L. 2) = (1/vV2) (0, (D1,(2) £ 6, (2, (1)

whichis gtill an eigenstate at large separations. Insert this back in the formulafor W5 (1, 2)
at large separations and use periodic boundary conditions so that the ¢,, are plane waves.
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(Thereis a problem of normalization here which goes away as the normalization volume
becomes large.)

WoL,2) = Y e heny ehon 1 $ kT g=Feiy 1/ 3 gl (T g b, 1y
V1 V2 ki ko

Thefirst term on the right is the one given in (6.97). In the second term, | have explicitly

inserted the plane wave single particle solutions and one sees the same integral s that
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(1/A8) exp(—27 [F1 — T2|%/A?)

which goes to zero at large separations.

Chapter 7
7.1 The Yvon-Born—Green equation is
—v(r) P dv(rig) o,
Ing(riz) = kaT kB—T dr12/d 9(r13)9(r 23) ar 123 F1o - F13)

The attached code solves it numerical Iy by iteration. The code starts at a higher
temperature of 125K and “works down” to 85K to improve the convergence of the
iterative procedure. The second term has been written

a (r ) /. /. ! ’ !
kBT/ dr122n/dr13r g(rl3) 23 /d 423 13 O r122+r1%—2uz3r12r13)

We show a self consistent solution with T = 85K inFigure A.12.
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Chapter 7

this will do ybg equation for hwl
doubl e precision gnew(1000), g(1000)
dx=0. 1
pi =4. 0*at an( 1. 0)
B=0.912e12
si gma=3. 45
epsi | on=125.
rho=1. 407/ (40* 1. 66)
t =150
open(1l,file=" goutpsl.dat')
do 1 i=1,300
r=i *dx
si gmap=1. 2*si gma
if(r.le. sigm)then
g(i)=0.0
el se
g(i)=1.0
X=si gma/ r
v=4*epsi | on* (x**12- x**6)
g(i)=exp(-v/t)
endi f
conti nue
do 200 it=1,3
t=145-it*20
wite(*,*) "t=",t
do 100 iterate=1, 10
test2=0.0
do 2 i=25,100
ri12=i *dx
wite(*,*) 'rl2=",r12
fintegral 12p=0.0
do 3 j=i, 100
r12p=j *dx
wite(*,*) ri12p=",r12p
fint130ld=0.0
fintegral 13=0
do 4 k=1, 100
r 13p=k*dx
wite(*,*) rl13p=",r1l3p
finside=0.0
fruol d=-1.0

argol d=sqrt (r12p**2+r 13p**2- 2. 0*f nuol d*r 12p*r 13p)

i ol d=ar gol d/ dx
fintol d=fmuol d*(g(i ol d)-1.0)
do 5 1=1,50
fru=-1. 0+f | oat (1) *dx/(2.5)

arg=sqrt (rl1l2p**2+r13p**2-2. 0*f mu*r 12p*r 13p)

if(arg.ge.0.5*si gm)then
i nt 1=ar g/ dx
fint=fmu*(g(intl)-1.0)
el se

fint=-fmu
endi f

finside=finside +(dx/5.0)*(fintold+fint)

fintol d=fint
conti nue

267

wite(*,*) 'finside=",finside, ' rl2p=",r12p,'r13p',rl3p

x=si gma/ r13p
if(x.le.2.0)then

f13=(epsil on/si gma) *(-48. *(x**13) +24. 0* (x**7))
fint13=(r13p**2)*g(k)*f13*finside

el se
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100
200

300
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fint13=0.0
endi f
wite(*,*) 'rl13p,g(k),f13,finside' ,r13p,g(k),f13,finside
fintegral 13=fintegral 13+(dx/2.0)*(fi nt13+fint130ld)
fintl3ol d=fint13
conti nue
if(j.eq.i)then
f12pol d=fi ntegral 13
go to 3
el se
f12p=fintegral 13
fintegral 12p=fi ntegral 12p+(dx/2)*(f 12pol d+f 12p)
f 12pol d=f 12p
endi f
wite(*,*) ri12p,f12p, fintegral 12p',r12p,f12p,fintegral 12p
conti nue
wite(*,*) 'finished 3
xX=si gma/r12
wite(*,*) 'conmputed X
v=4*epsi | on* (x**12- x**6)
wite(*,*) 'conputed v=',v
wite(*,*) 'fintegral12p— fintegrallZp
wite(*,*) 'rho=",rho, pi= =t
ar gexp=(v+r ho*2. O*pl*flntegrallzp)/t
correction=rho*2. 0*pi *fintegral 12p
wite(*,*) rho,pi,fintegral 12p',rho, pi,fintegral 12p
wite(*,*) v,correction
wite(*,*) 'conputed argexp
test = abs(argexp)
if(test.ge.100)then
gnew(i)=0.0
el se
gnew(i ) =exp(-ar gexp)
endi f
test2=test2+(g(i)-gnewi))**2
gol d=g(i)
g(i)=0.5*gnew(i)+(1-0.5)*gol d
wite(l,*)r12,g(i),gnewi)
conti nue
wite(*,*) '"iterate=",iterate, 'test2=", test2
if(test2.1e.1.0E-4) go to 200
conti nue
conti nue
do 300 i =25, 100
r12=i *dx
wite(l,*)r12,g(i),gnew(i), g(i)
conti nue
stop
end
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7.3
2
<K2> — /dnﬁ (Z ﬁ?/2m> e_/sZi b?/zm//dnﬁe_ﬂ2| hz/zm
i
- / d"pe /N (2/2m)” + (p3/2m)° + - + 2pEpE/am? + )
/ o p e T Be/am

- N/dﬁe*ﬂbz/zm(f)z/Zm)Z/fdf)e*ﬂr’z/zm+(N(N —1)/2)

2
x (/df)eﬁf’z/zmﬁz/Zm//dﬁeﬁpz/zm)
= N(p*/4m?) + N(N — 1)(p®/2m)?
Similarly
(K)? = N?(p?/2m)?

(K?) — (K)? = N((p*/4m?) — (p?/2m)?)
Evaluating the integrals,
(p*/4m?) = (15/4)N(kgT)?
(p?/2m) = (3/2)NksT
(which is equipartition) and
(K?) — (K)? = N(3/2)(ks T)?

V(K2 = (K)?)/(K) = /(2/3N)

Chapter 8

8.1 Expand (8.10) by writing
€po — U = 620) — Mo + 0€p,0 + Zp o Tpoipro{8Np o) — 81 Wheree(o) R%p2/2m
isthesingle partlcle energy for noninteracting electrons §ep , = (h? p2/2)(1/ m* — 1/m)
and s isthe shift in the chemical potential caused by the interactions. (We keep the
temperature dependence of the chemical potential in the noninteracting model in the first
term. We drop the () on (dny o) inthe sequel because we will aways be referrring to the
thermal average.) We denoteny) = 1/(€e D 4 1) and snp, = Npy — nd .

We have

8Np.o = (Bep.e — o) (dnS /del) ) + Z fp.opr.or 8N (AN /e )
p.o’
Rearranging,
Y B0 — Tpoipo (AnS) /de ))ong = (Bepo — 8)(dnf), /def)

p.o’
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We invert the matrix 83 0.0 — fp,0:,0° (dn%’?ﬂ /dfg?z,) to lowest order in the interaction
term giving
0 0
Np.o = (Bepo — p)(dnf) /del)
0 0 © 0
+ 3 fpopoBep.o —p)(dnl) /del’ )(dnl /def )

p.o’

The chemical potential shift is evaluated using the requirement
Z Np o =0
p.o

Su — J de(dn©(e)/de) N (€)e(1/m* — 1/m) + [ de (dn©(e)/de) [ de’ (dn©(e")/de’) N (€)M (e")e(L/m* — 1/m)Fo
r= [ de (dn©(e)/de) N(€) + [ de (dn©(e)/de) [ de’ (dn©(e’)/de’) N'(€)N (¢") Fo

Here \V isthe noninteracting density of states and we have summed over spin indices
assuming that the ey , are spin independent (no magnetic field). The integralsin the last
equation are evaluated in lowest nonvanishing order in the temperature by use of

/ de F(€)(dn©@(e)/de) = —F () — (ke T)?I (PF/de?)|, — (1/p)(dF /de)l,.)

which is easily derived from resultsin Chapter 5. (I = [ dzz/(e + 1) and . isthe zero
temperature noninteracting chemical potential (Fermi energy).) Then expanding the result
to lowest nonvanishing order (kg T)? and A (¢") Fo we find

Sp = u(1/m* — 1/m)(1+ (ke T/w)?1)

(The terms involving interactions drop out to this order.) Then putting this back in the
expression for sn

sn(e) = (1/m* — 1/m) ((e — )(dn©(e)/de) — (ke T/w)?1 1 (dn©@(e)/de) )

Again, the quasiparticle interaction terms have dropped out to this order. It is not hard to
check that theintegral | deN'(e)sn(e) = O asrequired.
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a Mnte Carlo code for problem8.4
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di nensi on frmag(1000)

i nt
ope

| at
i nmc
ca

i nc
i an
Wi
ali
fma
do

do

end
end
Wi
on
do
t
f
i
do

eger is(1000, 1000)
n(1,file=" probl enB4.dat’)

ticesi ze=100
persite=10000
| srand(1257)

=(latticesize**2)*intpersite
neal =i nt/ 2.

te(*,*) 'int,ianneal’,int,iannea
ze

gtot=0.0

i x=1,latticesize
iy=1,latticesize

t est =rand( 0)
if(test.gt.0.5)then

is(ix,iy)=1
el se

is(ix,iy)=-1
endi f

f magt ot =f magt ot +i s(i x,iy)
do
do

te(*,*) 'starting mag=',fragtot/(latticesize**2)

tenperature

1it=1,400
=float (it)/100.
mag(it)=0.0
t ot accept =0

2 itry=1,int
i x=l atticesize*rand(0)+1
iy=latticesize*rand(0)+1
i stenmp=-is(ix,iy)
i xnp=nod(ix,|atticesize)+1
i xnmemod(i x-2, latticesize)+1

i f(ixnmeq.0)ixnnelatticesize

i ynp=nod(iy,latticesize)+1
i ynnenod(iy-2, 1 atticesize)+1

if(iynmeq.0)iynmel atticesize
wite(*,*) "ix,iy,ixnp,ixnmiynp,iynm
write(*,*) ix,iy,ixnp,ixnmiynp,iynm
field=is(Cixnp,iy)+is(ixnmiy)+is(ix,iynp)+is(ix,iynm

de=-(istenp-is(ix,iy))*field

wite(*, *) ix,iy,is(ix,iy) ,ix,iy,is(ix, iy)

wite(*,*) "field,de ,field,de
i accept =0
if(de.lt.0)then
is(ix,iy)=istenp
i accept=1
el se
fact =exp(-de/t)

t est =r and( 0)
if(test.lt.fact)then
is(ix,iy)=istenp

i accept=1
endi f
endi f

wite(*,*) 'iaccept,is(ix,iy),istenp

271
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c wite(*,*) iaccept,is(ix |y),istenp
if(itry.eq. |anneal+1)t
frmag(it)=0.0
wite(*,*) 'finished anneal for it’,it
do ix=1,latticesize
do iy=1,latticesize
frmag(it)=fmag(it)+float(is(ix,iy))
enddo
enddo
wite(*,*)' mag right after anneal =" ,fmag(it)

net change=0
el seif(itry.gt.ianneal +1)then
net change=net change+2. *i st enp*i accept
endi f
i totaccept =i t ot accept +i accept
continue
end nt steps for this tenp
wite(*,*) itotaccept,’acceptances
wite(*,*) ’'netchange=", netchange
frmag(it)=fmag(it)+float(netchange)/fl oat(int-ianneal)
frmag(it)=fmag(it)/float(latticesize**2)
wite(*,*) "mag for it’,it,”is’ ,fmag(it)
wite(1,*)t, fmag(it), abs(fmag(it))

oON

1 conti nue

c end of tenperature |oop
stop
end

The magnetization calculated using this code is shown in Figure A.13. Results are good
away from the critical region, but fluctuations around T, are still too large to characterize
accurately the average magnetization near the critical point with this number of MC
moves per site. Even if this problem is resolved by running longer, finite size effects will
round the calculated transition near T¢. This run took about 12 hours on amiddle aged
work station (2004). (The absolute value of the magnetization is plotted. In fact the
average magnetization changed sign once near the critical point in this run as temperature
was increased.)

Chapter 9
9.3

Z=) ep (Z(Km 041~ ho )) =D exp (Z(Koi 01— (/2o + oi+1)>
{0} i {o} i
LetS = o0y and § = o5 ,1. Then

Z=3) Y ep (Z K(SiS +S841) — (h/2)(Si + 25 + &m)

(s} {8
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Figure A.13

Do thesumonthe S:

Z = T (exp(K (S + Sis1) — (/2)(S + Siv1+2)
{S)
+exp(—K(Si + Si41) — (0/2)(S + Siv1— 2))

= Z IT; (exp(K (Si + Si+1) — h) + exp(—K(Si + Si+1) + h))exp(—(h/2)(Si + Si41))
(S}

The can be rewritten as the partition function of an Ising model with renormalized
coupling K’ and field h" plus a constant C

Z= Z Miexp(K'Si Si 1 — (W/2)(Si + Sit1) + C)

(S}
To find the relation between the primed parameters and the original ones, write the values
of oneterm in the product for §;Sj 1 = ++, +—, —+, —— intheform of a matrix:
(62th + efzK+h)e7h efh 4 eh e|<Lh’+c efK’+C
( ehye (e 2K-h 4 e2K+h)eh> = ( e K'+C eK’hH—C)

These are three independent equations which may be solved for the variables K’, h" and C
with the result

K’ = (1/4)In [cosh(ZK — h)cosh(2K + h)}

cosh?h
cosh(2K + h)
cosh(2K — h)]
C = (1/4)In[16cosh(2K — h) cosh(2K + h) cosh*h]

h’=h+(1/2)|n[
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10 T T T T T T T

Starting values of K, h

Figure A.14

The fixed point equations are

K* = (1/4)In [cosh(ZK* — h*)cosh(2K* + h*)}

cosh?h*
cosh(2K* 4 h*)

h* =h*+(1/2)In| ————
+{1/2) n[cosh(ZK* — h*)}

The second equation is satisfied if K* = 0 or h* = 0. Thefirst equation is satisfied for
K* = 0 and any h* so, in the K—h plane thereis aline of fixed pointsalong the K = 0
axis. For h* = 0 thefirst equation is aso satisfied for K* — oo so there is another fixed
point at h* = 0, K* — oo. It isquite easy to see that, near the K = 0 axis, the
renormalization equations drive the solution toward the K = 0 axis so those fixed points
are stable, whereas the renormalization equations drive the solution away from the fixed
point at h* = 0, K* — oo soitisunstable. For K large and h = 0 the renormalization
equation for K becomes K’ = K — (1/2)In2 ~ K so the eigenvalue associated with the
temperatureis A; = 1 which would givev = In2/In A1 — oco. Thismeansthat the
coherence length does not diverge as a power law as one approaches the critical point at
K — oo (T = 0) but goes faster than any power law. (Indeed the coherence length
divergesaseX )

It is easy to write alittle code to iterate the equations. Such a code is shown below and
some trgjectories are displayed in Figure A.14.
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c a code for problem9.3
di mensi on fh(10000, 10), f k( 10000, 10)

open(1,file= probl enP4. dat’)

t est =l og( 10.)

wite(*,*) "test=", test

iterate=35

fkstart=10.

dh=. 001

do ih=1,4
fh(1,ih)=(ih-1)*dh
fk(1,ih)=fkstart

do i=2,iterate

arg= cosh(2 *fk(i-1,ih)-fh(i-1,ih))*
xcosh(2.*fk(i-1,ih)+fh(i-1,ih))
argd=cosh(fh(i-1,ih))**2
argh=cosh(2. *fk(i-1,ih)+fh(i-1,ih))/
xcosh(2. *fk(i-1, |h)-fh(|-1 i h))
wite(*,*) "i,ih,arg,argd, argh’,i,ih,arg,argd, argh
fk(i, |h) =0. 25*Iog(arg/argd)

fh(i,ih)y=fh(i-1,ih)+0.5*| og(argh)
enddo
enddo
do i=1l,iterate
wite(1,2) i,(fh(i,ih),fk(i,ih),ih=1,4)
enddo
2 format (i 2, 8f8.4)
st op
end

9.4 (a

dd
F:-«{Hn/lxmhnap(—/kzgﬂwk+0mﬂma
Ldrnqzzgmaq’=:2q

d ~/
F=—ksT In/D({ma/})exp <_/ (‘;ﬂq)d (a'/2)" +t)> §2m’_qm{j X constant

— —keTn [ D(imy)) ep( ~ F((m)
so that the renormalized F is
/ ddq, 2 ;2 / /
BF = / Gy @+ 20 g
giving, for the Gaussian model, the transformations

t' = 2"t
¢ = 2202
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Thus A; = 2* and the exponent v in the Gaussian model in thiscaseis
v=1In2/In2* =1/u

The renormalization of thefield ish’ = 29/2+14/2h so the exponent x = d/2 + /2 from
which we can get all the exponents of this“Gaussian” model:

a=2—-dv=2—-d/u
B=vd-x)=v(d—-(d/2+n/2)=(d—wun)/2un
y =v(@x—d)=(2d/2+p/2)—d)/n=1
§ =x/(d—x)=(d/2+4 1/2)/(d - (d/2+ 1/2)) = (d + w)/(d — 1)
n=2—-y/v=2-pn
The upper critical dimension is reached when the factor
%.4/23d =1

(using the analogue to (9.125)). With the value & = 29/2+1/2 found above, this gives
upper critical dimension d = 2. These results all coincide with the Gaussian model
resultswhen u = 2.

Proceeding as in the text with finite b we obtain the renormalization group equations

dos 1
(27)? (a5 +1)
b =2 |:b+36 do 1 ]
(27)* (g +1)?
where e = 2u — d. Linearizing, we obtain, from the eigenvalue for temperature
v=1/u+e/3u? (A1)

This aso agrees with equation (9.134) when . = 2. Thismodel is of some interest for the
study of certain kinds of random walks.? The RNG behavior is studied in more detail in
reference 3. (However, these references give e /4.2 for the second term in (A.1). | have
not traced the origin of this discrepancy.)

=2 462"

9.5 (a) For t > 0 one expands around (mg) = 0 so, in zero field
(T om_g) = J D((mp)exp( — 35 Mg - ﬁj—a)ffa,vm—a,v
J D((my)exp( — 34 Mg - M_g)
Changing the variablesto x5, = mq,.,/\/m the integrals are easy to do
{mg,m_g.) = K/(@® +1)

for each component, where

K= /qu,U dX_g,. e’(x-ﬁ’v"ﬁv“)x_q,‘,xa,v/ / dxg,, dX_g,, € (-arXar)
is aconstant with respect to g. But (mg,,m_g,,,) IS the spatial Fourier transform of g(r)
which, near the critical point, isof form g(r) = constant x e~"/¢ /rd-2+1 5o
(mg,,m_g,,) = constant x 2/(q* + 1/&%) = K/(q” +1)
requiringn =0, v = 1/2.
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(b) By differentiating the free energy with respect to the q = 0 field one has
X = (mﬁ=0,umfﬁ:0.u) = K/t

where v isthefield direction, givingy = 1

(c) For t < 0 the Gaussian approximation requires expanding the free energy functional
about its minimum and keeping only the quadratic terms in the fluctuations. For t > 0 the
minimum was at al (mg,,) = 0 but for t < 0 thisis not the case and we must find the
minimum and expand around it. Welet h beinthe v = 1 direction and differentiate with
respect to Mg—o,y=1 = My giving

my(2t + 4b(M - m)) = h
and with respect to Mg—g 21 = M,
(2t + 4b(M - m))m, =0

The second equation has solutionsm, = 0 and 2t + 4b(m - M) = 0. However, the latter is
excluded because inserting it in the first equation leads to a contradiction since we assume
h # 0. Thus the solutions are m,..1 = 0, m; solutions to the cubic

My (2t 4 4bm?2) — h = 0. The Gaussian free energy of interest is the quadratic terms
obtained by expanding the Landau—Ginzburg free energy about this solution. We write

m = i;m; + &M and expand, giving

BF = Z [(q2 +t + 6bm?2)dmg 18m_q 1 + (9° + t + 2bm3) Z 5mqvamqu}
6] v#1

Using my(2t + 4bm2) — h = O thisis rewritten

> [(q2 + 4bmg + h/2my)smg 18m_g.1 + (9 + h/2my) > 3ma_V8m_q,U}

g v#l

Now we take the limit h — 0 and find
(dmg.18m_g1) = K/(g* — 2t)

so that v = 1/2 for the correlation function associated with this component of the
magnetization. Also, by taking g — 0 weget y = 1 for the susceptibility associated with
afield in the magnetization direction. However, for the susceptibility associated with a
fieldinav # 1 direction perpendicular to the spontaneous magnetization we get

(5mg.,8m_g.,) = K/g?

inthe h; — 0limit. Therefore the g = O susceptibility with respect to fieldsin directions
perpendicular to the spontaneous magnetization diverges for all t and y is not defined.

Chapter 10

10.1(a)—(c) The continuity equation (10.4) is derived in the same way asin the text. Since
itislinear, averaging is straightforward:
d(p)

W=—V'(J>/m
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However, because we are assuming that energy is not locally conserved, we do hot write
the corresponding equation (10.6), but instead relate (J) to the gradient of the only density
which has appeared at thislevel, namely (p):

(J) = —DV(p)
D isthe diffusion coefficient. The hydrodynamic equation is
a(p) 2
—— =DV
T (p)

which is the diffusion equation. From the relation given in the problem statement (which
is the same as equation (10.32))
. 2hwV - . -
(pp)(@, w) = mRe@P(q, zZ— w+i€)(p)/sp(d))

Laplace transform of the diffusion equation gives

[-iz3p(z G) + 4°Dép(z 6)] = p(t = 0,d) — p(t — o0, )

—on@t=0=(32) sn(@)
giving
ap 2
) (3—p) 5p(a)
@D = 5, o)

and inserting thisin the equation for {pp) (4, »)

(@ 0) = 2hwpg op Dg?
WG @) = T (a_p>T @2+ (g2

In the classical limit in which ho <« kg T,
_ p Dg?
=2ksT — )
(pp)(d, w) B po(ap>T @+ (D3
Thus one can get the transport coefficient D from two different limits of the time and
space dependent correlation function

(pp)(@, ) ?

limlim—————=D
2
w—0qg—0 2kBTpO (g_;FJ))T q
and
lim lim PP @9 25

q—>0w—0 2kBTp0 (Z_[‘;)T

10.2 It is convenient to express the linearized equations in terms of the entropy s* = S/V
per unit volume (instead of per particle) and to use this quantity instead of q which was
used to characterize the heat flow in the linearized Navier—Stokes equations. Using

G =uN = E + PV — ST oneseeseasily that up = e+ P — s'T. Further,
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d(E/V) = Tds” 4+ ndp follows from the standard thermodynamic relations in the
canonical ensemble. The energy equation becomes

' 9 . .

T “a_/t) = —uV-3/m=3.Vu - V(Ts'T,) + AV2T
The second term on the left cancels the first on the right by use of the equation of
continuity. The second term on the right is nonlinear and in the third term the linear form
only needs the divergence of vy, giving

asv
ot

A convenient form for the superfluid equation (3.71) is obtained by use of the
Clausius—Clapeyron equation intheformdu = —(s?/0)dT + dP/p giving

_>

= —8'V .- Un+ AVZT/T

at =(s'/p)VT — VP/p — Vh

The other equations are aready in essentialy linear form.
Dropping the dissipative terms they take the form

0 -
m® - _v.] (A2)
ot
EN)
2 _ _vp
at
a
mﬁ = (=1/p)VP + (s"/p)VT (A3)
s’ -
=SV (A.4)

j/m = psﬁs + pntn
Combining the first two equations, just as in the case of normal fluids, gives
3%p

m— = V2P A5
o2 (A.5)
Take a second time derivative of equation (A.4)
32sv L,V - T
=-5
ot2 at
Solve 3/m = psUs + pnon for v, and insert it in the right hand side:
aZSv
iz —(s’ //On) (V J/m— psV - B

Use the continuity equation (A.2) to express the first term on the right hand side in terms
of the density

82’ v - vs
at2 =(s /Pn) at2 + (pos/ pn)
Take the divergence of A.3 and use the result in the last term
825”
—5 = /pn) L 4 (58" paM) (~V2P/p + (8'/p)V?T) (A.6)

at2
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Bearing in mind that s = S/V one can obtain the thermodynamic identities

dT =ds"/c, — ((s"/cup) + 1/ap)dp

dP = —ds"/a + ((s"/ap) +1/B) dp
wherea = (1/V) (8V/93T)g isthe adiabatic thermal expansion coefficient,
B =—(1/V)(8V /3 P)gisthe adiabatic compressibility and c, = (T/V) (0S/aT),, isthe
specific heat per unit volume at constant density. We use these relations to express the
termsinvolving Laplacians of T and P in terms of Laplacians of s* and p in both (A.6)
and (A.4)
9%sV 0%p

oz~ /o)L= ps/p) s

= (pss"?/pnmp) (T V2" /C, — ((S'T/Cyp) + 1/ap) VZp)
9%p
ot2
These are two simultaneous wave eguationsin p and s’ so the existence of two sound
wave modes is established. The equations simplify significantly if one transformsto the
same heat variable which was used in the solution the anal ogous problem for the normal

fluid, namely dg = TdS/V in place of ds’ = d(S/V). The two variables are related by
ds' =dg/ T + s’dp/p. With this transformation, the two equations become:

= (1/m)(=V?s"/a + V?p (8" /ap) + 1/B))

3%q v v

el (T,Oss 2/Cv,Onmp)qu - (,OSS 2T/,Oanl)Vzp
3%p 2 2

7= —(1/amT)V<g + (1/mB)V<p

which clearly describe two sound like modes, one closely analogous to the sound in a
normal fluid and termed first sound and the other involving the transport of heat and
termed second sound. They are coupled by terms involving the thermal expansion
coefficient which makes good physical sense. In fact the coupling terms can be shown to
be small inliquid helium at low temperatures. If they are ignored, then the first sound
velocity is seen directly given by the same expression which determines it in the normal
fluid, and the second sound velocity is

Co =/ Tpss'2/C, pnmp

It vanishes when the superfluid density is zero and has other intuitively satisfying features.
The velocity is always lower than the first sound velocity in liquid helium. What is
remarkable is that the hydrodynamics induced by the existence of a condensate has
gualitatively changed the mechanism of heat transport in the fluid from diffusive
propagation to wave propagation. Second sound is observed experimentally and much
studied (see for example reference 4).
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