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Preface

This book is based on a course which I have taught over many years to gradu-

ate students in several physics departments. Students have been mainly candidates

for physics degrees but have included a scattering of people from other depart-

ments including chemical engineering, materials science and chemistry. I take a

“reductionist” view, that implicitly assumes that the basic program of physics of

complex systems is to connect observed phenomena to fundamental physical laws as

represented at the molecular level by Newtonian mechanics or quantum mechanics.

While this program has historically motivated workers in statistical physics for more

than a century, it is no longer universally regarded as central by all distinguished

users of statistical mechanics1,2 some of whom emphasize the phenomenological

role of statistical methods in organizing data at macroscopic length and time scales

with only qualitative, and often only passing, reference to the underlying micro-

scopic physics. While some very useful methods and insights have resulted from

such approaches, they generally tend to have little quantitative predictive power.

Further, the recent advances in first principles quantum mechanical methods have

put the program of predictive quantitative methods based on first principles within

reach for a broader range of systems. Thus a text which emphasizes connections to

these first principles can be useful.

The level here is similar to that of popular books such as those by Landau and

Lifshitz,3 Huang4 and Reichl.5 The aim is to provide a basic understanding of

the fundamentals and some pivotal applications in the brief space of a year. With

regard to fundamentals, I have sought to present a clear, coherent point of view

which is correct without oversimplifying or avoiding mention of aspects which are

incompletely understood. This differs from many other books, which often either

give the fundamentals extremely short shrift, on the one hand, or, on the other,

expend more mathematical and scholarly attention on them than is appropriate in a

one year graduate course. The chapters on fundamentals begin with a description

of equilibrium for classical systems followed by a similar description for quantum

ix



x Preface

mechanical systems. The derivation of the equilibrium aspects of thermodynamics

is then presented followed by a discussion of the semiclassical limit.

In the second part, I progress through equilibrium applications to successively

more dense states of matter: ideal classical gases, ideal quantum gases, imperfect

classical gases (cluster expansions), classical liquids (including molecular dynam-

ics) and some aspects of solids. A detailed discussion of solids is avoided because,

at many institutions, solid state physics is a separate graduate course. However,

because magnetic models have played such a central role in statistical mechanics,

they are not neglected here. Finally, in this second part, having touched on the

main states of matter, I devote a chapter to phase transitions: thermodynamics,

classification and the renormalization group.

The third part is devoted to dynamics. This consists first of a long chapter on

the derivation of the equations of hydrodynamics. In this chapter, the fluctuation–

dissipation theorem then appears in the form of relations of transport coefficients to

dynamic correlation functions. The second chapter of the last part treats stochastic

models of dynamics and dynamical aspects of critical phenomena.

There are problems in each chapter. Solutions are provided for many of them in

an appendix. Many of the problems require some numerical work. Sample codes

are provided in some of the solutions (in Fortran) but, in most cases, it is advisable

for students to work out their own solutions which means writing their own codes.

Unfortunately, the students I have encountered recently are still often surprised to

be asked to do this but there is really no substitute for it if one wants a thorough

mastery of simulation aspects of the subject.

I have interacted with a great many people and sources during the evolution of this

work. For this reason acknowledging them all is difficult and I apologise in advance

if I overlook someone. My tutelage in statistical mechanics began with a course

by Allan Kaufman in Berkeley in the 1960s. With regard to statistical mechanics I

have profited especially from interactions with Michael Gillan, Gregory Wannier

(some personally but mainly from his book), Mike Thorpe, Aneesur Rahman, Bert

Halperin, Gene Mazenko, Hisao Nakanishi, Nigel Goldenfeld and David Chandler.

Obviously none of these people are responsible for any mistakes you may find, but

they may be given some credit for some of the good stuff. I am also grateful to

the many classes that were subjected to these materials, in rather unpolished form

in the early days, and who taught me a lot. Finally I thank all my Ph.D. students

and postdocs (more than 30 in all) through the years for being good company and

colleagues and for stimulating me in many ways.

J. Woods Halley

Minneapolis

July 2005
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Introduction

The problems of statistical mechanics are those which involve systems with a

larger number of degrees of freedom than we can conveniently follow explicitly

in experiment, theory or simulation. The number of degrees of freedom which can

be followed explicitly in simulations has been changing very rapidly as computers

and algorithms improve. However, it is important to note that, even if computers

continue to improve at their present rate, characterized by Moore’s “law,” scientists

will not be able to use them for a very long time to predict many properties of nature

by direct simulation of the fundamental microscopic laws of physics. This point is

important enough to emphasize.

Suppose that, T years from the present, a calculation requiring computation time

t0 at present will require computation time t(T ) = t02−T/2 (Moore’s “law,”1 see

Figure 1). Currently, state of the art numerical solutions of the Schrödinger equation

for a few hundred atoms can be carried out fast enough so that the motion of these

atoms can be followed long enough to obtain thermodynamic properties. This is

adequate if one wishes to predict properties of simple homogeneous gases, liquids

or solids from first principles (as we will be discussing later). However, for many

problems of current interest, one is interested in entities in which many more atoms

need to be studied in order to obtain predictions of properties at the macroscopic

level of a centimeter or more. These include polymers, biomolecules and nanocrys-

talline materials for example. In such problems, one easily finds situations in which

a first principles prediction requires following 106 atoms dynamically. The first

principles methods for calculating the properties increase in computational cost as

the number of atoms to a power between 2 and 3. Suppose they scale as the second

power so the computational time must be reduced by a factor 108 in order to handle

106 atoms. Using Moore’s law we then predict that the calculation will be possible

T years from the present where T = 16/log102 = 53 years. In fact, this may be

optimistic because Moore’s “law” may not continue to be valid for that long and

also because 106 atoms will not be enough in many cases. What this means is that,

1



2 Introduction

Figure 1 One version of Moore’s “law.”

for a long time, we will need means beyond brute force computation for relating

the properties of macroscopic matter to the fundamental microscopic laws of

physics.

Statistical mechanics provides the essential organizing principles needed for

connecting the description of matter at large scales to the fundamental underlying

physical laws (Figure 2). Whether we are dealing with an experimental system

with intractably huge numbers of degrees of freedom or with a mass of data from

a simulation, the essential goal is to describe the behavior of the many degrees of

freedom in terms of a few “macroscopic” degrees of freedom. This turns out to

be possible in a number of cases, though not always. Here, we will first describe

how this connection is made in the case of equilibrium systems, whose average

properties do not change in time. Having established (Part I) some principles of

equilibrium statistical mechanics, we then provide (Part II) a discussion of how

they are applied in the three most common phases of matter (gases, liquids and

solids) and the treatment of phase transitions. Part III concerns dynamical and

nonequilibrium methods.
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Figure 2 Computational length and time scales. QC stands for quantum chemistry
methods in which the Schrödinger equation is solved. MD stands for molecular
dynamics in which classical equations of motion for atomic motion are solved.
Continuum includes thermodynamics, hydrodynamics, continuum mechanics, mi-
cromagnetism in which macroscopic variables describe the system. Statistical me-
chanics supplies the principles by which computations at these different scales are
connected.

Reference

1. C. E. Moore, Electronics, April 19 (1965).





Part I

Foundations of equilibrium statistical mechanics





1

The classical distribution function

Historically, the first and most successful case in which statistical mechanics has

made the connection between microscopic and macroscopic description is that

in which the system can be said to be in equilibrium. We define this carefully

later but, to proceed, may think of the equilibrium state as the one in which the

values of the macroscopic variables do not drift in time. The macroscopic vari-

ables may have an obvious relation to the underlying microscopic description

(as for example in the case of the volume of the system) or a more subtle rela-

tionship (as for temperature and entropy). The macroscopic variables of a system

in equilibrium are found experimentally (and in simulations) to obey historically

empirical laws of thermodynamics and equations of state which relate them to

one another. For systems at or near equilibrium, statistical mechanics provides

the means of relating these relationships to the underlying microscopic physical

description.

We begin by discussing the details of this relation between the microscopic and

macroscopic physical description in the case in which the system may be described

classically. Later we run over the same ground in the quantum mechanical case.

Finally we discuss how thermodynamics emerges from the description and how the

classical description emerges from the quantum mechanical one in the appropriate

limit.

Foundations of equilibrium statistical mechanics

Here we will suppose that the systems with which we deal are nonrelativistic and can

be described fundamentally by 3N time dependent coordinates labelled qi (t) and

their time derivatives q̇i (t) (i = 1, . . . , 3N ). A model for the dynamics of the system

is specified through a Lagrangian L({qi }, {q̇i }) (not explicitly time dependent) from

which the dynamical behavior of the system is given by the principle of least

7



8 1 The classical distribution function

action

δ

∫
L dt = 0 (1.1)

or equivalently by the Lagrangian equations of motion

∂L

∂qi
− d

dt

(
∂L

∂ q̇i

)
= 0 (1.2)

Alternatively one may define momenta

pi = ∂L

∂ q̇i
(1.3)

and a Hamiltonian

H =
N∑

i=1

pi q̇i − L (1.4)

Expressing H as a function of the momenta pi and the coordinates qi one then has

the equations of motion in the form

∂ H

∂pi
= q̇i (1.5)

−∂ H

∂qi
= ṗi (1.6)

In examples, we will often be concerned with a system of identical particles with

conservative pair interactions. Then it is convenient to use the various components

of the positions of the particles �r1, �r2, . . . as the quantities qi , and the Hamiltonian

takes the form

H =
∑

k

�p2
k/2m + (1/2)

∑
k �=l

V (�rk, �rl) (1.7)

where the sums run over particle labels and �pk = ∇�̇rk
H . Then the Hamiltonian

equations reduce to simple forms of Newton’s equation of motion. It turns out,

however, that the more general formulation is quite useful at the fundamental level,

particularly in understanding Liouville’s theorem, which we will discuss later.

In keeping with the discussion in the Introduction, we wish to relate this mi-

croscopic description to quantities which are measured in experiment or which are

conveniently used to analyze the results of simulations in a very similar way. Gener-

ically we denote these observable quantities as φ(qi (t), pi (t)). It is also possible to

consider properties which depend on the microscopic coordinates at more than one

time. We will defer discussion of these until Part III. Generally, these quantities, for

example the pressure on the wall of a vessel containing the system, are not constant
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in time and what is measured is a time average:

φ̄t = 1

τ

∫ t+τ/2

t−τ/2

φ(qi (t
′), pi (t

′)) dt ′ (1.8)

τ is an averaging time determined by the apparatus and the measurement made

(or chosen for analysis by the simulator). Experience has shown that for many

systems, an experimental situation can be achieved in which measurements of φ̄t

are independent of τ for all τ > τ0 for some finite τ0. It is easy to show that, in

such a case, φ̄t is also independent of t. If this is observed to be the case for the

macroscopic observables of interest, then the system is said to be in equilibrium. A

similar operational definition of equilibrium is applied to simulations. In practice

it is never possible to test this equilibrium condition for arbitrarily long times, in

either experiment or simulation. Thus except in the rare cases in which mathematical

proofs exist for relatively simple models, the existence and nature of equilibrium

states are hypothesized on the basis of partial empirical evidence. Furthermore, in

experimental situations, we do not expect any system to satisfy the equilibrium

condition for arbitrarily long times, because interactions with the surroundings

will inevitably change the values of macroscopic variables eventually. Making the

system considered ever larger and the time scales longer and longer does not help

here, because there is no empirical evidence that the universe itself is in equilibrium

in this sense. Nevertheless, the concept of equilibrium turns out to be an extremely

useful idealization because of the strong evidence that many systems do satisfy

the relevant conditions over a very wide range of averaging times τ and that,

under sufficiently isolated conditions, many systems spontaneously evolve rapidly

toward an approximately equilibrium state whose characteristics are not sensitive

to the details of the initial microscopic conditions. These empirical statements

lack mathematical proofs for most systems of experimental or engineering interest,

though mathematicians have made progress in proving them for simple models.

For systems in equilibrium defined in this way we are concerned with the calcu-

lation of averages of the type

φ̄t = lim
τ→∞

1

τ

∫ τ

0

φ({qi (t
′)}, {pi (t

′)}) dt ′ (1.9)

We will show that it is always possible in principle to write this average in the form

φ̄t =
∫

ρ({qi }, {pi })φ({qi }, {pi }) d3N q d3N p (1.10)

in whichρ({qi }, {pi }) is called the classical distribution function. The demonstration

provides useful insight into the meaning of ρ({qi }, {pi }). We consider the 6N dimen-

sional space of the variables {qi }, {pi }, called phase space. In this space the time
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evolution of the system is described by the motion of a point. Take a small re-

gion of this space whose volume is denoted �3N p�3N q centered at the point

(p, q). (Henceforth we denote (p, q) ≡ ({qi }, {pi }) and similarly (�p, �q) ≡
({�qi }, {�pi }).) Consider the interval of time �t defined as

�t(q0, p0, t0; q, p, t ; �p, �q) (1.11)

equivalent to the time which the point describing the system spends in the region

�3N p�3N q around (q, p) between t0 and t if it started at the point (q0, p0) at time

t0.

Now consider the fraction of time that the system point spends in �3N p�3N q,

denoted �w:

�w(q0, p0; q, p; �p, �q) = lim
t→∞

(
�t

t − t0

)
(1.12)

which is the fraction of the total time between t0 and t → ∞ which the system

spends in the region �3N p�3N q around (q, p).

Now we express the time average φ̄t of equation (1.9) in terms of �w by dividing

the entire phase space into small regions labelled by an index k and each of volume

�3N p�3N q:

φ̄t =
∑

k

φ(q0, p0; qk, pk)�w(q0, p0; qk, pk ; �p, �q) (1.13)

We then suppose that �w(q0, p0; q, p; �p, �q) is a well behaved function of the

arguments (�p, �q) and write

�w =
[

∂6N�w

∂3N�q∂3N�p

]
�p=�q=0

�3N q�3N p + · · · (1.14)

Defining

ρ(q0, p0; q, p) =
[

∂6N�w

∂3N�q∂3N�p

]
�p=�q=0

(1.15)

we then have in the limit �p�q → 0 that

φ̄t =
∫

ρ(q0, p0; q, p)φ(q, p) d3N q d3N p (1.16)

which is of the form (1.10). Several of the smoothness assumptions made in this

discussion are open to question as we will discuss in more detail later.

Equation (1.16) is most useful if φ̄t depends only on a few of the 6N initial

conditions q0, p0. Experimentally (and in simulations) it is found that the time

averages of many macroscopic quantities measured in equilibrium systems are very

insensitive to the way the system is prepared. We will demonstrate that under certain
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conditions, the only way in which these averages can depend on the initial conditions

is through the values of the energy, linear momentum and angular momentum of the

entire system. The general study of the dependence of averages of the form (1.16)

on the initial conditions is part of ergodic theory. An ergodic system is (loosely

from a mathematical point of view) defined as an energetically isolated system for

which the phase point eventually passes through every point on the surface in phase

space consistent with its energy. It is not hard to prove that the averages φ̄t in such

an ergodic system depend only on the energy of the system. It is worth pointing out

that the existence of ergodic systems in phase space of more than two dimensions

is quite surprising. The trajectory of the system in phase space is a topologically

one dimensional object (a path, parametrized by one variable, the time) yet we

want this trajectory to fill the 6N − 1 dimensional surface defined by the energy.

The possibility of space filling curves is known mathematically (for a semipopular

account see reference 1). However, for a large system, the requirement is extreme:

the trajectory must fill an enormously open space of the order of 1023 dimensions! By

contrast the path of a random walk has dimension 2 (in any embedding dimension)!

(Very briefly, the (fractal or Hausdorff–Besicovitch) dimension of a random walk

can be understood to be 2 as follows. The dimension of an object in this sense

is determined as DH defined so that when one covers the object in question with

spheres of radius η a minimum of N (η) spheres is required and

LH = lim
η→0

N (η)ηDH

is finite and nonzero. For a random walk of mean square radius 〈R2〉, N (η) =
〈R2〉/η2 and DH = 2. See reference 1 for details.) Nevertheless something like

ergodicity is required for statistical mechanics to work, and so the paths in phase

space of large systems must in fact achieve this enormous convolution in order to

account for the known facts from experiment and simulation. It is not true that every

system consisting of small numbers of particles is ergodic. Some of the problems at

the end of this section illustrate this point. For example, a one dimensional harmonic

oscillator is ergodic, but a billiard ball on a two dimensional table is not (Figure 1.1).

On the other hand, in the latter case, the set of initial conditions for which it is not

ergodic is in some sense “small.” Another instructive example is a two dimensional

harmonic oscillator (Problem 1.1).

There are several rationally equivalent ways of talking about equation (1.10).

These occur in textbooks and other discussions and reflect the history of the subject

as well as useful approaches to its extension to nonequilibrium systems. What we

have discussed so far may be termed the Boltzmann interpretation of ρ (in which ρ

is related to the time which the system phase point spends in each region of phase

space). This is closely related to the probability interpretation of ρ because the
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x

p

Figure 1.1 Phase space trajectory of a one dimensional oscillator fills the energy
surface. For some initial conditions, a ball on a billiard table with elastic specularly
reflecting walls is not ergodic.

probability that the system is found in d3N qd3N p is just ρd3N qd3N p according to the

standard observation frequency definition of probability. In such an interpretation,

one takes no interest in the question of how the system got into each phase space

region and could as well imagine that it hopped discontinuously from one to another

for some purposes. Indeed such discontinuous hops (which we do not believe occur

in real experimental systems obeying classical mechanics to a good approximation)

do occur in certain numerical methods of computing the integrals (1.10) once the

form of ρ is known. Regarding ρd3N qd3N p as a probability opens the way to the

use of information theoretic methods for approximating its form under all sorts

of conditions in which various constraints are applied. For mechanical systems in

equilibrium this approach leads to the same forms which we will obtain and use

here. The reader is referred to the book by Katz2 and to many papers by Jaynes
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for accounts of the information theoretic approach.3,4 A third interpretation regards

the integral (1.10) as describing an average over a large number (an ensemble) of

different systems, all specified macroscopically in the same way. Specifically we

may suppose that there are N systems with Nρd3N qd3N p in each small region.

Then the right hand side of (1.10) may be regarded as averaging φ over all N
systems and the equality in (1.10) as stating the equality of time averages and

ensemble averages. This was the approach taken by Gibbs in the first development

of the foundations of the subject.5 Gibbs regarded the equivalence of temporal

and ensemble averages as a postulate and did not attempt a proof. The ensemble

interpretation is of mainly historical interest but we will find its language useful

in discussing Liouville’s theorem below and the language of statistical mechanics

contains many vestiges of it.

In statistical physics, we are mainly interested in large systems and will usu-

ally make assumptions appropriate for them. The path we will follow in order to

obtain the standard forms (microcanonical, canonical and grand canonical) for the

distribution function ρ which successfully describe experimental and simulated

equilibrium systems is as follows. (These materials come from a variety of sources

but follow mainly the lines in Landau and Lifshitz’ book.6)

(1) We prove (in a physicist’s manner, but following lines which can be made rigorous) the

Liouville theorem, which shows that ρ must be invariant in time, that is it is a constant

of the motion.

(2) For large enough systems with finite range interactions, we then establish that ρ can

depend only on additive constants of the motion.

(3) Accepting that the additive constants are energy, linear and angular momentum (only)

we obtain the canonical distribution. This leads to an apparent contradiction for an

isolated system.

(4) We resolve this by demonstrating that the fluctuations in the energy in the canonical

distribution become arbitrarily small in large enough systems.

Before proceeding let me explain why I think it worthwhile to spend time on

these aspects of fundamentals. Most books of this sort simply write down the canon-

ical distribution function and start calculating. Firstly, simulation usually uses an

approach related to the microcanonical distribution, not the canonical one, whereas

analytical theories almost always work with the canonical or grand canonical dis-

tribution function. Thus a firm grasp of why and when these are equivalent is of

daily use in theoretical work which combines theory and simulation. Second, the

proofs (inasfar as they exist) of the legitimacy of the standard distribution functions

depend at several points on the largeness of the system involved, whereas simu-

lations are necessarily constricted to quite finite systems and experiments too are

increasingly interested in small systems for technical reasons. Finally, research on
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C(t)

C(t+dt)

Figure 1.2 Schematic sketch of the evolution of the boundary C(t) in phase space.

nonequilibrium systems will be informed by an understanding of the conditions

under which an equilibrium description is expected to work.

Liouville’s theorem

The theorem states that the function ρ(q0, p0; q, p) does not change if the phase

point q, p evolves in time as it does when the coordinates and momenta obey

the Hamiltonian equations of motion in time. (When we actually use (1.10) to

calculate an average, we do not regard the arguments q, p as functions of time, but

just integrate over them.) To demonstrate this, we use the ensemble interpretation.

Consider a cloud of N phase points distributed over the phase space with density

ρ. Consider a small but finite region in the phase space surrounded by a 6N − 1

dimensional surface C(t) around the point p(t), q(t). The volume of the small region

is

�p�q(t) =
∫

inside C(t)
d3N q(t) d3N q(t) (1.17)

The surface C(t) may be regarded as defined by the system points on it, which

we regard as moving along trajectories according to Hamilton’s equations as well.

Thus the surface will move in time and so will the points inside it. At time t, the

number of system points inside C(t) is

�N (t) = Nρ(q(t), p(t))�q(t)�p(t) (1.18)

if the region is small.

Now let time evolve to t + dt (Figure 1.2).

The points in the boundary C(t) move to form a new boundary C(t + dt) . The

points inside C(t) also move along their trajectories. But, because the solutions to the

Hamiltonian equations are unique, no trajectories cross. Therefore the same points
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that lay inside C(t) now lie inside C(t + dt) and the number of points �N (t + dt)
lying inside C(t + dt) is the same as the number �N (t). But by the same argument

used at time t,

�N (t + dt) = Nρ(q(t + dt), p(t + dt))�q(t + dt)�p(t + dt) (1.19)

where

�q(t + dt)�p(t + dt) =
∫

inside C(t+dt)
d3N q(t + dt) d3N q(t + dt) (1.20)

Combining (1.17), (1.18), (1.19), and (1.20) with the condition �N (t + dt) =
�N (t) gives

ρ(q(t), p(t))
∫

inside C(t)
d3N q(t) d3N q(t)

= ρ(q(t + dt), p(t + dt))
∫

inside C(t+dt)
d3N q(t + dt) d3N q(t + dt) (1.21)

Thus to show that ρ is constant we need to show that the integrals on the two sides

of (1.21) are equal. To do that we transform the variables of integration on the right

hand side to those on the left by use of the Jacobian:

∂(q(t + dt), p(t + dt))

∂(q(t), p(t))
=

∣∣∣∣∣∣∣∣∣∣∣∣∣

1 + ∂q̇1(t)
∂q1(t) dt ∂ q̇1(t)

∂q2(t) dt . . . . . .

∂q̇1(t)
∂q2(t) dt 1 + ∂ q̇2(t)

∂q2(t) dt . . . . . .

. . . . . .

. . . . . .

. . . . . .

. . . . . . . . . same for p

∣∣∣∣∣∣∣∣∣∣∣∣∣

=
3∏

i=q

N

(
1 + ∂q̇i (t)

∂qi (t)
dt

) (
1 + ∂ ṗi (t)

∂pi (t)
dt

)
+ O((dt)2)

= 1 +
3N∑
i

(
∂q̇i (t)

∂qi (t)
+ ∂ ṗi (t)

∂pi (t)

)
dt + O((dt)2) (1.22)

From the Hamiltonian equations of motion

∂q̇i (t)

∂qi (t)
= ∂2 H

∂qi∂pi
(1.23)

∂ ṗi (t)

∂pi (t)
= − ∂2 H

∂pi∂qi
(1.24)
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Thus if the Hamiltonian is analytic

∂(q(t + dt), p(t + dt))

∂(q(t), p(t))
= 1 + O((dt)2) (1.25)

Thus from (1.21)

dρ(q(t), p(t))

dt
= lim

dt→0

ρ(q(t + dt), p(t + dt)) − ρ(q(t), p(t))

dt
= lim

dt→0
O(dt2/dt) = 0 (1.26)

With suitable mathematical tightening of the various steps, this line of reasoning

rigorously proves the Liouville theorem (see for example Kurth7). The proof de-

pends essentially on the choice of the variables qi and pi as the coordinates of phase

space. For example, if one were to work in the space {qi }, {q̇i }, the corresponding

density would not be constant for every Lagrangian system.

The distribution function depends only on additive constants of the motion

The preceding section sketches the proof that the density distribution function ρ is

a constant of the motion defined by Hamilton’s equations of motion. That theorem

is quite robust and in particular does not require that the system be large for its

validity. To go further we need to suppose that the system has a large number of

degrees of freedom. Furthermore we will assume that the interactions between the

entities, usually atoms or molecules, in the system are short range in the following

sense. We imagine dividing the system when it is in equilibrium into two parts both

containing a large number of entities, say by designating a smooth two dimensional

surface which divides the region of accessible values of each of the (qi , pi ) in

two and assigning all the variables on one side of the surface at some time to one

subsystem and all those on the other side to the other. If the interactions are of

short range then the effects of the partition are only felt over a finite distance from

the partition (which is actually somewhat larger than the range of the interaction,

but which can be made much smaller than the dimension of each part). Let this

distance be d and the size of each partition be of order L. Then the magnitude of the

effects of inserting the partition to the magnitude of effects from the bulk of each

subsystem is roughly L2d/L3 → 0 as L → ∞. Thus, effectively, we can calculate

average properties as well from the partitioned system as from the original system,

as long as the properties φ which we are averaging treat every allowed region of

phase space with equal weight. (The last condition means, for example, that φ could

be the total energy or the average density, but not the density near the partition.)

Let the distribution function for the entities on one side of the partition be ρ1

and let it depend on coordinates and momenta q1, p1 and similarly for the other
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side of the partition let the corresponding quantities be ρ2 and q2, p2. This physical

argument just given means that, in the limit of large systems

ρ(q, p) = ρ1(q1, p1)ρ2(q2, p2) (1.27)

where ρ(q, p) is the distribution function for the original unpartitioned system. Now

each of these distribution functions obeys the Liouville theorem and is therefore a

constant of the motion. Taking the ln of (1.27),

ln ρ(q, p) = ln ρ1(q1, p1) + ln ρ2(q2, p2) (1.28)

This means that ln ρ must be an additive constant of the motion for the system. In

general, in a system with a phase space of 6N dimensions, there are 6N constants

of the motion (of which one is a trivial choice of the origin of time). It is clear that

the subset of these which is additive in the sense of (1.28) is much smaller. It is

easy to show (see Landau and Lifshitz8) that these include the three components

of the total linear momentum and the three components of the angular momentum

of a system of particles. If, in the sense just discussed, the interactions between

the elements of the partition can be ignored, then they include the energy as well.

Though it is stated in some textbooks that these are the only additive constants of

the motion, I do not know a proof. A large collection of evidence, not least the

wide applicablity of the resulting forms for the distribution function to simulation

and experiment, strongly suggests that it is often, if not always, true and we will

suppose it to be so here. Some insight into this assumption is provided by the fact

that conservation of energy, momentum and angular momentum can be shown to

arise as a consequence of the invariance of the Hamiltonian to translations in time

and space and to rotations respectively. Conversely, in cases in which the system is

presumed to be constrained so that the Hamiltonian is not invariant to one of these

operations, the corresponding conservation law does not hold. The most common

case of this sort is that in which the system is confined to a container with fixed

walls, so that the system is not invariant to spatial translation and rotation. Then the

only additive conservation law of which we will take account is that of energy. If we

suppose that energy, linear momentum and angular momentum are the only additive

constants of the motion and use the fact that (1.28) plus Liouville’s theorem shows

that ln ρ(q, p) is an additive constant of the motion, then it follows that ln ρ(q, p)

can only be a linear combination of these seven constants of the motion:

ln ρ(q, p) = α − β H (q, p) + �γ · �P + �δ · �L (1.29)

where α, β, �γ and �δ are constants independent of the q, p. The sign of the second

term is chosen to conform to convention. We have sketched an argument for this form

using, to reiterate, the following elements: (i) Liouville’s theorem, true for systems

of any size, (ii) (1.27) true only for large systems with short range interactions, and
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(iii) the assumption, very likely to be correct for most systems but unproved to my

knowledge, that energy, total linear momentum and total angular momentum are

the only additive constants of the motion. In most of our studies we will confine

attention to the case mentioned above in which the system is confined to a container

so that �P and �L are not conserved and (1.29) becomes simply

ln ρ(q, p) = α − β H (q, p) (1.30)

The constant α is determined in terms of β by requiring the average value of a

constant give, using (1.10), the constant itself. Thus

ρ(q, p) = e−β H (q,p)∫
e−β H (q,p) d3N q d3N p

(1.31)

This is the canonical distribution function. It is the distribution postulated by Gibbs

and most analytical work in equilibrium statistical mechanics postulates it as a

starting point.

The canonical distribution function also arises from the following “information

theoretic” point of view. Consider a series of N measurements of the phase point

of the system. Dividing the phase space into M regions labelled α we consider

the probabilities Pα of finding the system in each of them. (Pα = ρ(qα, pα)�q�p
where �q�p is the phase space volume of each region.) Consider a set of N
observations of the system in which, in Mα of those observations, we find the

system in region α. There are

Nways = N !/�α(Mα)!

ways to get this result. If we know nothing else, then the most probable set of

observations is the one for which Nways is maximum subject to the constraint∑
α Mα = N . It is almost obvious that Nways is maximized for all the Mα equal, in

this case giving Pα = 1/M corresponding to constant ρ(p, q). (It is instructive to

work this out by taking the ln of Nways, using Stirling’s approximation, introducing

a Lagrange multiplier to fix the constraint and minimizing with respect to Mα.)

If we know the value of the energy then we should make a guess consistent with

that information. However, we only obtain the canonical distribution if we guess

that the quantity to maximize subject to constant energy is not Nways but ln Nways.

The choice of the ln function in this guess is justified by an argument similar to

the one used earlier, but phrased in a more general way. Consider two systems (1)

and (2) which may be regarded as subsystems of the original one, as in our earlier

discussion. Then the number of possible ways to get a result is N (1)
ways N (2)

ways. But

the “missing information” function I (Nways) that we maximize is supposed to need

the property that I (N (1)
ways N (2)

ways) = I (N (1)
ways) + I (N (2)

ways). This requirement, together

with the requirement that I (Nways) be monotonic in Nways, is sufficient to show that
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I (Nways) must be ln Nways. It then follows quite easily by use of Lagrange multipli-

ers that the maximum of I (Nways) − β
∑

α N Pα Hα gives the canonical distribution

(using the Stirling approximation and assuming N to be large). Though this “infor-

mation theoretic” derivation of the canonical distribution appears rather different

from the one given earlier, it is in fact quite similar. The additivity requirement on

the information function is seen to be almost the same as the requirement (1.27).

However, the choice of the energy as the fixed quantity (or more generally the en-

ergy, momentum and angular momentum) is, if anything, even less well motivated

in this argument than it is in the earlier one, where we only needed the assumption

that the energy was the only additive constant of the motion. A very strong merit of

this information theoretic point of view, however, is that the same general approach

can be extended to very different problems involving, for example, the inference of

the most likely conclusions from incomplete experimental data in a wide variety of

circumstances in which we are not dealing with a simply characterized Hamiltonian

system of particles. We refer to the cited book by Katz2 and the numerous articles

by Jaynes for further discussion and elaboration of this point of view.

The canonical distribution appears to run into a contradiction, however, if we

consider that (1.31) appears to allow the energy to vary, whereas in fact the trajectory

through phase space is on a fixed energy surface. For a large enough system which

can be partitioned arbitrarily many times, we can show that this is not a problem.

Suppose that, instead of partitioning the system into two parts, we partition it into

N ′ parts where N ′ � 1 but also N/N ′ � 1 so that each region of the partition has

many particles in it. Notice that for a system of 1023 particles this would be easy

to do. Then the surface to volume ratio of each region in the partition would be

small in the sense discussed earlier, so we can still regard the interaction between

regions as negligible as long as the interactions are short range. Thus we can write

to adequate approximation that the Hamiltonian H = ∑N ′
α=1 Hr (qα, pα) where Hr

is the Hamiltonian of a region. If we use the canonical form for the distribution

function, we then obtain

ρ(p, q) =
∏
α

e−β Hr (qα,pα)∫
e−β Hr (qα,pα) dqα dpα

(1.32)

Now one can compute the expectation value for the total energy and its fluctuations

(which really should not occur) from this distribution function. It is easy to show

that

〈(H − 〈H〉)2〉
〈H〉2

= 1

N ′

〈
H 2

r

〉 − 〈Hr 〉2

〈Hr 〉2
(1.33)

Thus, as the system gets bigger while the size of each region remains fixed, the calcu-

lated fluctuations in the energy get relatively smaller and smaller and the canonical
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distribution function becomes in this respect a better and better representation of the

energy conserving behavior of the system. Since we used approximations requiring

a large system in deriving the canonical distribution it is not surprising that it only

gives a consistent description when the system is large.

Microcanonical distribution

For an isolated system, the energy is absolutely conserved at some value E . If the

system is large, then the arguments of the last section show that the distribution

function depends only on E in the case that a box contains the system and prevents

conservation of �P and �L . Thus the only possible distribution function for a large

isolated system is

ρ(q, p) = constant × δ(E − H (q, p)) (1.34)

This is known as the microcanonical distribution function. Note that the argument

we have given for it requires that the system be large and have short range interac-

tions in the sense discussed in the last section. (However, the argument contains a

contradiction because the ln of (1.34) for a system H = H1 + H2 is not exactly the

sum of the ln of the microcanonical distributions for the subsystems. We will discuss

how to consider a subsystem of a system described by the microcanonical distri-

bution below.) Of course the exact ρ(q, p) is also proportional to δ(E − H (q, p))

for any size system. However (1.34) will not be true in general for any size system.

To see why, recall that in complete generality the orbits of any Hamiltonian system

involve 6N − 1 constants of the motion. Let these be denoted Qλ(q, p). The last

coordinate is just the time itself. Thus in this representation, an orbit with energy

E is fully described by

ρexact = (1/τ )δ(E − H (q, p))
6N∏
λ=3

δ
(
Q(0)

λ − Qλ(q, p)
)∂({Qλ}, H, t)

∂(q, p)
(1.35)

where τ is the (extremely long Poincaré) period of the orbit. The energy has been

displayed explicitly and the other 6N − 2 constants of the motion are denoted

{Q(0)
λ }. The nontrivial statement requiring invocation of properties of large systems

is that the factors after the energy delta function in (1.35) do not matter for the

calculation of macroscopic averages. Though it is sometimes said that simulations

work in the microcanonical ensemble, it can be seen now that this is not really

exactly right. Simulations are numerically approximating ρexact. We can also see

here how the anomaly concerning the dimension of the space filled by the orbit

comes in. The orbit described by (1.35) is topologically one dimensional, but the

space described by the microcanonical ρ has dimension 6N − 1. Thus the exact
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orbit must be space filling to an astonishing degree. One other point worth noting

is that if one chooses the coordinates and momenta to be the set {Qλ}, H, t then

the orbit is not convoluted at all in the space of these coordinates and momenta

but is a straight line. This reveals the fact that ergodicity (or something equivalent)

cannot hold for absolutely all choices of generalized coordinates and momenta.

A full theory of how the microcanonical and canonical distributions arise from

the microscopic orbit must take account of this and can only hope to show their

validity for some overwhelmingly large set of choices of coordinates and momenta.

Experience indicates that this set will include essentially all the choices which one

would naturally make for large systems.

We can use the microcanonical form to obtain the canonical distribution for a

subsystem in another way. In some respects this is unnecessary since we obtained

the canonical distribution in the last section without reference to the microcanonical

one. However, we gain a physically useful expression for the constant β from this

approach. Let the Hamiltonian be Hb + Hs where “b” and “s” refer to the “bath” and

the “subsystem” respectively. Then the distribution function for the whole system

is

ρ(qb, pb; qs, ps) = constant × δ(E − Hb − Hs) (1.36)

We get the distribution for the subsystem alone by integrating out the coordinates

associated with the bath:

ρs(qs, ps) = constant ×
∫

dqb dpb δ(E − Hb − Hs) (1.37)

Now express the integration in terms of a new set of coordinates

(Hb(qb, pb), Qb, Pb) where the first coordinate is the Hamiltonian of the bath and

the (Qb, Pb) are any set of coordinates spanning the surfaces of constant energy in

the bath phase space. The integral on bath coordinates is then∫
dqb dpb δ(E − Hb − Hs) =

∫
dHb δ(E − Hb − Hs)

∫
dPb dQb

∂(qb, pb)

∂(Hb, Qb, Pb)

≡
∫

dHb δ(E − Hb − Hs)�b(Hb)

= �b(E − Hs) (1.38)

in which

�b(E − Hs) ≡
∫

Hb=E−Hs

dPb dQb

∂(qb, pb)

∂(Hb, Qb, Pb)
(1.39)

is the “area” (or volume) of the 6Nb − 1 dimensional region in the phase space of

the bath which is associated with bath energy E − Hs. Requiring that ρs(qs, ps) be
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normalized then gives

ρs(qs, ps) = �b(E − Hs)/�b(E)∫
dqs dps (�b(E − Hs)/�b(E))

(1.40)

We rewrite

�b(E − Hs)/�b(E) = eln(�b(E−Hs)/�b(E)) = eSb(E−Hs)/kB (1.41)

where, in anticipation of common usage we define

Sb(E − Hs) = kB ln
�b(E − Hs)

�b(E)
(1.42)

which will be called the entropy of the bath when the bath has energy E − Hs. kB

is Boltzmann’s constant and gives the entropy its usual units. As usual in classical

physics, an additive constant in the definition of the entropy is arbitrary here. Now

supposing that E � Hs, it is reasonable to take the first term in an expansion of

Sb(E − Hs) about Hs = 0 giving

Sb(E − Hs) = Sb(E) +
(

∂Sb(E − Hs)

∂ Hs

)
Hs=0

Hs = +
(

∂Sb(E − Hs)

∂ Hs

)
Hs=0

Hs

(1.43)

where the second equality follows only with our choice of additive constant in Sb.

Then (1.40) becomes

ρs(qs, ps) = e−β Hs(qs,ps)∫
dqs dps e−β Hs(qs,ps)

(1.44)

if we identify

β =
(

∂Sb(E + x)

∂x

)
x=0

(1.45)

Thus we obtain the canonical distribution function for the subsystem again with the

added benefit that an expression for β is obtained which is recognizable as related

to thermodynamics.

On the other hand this argument contains a swindle. The swindle occurs at

equation (1.43). Why should we expand Sb and not �b? Or to put it another way,

when we get to thermodynamics, we will want β to be independent of system size,

so we will need to have Sb proportional to system size. But the argument provides

no guarantee that this will be so. One way to answer is to go back to the previous

section: (1.45) is consistent with the results of this section and the latter depended

on the divisibility of the system into subsystems whose properties could be added

to get the properties of the whole system. Therefore the requirement that we expand

Sb and not �b must also be related to additivity.
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One gains some insight into how this happens by consideration of the case of a

bath which is a perfect gas. The Hamiltonian is

Hb =
3Nb∑
i=1

p2
i /2m (1.46)

and the integral in (1.39) can be done by first transforming to spherical coordinates

in momentum space. Let P1 =
√∑3Nb

i=1 p2
i . Then

�b(E) = V Nb

b

1∣∣ ∂ Hb

∂ P1

∣∣
Hb=E

∫
P1=

√
2m Eb

d3Nb−1S (1.47)

Here the integral is over the surface of a 3Nb dimensional sphere in momentum

space with radius
√

2m Eb. Thus one obtains

�b(E) =
√

m

2Eb

2π3Nb/2

(3Nb/2 − 1)!
(2m Eb)(3Nb−1)/2V Nb

b (1.48)

We study this in the thermodynamic limit in which Nb → ∞, Vb → ∞ while Nb/Vb

and Eb/Nb remain fixed. In this limit, (3Nb/2 − 1)! may be approximated as

(3Nb/2 − 1)! ≈ e−3Nb/2(3Nb/2)3Nb/2 (1.49)

and we have

�b(E) → ((2Eb/3Nb)2πme)3Nb/2 V Nb

b (1.50)

Thus �b is extremely rapidly diverging with Nb but the entropy

Sb(E − Hs) = (3Nb/2) ln((E − Hs)/E) ≈ (3Nb/2)(−Hs/E) (1.51)

so that the entropy is additive and

β = 3Nb/2E (1.52)

in accordance with the equipartition theorem.

On the other hand, it is interesting to notice in this example that the limit Vb → ∞
while Nb/Vb is fixed is not well behaved in ln �b(E). In fact the term in ln �b(E)

depending on the bath volume Vb is Nb ln Vb which is proportional to Nb ln Nb and

not to Nb in the thermodynamic limit. This is a general feature of the classical

distribution function as we have discussed it so far. In order to get a correct ther-

modynamic limit from the classical distribution function as one varies the number

of particles, one must divide the definition of the classical distribution function

by the factorial of the number of particles (Nb! here). Gibbs first noted this, and

argued, without knowledge of quantum mechanics, that the needed factor of 1/N !

should be inserted because of the indistinguishability of particles. Although the
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factor 1/N ! should be inserted, it arises from the indistinguishability of particles

in quantum mechanics and is not actually consistent with classical mechanics. The

factor 1/N ! is a residue of quantum mechanics at the classical level. This will be

discussed somewhat further in Chapter 4.
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Problems

1.1 Consider a two dimensional harmonic oscillator obeying the equations of motion:

m
d2x

dt2
= −Kx x

m
d2 y

dt2
= −Ky y

In fact, according to the definitions of this chapter, this system is not ergodic for

any set of initial conditions or values of the force constants Kx and Ky . However,

for certain conditions on Kx and Ky , the system satisfies a modified definition of

ergodicity, in which the system point fills a portion of the constant energy surface.

Prove these statements and illustrate by making some simulations of the motion

numerically, showing computed trajectories for various cases in the xy and px py

planes.

1.2 Show that a sufficient condition for (1.44) is that

�b(Eb) = constant × (Eb/N ′
b)ηN ′

b
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where η is a real positive number and N ′
b is a real positive number going to infinity

in the thermodynamics limit while Eb/N ′
b approaches a finite constant. Find β in this

case.

1.3 Find the classical distribution functions for the following one dimensional systems

as a function of initial conditions.

A particle confined to a box of length a by elastic walls.

A one dimensional harmonic oscillator, spring constant K.

A ball in the Earth’s gravitational field bouncing elastically from a floor.

A pendulum with arbitrary amplitude.
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Quantum mechanical density matrix

For systems which obey quantum mechanics, the formulation of the problem of

treating large numbers of particles is, of course, somewhat different than it is for

classical systems. The microscopic description of the system is provided by a wave

function which (in the absence of spin) is a function of the classical coordinates

{qi }. The mathematical model is provided by a Hamiltonian operator H which is

often obtained from the corresponding classical Hamiltonian by the replacement

pi → ( h̄/i)(∂/∂qi ). In other cases the form of the Hamiltonian operator is simply

postulated. The microscopic dynamics are provided by the Schrödinger equation

i h̄(∂�/∂t) = H� which requires as initial condition the knowledge of the wave

function �({qi }, t) at some initial time t0. (Boundary conditions on �({qi }, t) must

be specified as part of the description of the model as well.) The results of ex-

periments in quantum mechanics are characterized by operators, usually obtained,

like the Hamiltonian, from their classical forms and termed observables. Operators

associated with observables must be Hermitian. In general, the various operators

corresponding to observables do not commute with one another. It is possible to

find sets of commuting operators whose mutual eigenstates span the Hilbert space

in which the wave function is confined by the Schrödinger equation and the bound-

ary conditions. A set of such (time independent) eigenstates, termed ψν(q), is a

basis for the Hilbert space. The relation between operators φop and experiments is

provided by the assumed relation

φ̄(t) =
∫

�∗({qi }, t)φop�({qi }, t) d3N q (2.1)

where φ̄(t), the quantum mechanical average, is the average value of the experi-

mental observable associated with the operator φop which is observed on repeated

experimental trials on a system with the same wave function at the same time t .
Unlike the classical case, even before we go to time averages or to large systems,

only averages of the observed values of experimental variables are predicted by the

27
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theory. Consideration of time averaging will introduce a second level of averaging

into the theory. We are working here in the Schrödinger representation of operators.

Any time dependence which they have is explicit. In the study of equilibrium sys-

tems we will assume that the operators of interest are explicitly time independent

which is to say that they are time independent in the Schrödinger representation

(but not of course in the Heisenberg representation).

We suppose as in the classical case that in studying the macroscopic systems

usually of interest in statistical physics, we are interested in the time averages of

experimental observables, which we denote as

¯̄φ = 1

τ

∫ t+τ/2

t−τ/2

φ̄(t ′) dt ′ (2.2)

The double bar emphasizes that, unlike the classical case, two kinds of averaging

are taking place. As in the classical case, we define equilibrium to be a situation in

which these averages are independent of τ for any τ > τ0 . By the same arguments as

in the classical case, the averages are then independent of t as well. It is convenient,

as in the classical case, to move the origin of time to t = −τ/2 before taking the

limit τ → ∞ so that we are interested in averages of the form

¯̄φ = lim
τ→∞

1

τ

∫ τ

0

φ̄(t ′) dt ′ (2.3)

In the classical case, the analogous average was related to an integral over the

classical variables q, p. In the quantum case the corresponding average is over a

set of basis states of the Hilbert space defined briefly above. In particular, let ψν(q)

be a set of eigenstates of some complete set of commuting operators and expand

the wavefunction in terms of it

�(q, t) =
∑

ν

aν(t)ψν(q) (2.4)

It is possible in general to choose the ψν(q) to be orthonormal and we will do so.

Then the Schrödinger equation, expressed in terms of the coefficients aν , becomes

i h̄(∂aν/∂t) = ∑
ν ′ Hνν ′aν ′ where Hνν ′ = ∫

ψ∗
ν Hψν ′d3N q. Inserting (2.4) into (2.3)

and assuming that φop is explicitly time independent gives

¯̄φ = lim
τ→∞

1

τ

∫ τ

0

dt ′φ̄(t ′) =
∑
ν,ν ′

{
lim

τ→∞
1

τ

∫ τ

0

a∗
ν (t)aν ′(t) dt

}
φνν ′ (2.5)

in which

φνν ′ =
∫

ψ∗
ν φopψν ′ d3N q (2.6)
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The interchange of the order of summation and integration should be proved to be

legitimate in a rigorous treatment. If we define

ρν ′ν = lim
τ→∞

1

τ

∫ τ

0

a∗
ν (t)aν ′(t) dt (2.7)

then (2.6) becomes

¯̄φ =
∑
ν,ν ′

ρν ′νφνν ′ (2.8)

or in matrix notation

¯̄φ = Trρφ (2.9)

where ρ and φ are the (generally infinite dimensional) square matrices ρν ′ν and

φνν ′ . (The inversion of the order of indices in (2.7) is made in order to permit

(2.8) to be written as a matrix multiplication.) Tr means trace. Equation (2.7) is the

quantum version of (1.15) while (2.9) is the quantum form of (1.16). The matrix

ρ is called the density matrix. Just as the classical distribution function can be

described in terms of various sets of canonical coordinates and momenta related

by contact transformations, the density matrix can be expressed in terms of various

complete sets of orthonormal functions which span the space of wave functions and

these are related by unitary transformations. Just as the classical ρ(q, p) depended in

principle on all of the initial classical conditions p0, q0, the density matrix depends,

again in principle, on the initial wave function ψ(q, t0) or, equivalently, on all of the

coefficients aν(t = 0). Here we come, however, to a significant practical difference:

whereas in the classical case, the amount of data associated with specifying the

initial conditions, while large, is in principle countable and finite (6N numbers),

the initial condition specifying the wave function requires at the numerical level

an uncountably large amount of data, even for a system with a modest number of

particles. This apparently academic distinction has the very practical effect that

simulations of classical systems of thousands of particles are feasible while for

quantum systems they are extremely difficult and not very reliable, even for simple

systems.

As in the classical case, the density matrix may be interpreted in various ways.

For example, one obtains the probability interpretation if one supposes only that

the probability that the system has wave function �( j)(q) = ∑
ν a( j)

ν ψν(q) is Pj ,

thus avoiding any assumptions about the dynamics (but consistent with the known

dynamics of quantum mechanics). Then the value of the double average ¯̄φ would

be

¯̄φ =
∑

j

Pj

∫
�( j)∗(q)φop�

( j)(q) d3N q =
∑
ν,ν ′

ρν ′νφνν ′ (2.10)
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where

ρν ′ν =
∑
all j

Pj a
( j)∗
ν a( j)

ν ′ (2.11)

These equations are equivalent to (2.9) and (2.7). This point of view was emphasized

in the book by Tolman.1

Before proceeding to the analysis which leads to the quantum mechanical ana-

logue to the canonical distribution function, we note some facts which follow from

the definition of ρν ′ν . First, ρν ′ν is Hermitian since

ρ∗
ν ′ν = lim

τ→∞
1

τ

∫ τ

0

aν(t)aν ′(t)∗ dt = lim
τ→∞

1

τ

∫ τ

0

a∗
ν ′(t)aν(t) dt = ρνν ′ (2.12)

This means that, for some purposes, ρ can be regarded as an operator which is an

observable. Secondly, consider Trρ:

Trρ =
∑

ν

ρνν =
∑

ν

lim
τ→∞

1

τ

∫ τ

0

a∗
ν (t)aν(t) dt = lim

τ→∞
1

τ

∫ τ

0

∑
ν

|aν(t)|2 dt

(2.13)

But∫
d3N q|�(q, t)|2 =

∑
ν,ν ′

a∗
ν (t)aν ′(t)

∫
d3N qψ∗

ν (q)ψν ′(q) =
∑

ν

|aν(t)|2 = 1

(2.14)

so

Trρ = lim
τ→∞

1

τ

∫ τ

0

dt = 1 (2.15)

The requirement that Trρ = 1 (independent of basis) looks a lot like the requirement

that a probability distribution be normalized and, in fact, in any given representation

ν one can see from the definition that ρνν is the probability of finding the system in

the state ψν when a measurement of the observables associated with the quantum

numbers ν is made. But in an arbitrary basis, ρνν ′ can have off diagonal elements

which are complex and have no trivial probability interpretation.

To understand the fundamental equilibrium forms of the density matrix, we

proceed much as in the classical case to prove a quantum version of the Liouville

theorem and then argue on the basis of expected additive properties of large systems

for a canonical form for the density matrix. The quantum mechanical version of the

Liouville theorem is quite simple to obtain. First, one must decide how to define

the time dependence of the density matrix. In the present case, we choose to define

the time derivative of ρνν ′ as

dρνν ′

dt
= lim

τ→∞
1

τ

∫ τ

0

d

dt
(a∗

ν ′(t)aν(t)) dt (2.16)
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It is immediately evident that if the limit exists it is zero:

dρνν ′

dt
= lim

τ→∞
(a∗

ν ′(τ )aν(τ ) − (a∗
ν ′(0))aν(0))

τ
= 0 (2.17)

since the coefficients aν must be finite if the wave functions �(q, t) are to be nor-

malizable. Thus by this definition the density matrix is a constant. One can see

from this that the density matrix corresponds to an operator representing a con-

served quantity in the usual sense in quantum mechanics. We write the Schrödinger

equation in the representation of the states ν as

i h̄
daν

dt
=

∑
ν ′

Hνν ′aν ′ (2.18)

which gives

d

dt
(a∗

ν ′(t)aν(t)) = i

h̄

∑
ν ′′

[
Hν ′′ν ′a∗

ν ′′(t)aν(t) − a∗
ν ′(t)aν ′′(t)Hνν ′′

]
(2.19)

Then taking the time average limτ→∞ 1
τ

∫ τ

0
(. . .)dt of both sides and assuming that

H is not time dependent gives, with the same definition (2.16) of dρνν ′/dt ,

dρνν ′

dt
= i

h̄

∑
ν ′′

[ρνν ′′ Hν ′′ν ′ − Hνν ′′ρν ′′ν ′] (2.20)

Thus with (2.17) we have

ρH − Hρ = 0 (2.21)

in matrix notation so that ρ can be regarded as an operator corresponding to a

constant of the motion in the quantum mechanical sense. This formulation will

also prove quite useful in describing time dependent phenomena in Part III. Now

consider a special basis in which the density matrix has a particularly simple form

which allows an unambiguous interpretation. Consider the complete set of com-

muting operators which includes the Hamiltonian. The operators represent all the

3N quantum mechanical constants of the motion of the system. In the basis ψν(q)

which are simultaneously eigenvalues of all these operators, ρ, which because it

is itself a constant of the motion must be a function of these 3N operators, must

also be diagonal. Because ρ is Hermitian, its diagonal matrix elements in this basis

must be real and, again from the definition, positive. Thus the quantities ρνν can

be interpreted as the probabilities of finding the system with values of the 3N con-

stants of the motion designated by the 3N quantum numbers ν and there are no off

diagonal elements of ρ in this basis. Unfortunately, in a large interacting system,

the 3N operators associated with all the constants of the motion are never known.
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For large systems, partitionable in the same sense discussed for classical systems,

we can now construct arguments for a canonical density matrix very similar to

those in the last chapter. In particular, we suppose that for a partition into two

large systems, the density matrix is a product in the following sense. We first

work formally in the special basis discussed in the last paragraph, in which the

density matrix is rigorously diagonal and in which the quantum numbers {ν} denote

eigenvectors of 3N linearly independent operators, including H which commute

with the Hamiltonian H . Because ρ itself commutes with the Hamiltonian it must

itself be diagonal in this representation. If the Hamiltonian of the partitioned system

can, to a good approximation (and using arguments completely analogous to those

used in the classical case), be written as H1 + H2, ignoring interaction terms in

the thermodynamic limit, then in this representation the diagonal elements of the

density matrix (which are the only nonzero ones) can be written

ρν,ν = ρ(1)
ν1,ν1

ρ(2)
ν2,ν2

(2.22)

where ν1 and ν2 designate bases for the two partitions which also simultaneously

diagonalize all the constants of the motion of those two partitions individually. Now

we may take the natural logarithm of (2.22) much as in the classical case:

ln ρν,ν = ln ρ(1)
ν1,ν1

+ ln ρ(2)
ν2,ν2

(2.23)

which shows that ln ρν,ν can be a function only of the quantum numbers in ν

corresponding to additive constants of the motion. If, as in the classical case, we

suppose these to be energy, linear and angular momentum then we have

ρνν ′ = δν,ν ′ eα e−βEν+�δ· �Pν+�γ · �Lν (2.24)

in this representation. Here Eν, �Pν, �Lν are the eigenvalues of energy, linear and

angular momentum. We may determine α from the requirement that Trρ = 1:

ρνν ′ = δν,ν ′
e−βEν+�δ· �Pν+�γ · �Lν∑
ν

(
e−βEν+�δ· �Pν+�γ · �Lν

) (2.25)

Finally one can remove the restriction to a particular basis, noting that (2.25) can

be written as the operator

ρ = e−β H+�δ· �P+�γ · �L

Tr
(
e−β H+�δ· �P+�γ · �L) (2.26)

and if we restrict attention to the case of systems in a stationary “box”

ρ = e−β H

Tr(e−β H )
(2.27)

which is called the canonical density matrix.
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A similar treatment is possible in the case that we allow the number of particles

in the partitions of a large system to vary. This is more convenient in the quantum

mechanical case than in the classical one, because the formalism of second quan-

tization makes it straightforward to describe the system in terms of a Hamiltonian

operator with a variable number of particles. Assuming the Hamiltonian to be writ-

ten in this way, we consider the case in which the number of particles is conserved,

[N , H ] = 0. Then the argument, given a partition of a large system, proceeds as

before, except that the constants of the motion now include N as well as energy

and momenta. Thus, denoting the constant analogous to β by −βμ we have

ρ = e−β H+βμN

Tr(e−β H+βμN )
(2.28)

This is often called the grand canonical partition function (or ensemble).

Microcanonical density matrix

We can also study the implications of the previous arguments for the total system

following the lines of the classical case. In particular note that in a representation in

which the Hamiltonian is diagonal, the coefficients aν(t) have the time dependence

aν(t) = aν(0) e−iEνE t (2.29)

so that

ρνν ′ = lim
τ→∞

1

τ

∫ τ

0

a∗
ν ′(0)aν(0) e

i(Eν′
E
−EνE )t

dt =
{

a∗
ν ′(0)aν(0) Eν ′

E
= EνE

0 otherwise

(2.30)

This is analogous to the condition that the energy is exactly conserved in an isolated

system in the classical case. Here, however, we have a difference, because the initial

wave function may not be an energy eigenstate. If it is not, then the density matrix,

though diagonal in the energy quantum number, may not be infinitely sharply

peaked at a particular value of the energy, even for an isolated system. Analogous

to the classical case, the factors a∗
ν ′(0)aν(0) in (2.30) can contribute a dependence of

ρνν ′ on quantum numbers other than those associated with the energy (or the linear

and angular momenta). These dependences are only expected to be absent in the

case that we have a large system with the additive properties already extensively

discussed. Then the energy diagonal elements of ρνν ′ can depend only on the

energy and we have the closest quantum analogue to the microcanonical ensemble

in classical statistical mechanics:

ρνν ′ =
{

constant E − δE/2 ≤ Eν ′
E

= EνE ≤ E + δE/2

0 otherwise
(2.31)
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This is significantly more arbitrary than its analogue in the classical case as we

have discussed and it is not of much practical use. We can show, exactly as before,

that any discrepancy between the canonical and microcanonical expectation values

of the energy can be made arbitrarily small by taking an infinitely large system and

letting δE → 0.

We note a property of (2.30) closely analogous to the one discussed for the

exact classical distribution function in the last chapter. It is quite easy to show

that the eigenvalues of (2.30) within the energy subspace characterized by νE are∑
ν̃ for νE

|aν(0)|2, 0, . . . , 0 where the number of zeroes is 1 less than the degeneracy

of the level characterized by νE . The eigenvectors are aν(0)/
√∑

ν̃ for νE
|aν(0)|2

for the first eigenvalue with the other eigenvectors being orthogonal to it in the

degenerate subspace. This diagonalization is quite closesly analogous to the con-

tact transformation taking the classical system to the set of constant coordinates

and momenta and, analogously to that classical case, it leads to a form of the

density matrix which is clearly in conflict with the microcanonical and canoni-

cal forms. Analogously to the classical case, we conclude that the canonical and

microcanonical forms cannot be good approximations for evaluation of averages

in absolutely all quantum mechanical bases but only, in some sense, in “almost

all” of them for large systems. The bases which we implicitly select in making

measurements are presumably overwhelmingly likely to be among the bases for

which the standard ensembles are a good description. Of course, the actual diago-

nalization of the density matrix in the subspaces in a real large system will in gen-

eral be completely impractical because the initial quantum mechanical state is not

known.

Reference

1. R. C. Tolman, The Principles of Statistical Mechanics, London: Oxford University
Press, 1967.

Problems

2.1 Use a representation ν in which H is diagonal to show that ρνν ′ defined by (2.12) is

always diagonal in the energy.

2.2 Write aν(t = 0) = rνeiφν in a representation in which the Hamiltonian is diagonal,

Here rν and φν are real. Show that the assumptions of Chapter 2 leading to (2.24)

mean that the density matrix is independent of the phases φν . In some treatments

of the foundations of quantum statistical mechanics this is elevated to a postulate,

termed the hypothesis of random a priori phases.
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2.3 Work out the density matrix in the case that the wave function is an energy eigenstate

for the case of a particle in a box. Use it to derive general expressions for the time

averages of arbitrary functions of the momentum and of the coordinate, expressing

the result as a sum of the term arising from the classical distribution function (derived

in Problem 1.3) and a correction term associated with quantum mechanics. Under

what circumstances is the extra term small? Generalize to the case of an arbitrary

initial wave function.





3

Thermodynamics

With the form of the density matrix established it now becomes possible to extract

the fundamental features of thermodynamics from the theory, thus establishing a

relation between thermodynamics and mechanics. The main remaining concept re-

quired for this is a general definition of entropy, to which we turn first below. From

this we can easily extract the familiar general relations of equilibrium thermody-

namics, which we then review.

Definition of entropy

We carry through the discussion for the canonical, quantum mechanical case. We

start with the idea that the equilibrium density matrix, when expressed in terms of

the quantum constants of the motion, is a function only of the energy in the case of

greatest interest. We denote such a representation νE , ν ′ where νE designates the

quantum number specifying the energy and ν ′ is an abbreviation for all the other

3N − 1 constants of the quantum motion. The density matrix is then diagonal and

its diagonal matrix elements are denoted ρνE ,ν ′;νE ,ν ′ . The entropy is related to the

number of states associated with the system when it is in equilibrium. To make sense

of this we first sum ρνE ,ν ′;νE ,ν ′ on all of its quantum numbers except νE . Because

ρνE ,ν ′;νE ,ν ′ depends only on νE this gives∑
ν ′

ρνE ,ν ′;νE ,ν ′ = ρ(EνE )
∑

ν ′ with energy EνE

1 (3.1)

where for example in the case of the canonical density matrix

ρ(EνE ) = e−βEνE /Tr e−β H (3.2)

The factor
∑

ν ′ with energy EνE
1 is nearly what we want because it measures the number

of states consistent with the system having energy EνE . However, in a system

described by the canonical density matrix, the energy is not fixed, so it is not

37



38 3 Thermodynamics

immediately transparent what energy we should take. To resolve this question, we

denote

�(EνE ) =
∑

ν ′ with energy EνE

1 (3.3)

and use the fact that, from the normalization of the density matrix,∑
νE

ρ(EνE )�(EνE ) = 1 (3.4)

Consider the nature of the summand: ρ(EνE ) is an exponentially decreasing function

of EνE while �(EνE ) is a rapidly increasing function so that this summand will have

a sharp peak at the average energy Ē . Thus the sum should only depend on ρ(EνE )

evaluated at the energy Ē and it is reasonable to write

ρ(Ē)�� =
∑
νE

ρ(EνE )�(EνE ) (3.5)

where �� is the number of states associated with the equilibrium density matrix.

But using the normalization condition (3.4) this gives

�� = 1/ρ(Ē) (3.6)

We identify the entropy as

S = kB ln �� (3.7)

Some other perspectives on this definition will be illustrated in the problems. Using

(3.6) this gives

S = −kB ln ρc(Ē) (3.8)

where the subscript c has been added to ρ to specify the canonical density matrix. In

the case that the number of particles can vary, a virtually identical argument gives

S = −kB ln ρgc(Ē, N̄ ) (3.9)

Thermodynamic potentials

We define the canonical partition function Zc as

Zc ≡ Tr e−β H (3.10)

Then (3.8) becomes

S = −kB ln(e−β Ē/Zc) = kBβ Ē + kB ln Zc (3.11)
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Using β = 1/kBT to define the temperature, we then obtain

Ē − T S = −kBT ln Zc (3.12)

If the quantity S is indeed the thermodynamic entropy, then Ē − T S is the

Helmholtz free energy, denoted F (or A in the chemical literature). Thus

F = −kBT ln Zc = −kBT ln Tr e−β H (3.13)

This establishes the needed relation between a thermodynamic quantity and the

microscopic, quantum mechanical model. Familiar relationships of thermodynam-

ics follow from this if we suppose that the energy Eν of the system depends on

experimentally controlled variables Xi (for example the volume, which fixes the

boundary conditions on the wave functions, or a field, which fixes a term in the

Hamiltonian). We now vary F with respect to T and to the variables Xi :

dF =
(

−kB ln Zc − kBT

Zc

∂ Zc

∂T

)
dT + 1

Zc

∑
i

∑
ν

e−βEν
∂ Eν

∂ Xi
dXi (3.14)

In the second term on the right one can evaluate

∂ Zc

∂T
=

∑
ν

Eν

kBT 2
e−βEν (3.15)

so that the expression in (. . .) on the right hand side becomes

−kB ln Zc − Ē/T ≡ −S (3.16)

using (3.11). Thus

dF = −SdT +
∑

i

〈
∂H
∂ Xi

〉
dXi (3.17)

in which H is the Hamiltonian. The most common example is that in which the

only Xi is the volume V . Then 〈∂H/∂ Xi 〉 = ∂ Ē/∂ Xi is minus the pressure and

(3.17) becomes

dF = −S dT − P dV (3.18)

If X is a magnetic field intensity H then ∂ Ē/∂ Xi is minus the magnetization. In

another common example, X is an electric field and ∂ Ē/∂ Xi is the negative of the

polarization. (Note that the Xi can be either intensive (independent of the number of

degrees of freedom) or extensive (proportional to the number of degrees of freedom).

The key question is whether the Xi can be interpreted directly in the microscopic

calculation of eigenvalues and eigenvectors (as can V, H and E whereas P , M and

P the polarization cannot be directly used in this way).) We will deal in the rest of

this section only with the case in which the only relevant variable X is the volume.
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The extension to other cases is not difficult. In the case that X is the volume, the

Gibbs free energy G is defined to be

G = F + PV (3.19)

and by use of (3.18)

dG = −S dT + V dP (3.20)

The enthalpy W (sometimes this is denoted H ) is defined by

W = E + PV (3.21)

giving

dW = T dS + V dP (3.22)

Finally inserting F = Ē − T S into (3.18) one obtains

dĒ = T dS − P dV (3.23)

Each of these various thermodynamic potentials can be seen to be constant when a

different pair of external variables is held constant. It is often convenient to regard

each potential as a function of those variables. Thus we regard F as depending on T
and V, G on T and P, Ē on S and V, and W on S and P. The relation (3.13) permits

all these potentials to be calculated using the microscopic Hamiltonian in the case

of the canonical density matrix.

We now go over a similar discussion for the case of the grand canonical density

matrix. The entropy is

S = −kB ln ρ(Ē, N̄ ) = −kB(β N̄μ − β Ē − ln Zgc) (3.24)

where

Zgc ≡
∑
N ,ν

eβμN−βEν,N (3.25)

or from (3.24)

T S = −N̄μ + Ē + kBT ln Zgc (3.26)

The quantityĒ − T S − N̄μ is called the thermodynamic potential in thermody-

namics and is denoted Ω:

Ω = −kBT ln Zgc (3.27)

This establishes a connection between the microscopic Hamiltonian and thermo-

dynamics in the grand canonical case, analogous to (3.13). Again, we suppose that
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Eν,N vary with some experimentally controlled parameters Xi and obtain

dΩ =
(

−kB ln Zgc − kBT

Zgc

∂ Zgc

∂T

)
dT − kBT

Zgc

∂ Zgc

∂μ
dμ +

∑
i

〈
∂H
∂ Xi

〉
dXi (3.28)

The term in (. . .) can be shown to be −S by use of (3.24). The next term is

−kBT

Zgc

∂ Zgc

∂μ
= −kBT

Zgc

β
∑
N ,ν

Ne(Nμ−Eν,N )β = −N̄ (3.29)

Thus

dΩ = −S dT − N̄ dμ +
∑

i

〈
∂H
∂ Xi

〉
dXi (3.30)

We specialize this as before to the case of just one Xi which is the volume V :

dΩ = −S dT − N̄ dμ − PdV (3.31)

From (3.26) and (3.27), Ω = Ē − T S − N̄μ. Then we have, since F = Ē − T S,

that

dF = dΩ + d(N̄μ) = −P dV − S dT + μ dN̄ (3.32)

This is consistent with (3.18) which was derived in the case that N̄ = constant.

Similarly the expressions for G, W and Ē become

dG = V dP − S dT + μ dN̄ (3.33)

dW = V dP − T dS + μ dN̄ (3.34)

dĒ = T dS − P dV + μ dN̄ (3.35)

Note that we have not exhausted the list of possible thermodynamic potentials for

the case in which the number of particles varies. Ω is the Legendre transform of

F with respect to μ and N and is constant when T, V , μ are fixed. We may define

similar Legendre transforms of Ē and W . I do not know names for these and will

call them ΩE and ΩW which are defined as

ΩE(S, V, μ) = Ē − μN̄ = −PV + ST (3.36)

ΩW(S, P, μ) = W − μN̄ = Ē + PV − μN̄ = ST (3.37)

but if we try to do the same thing with G we get (see (3.44) below)

ΩG(T, P, μ) = G − μN̄ ≡ 0 (3.38)

The corresponding differential relations are

dΩE(S, V, μ) = T dS − P dV − N̄ dμ (3.39)

dΩW(S, P, μ) = T dS + V dP − N̄ dμ (3.40)
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The last relation can be rewritten using ΩW(S, P, μ) = ST as

V dP − S dT = N̄ dμ (3.41)

This is very well known and is usually written in a slightly different form by dividing

by N̄ , defining s = S/N̄ , v = V/N̄ as the entropy and volume per particle:

d μ = v dP − s dT (3.42)

In this form it is known as the Gibbs–Duhem relation. Using ΩE(S, V, μ) =
−PV + ST one can easily show that (3.39) also reduces to this same Gibbs–

Duhem relation. To summarize, the only new information in these last three

Legendre transforms is the Gibbs–Duhem relation (3.42).

Some thermodynamic relations and techniques

Here we review some thermodynamic relations and methods. We will follow com-

mon usage in thermodynamics arguments and drop the bar on N̄ in this section. We

will only include the bar on N̄ later when its absence is likely to cause confusion.

Note first that, generally, the differential relations just listed may be used to write

expressions for the first derivatives of the thermodynamic potentials in terms of

their independent variables. For example, from (3.33) we have

(
∂G

∂ N

)
P,T

= μ (3.43)

However, since μ must be independent of system size this equation can be integrated

on N to give

G = μN (3.44)

One can use this in the definition of Ω

Ω = Ē − T S − N̄μ = G − PV − μN = −PV (3.45)

Using (3.27), this is an equation of state. One may use the same differential relations

to express any thermodynamic potential explicitly in terms of derivatives of the

eigenvalues of the underlying quantum mechanical problem. For example from

(3.32) we have

(
∂ F

∂V

)
T,N

= −P (3.46)
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which is also an equation of state since the left hand side has been expressed in

(3.13) in terms of the microscopic model. From this

G = F + PV = −kBT ln
∑

ν

e−Eν/kBT −
∑

ν
∂ Eν

∂V e−Eν/kBT∑
ν e−Eν/kBT

V (3.47)

providing a prescription for calculating G from first principles.

Directly measurable thermodynamic quantities are in most cases second deriva-

tives of the thermodynamics potentials. For example the specific heat at constant

volume

Cv ≡ T

(
∂S

∂T

)
V,N

= −T

(
∂2 F

∂T 2

)
V,N

(3.48)

However, Cv may also be expressed as a first derivative by writing the relation for

dĒ in terms of independent variables T, V and N:

dĒ = T dS − P dV + μ dN

= T

((
∂S

∂T

)
V,N

dT +
(

∂S

∂V

)
T,N

dV +
(

∂S

∂ N

)
T,V

dN

)
−P dV +μ dN (3.49)

from which(
∂ E

∂T

)
V,N

= T

(
∂S

∂T

)
V,N

=
(

∂ E

∂S

)
V,N

(
∂S

∂T

)
V,N

= Cv (3.50)

giving another expression for Cv. From the transformation (3.49) we also obtain

the relations

(
∂ Ē

∂V

)
T,N

= −P + T

(
∂S

∂V

)
T,N

=
(

∂ Ē

∂V

)
S,N

+
(

∂ Ē

∂S

)
V,N

(
∂S

∂V

)
T,N

(3.51)

and finally

(
∂ Ē

∂ N

)
T,V

= μ + T

(
∂S

∂ N

)
T,V

=
(

∂ Ē

∂ N

)
S,V

+
(

∂ Ē

∂S

)
V,N

(
∂S

∂ N

)
T,V

(3.52)

Equation (3.50) is an example of the use of the chain rule but the other two rela-

tions represent the somewhat more subtle relation which arises between two partial

derivatives of the same quantity with respect to the same variable when different

quantities are held fixed during the differentiation. One way of expressing this rela-

tion more generally is to consider a thermodynamic function w(x, z) and transform

its total differential so that it is expressed in terms of independent variables x, y
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x

w (x, z )

dz=
∂z
∂x

dx

y = constant( )
y

∂w
∂x( z

dx

dx

)
∂w
∂z( x

dz)

Figure 3.1 Geometrical interpretation of equation (3.54).

instead of x, z:

dw =
(

∂w

∂x

)
z

dx+
(

∂w

∂z

)
x

dz =
(

∂w

∂x

)
z

dx+
(

∂w

∂z

)
x

{(
∂z

∂y

)
x

dy+
(

∂z

∂x

)
y

dx

}

=
[(

∂w

∂x

)
z

+
(

∂w

∂z

)
x

(
∂z

∂x

)
y

]
dx +

(
∂w

∂z

)
x

(
∂z

∂y

)
x

dy

=
(

∂w

∂x

)
y

dx +
(

∂w

∂y

)
x

dy (3.53)

Thus in general by equating the terms proportional to dx on each side of the last

equality

(
∂w

∂x

)
y

=
(

∂w

∂x

)
z

+
(

∂w

∂z

)
x

(
∂z

∂x

)
y

(3.54)

This can be seen to give the relations for derivatives of Ē above. For example,

(3.51) follows from (3.54) by taking w = Ē , x = V , z = S and y = T . Whether

one chooses to remember (3.54) or to rederive it as needed is a matter of taste. The

meaning of (3.54) is illustrated in Figure 3.1.

Another set of useful relations follows from our forms for the total derivatives by

requiring that the second cross derivatives be well defined, as they must be. Thus,
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for example, by requiring that

(
∂2 F

∂T ∂V

)
N

=
(

∂2 F

∂V ∂T

)
N

(3.55)

one obtains the identity (
∂S

∂V

)
N ,T

=
(

∂ P

∂T

)
V,N

(3.56)

These are well known as Maxwell relations.

Another useful relation may be obtained by considering just three variables z, x
and y of which two are independent. Then we may express the total differential dz

dz =
(

∂z

∂x

)
y

dx +
(

∂z

∂y

)
x

dy (3.57)

This must be consistent with the relation that is obtained by expressing dy on the

right hand side in terms of dz and dx whence

dz =
(

∂z

∂x

)
y

dx +
(

∂z

∂y

)
x

[(
∂y

∂x

)
z

dx +
(

∂y

∂z

)
x

dz

]

=
[(

∂z

∂x

)
y

+
(

∂z

∂y

)
x

(
∂y

∂x

)
z

]
dx +

(
∂z

∂y

)
x

(
∂y

∂z

)
x

dz (3.58)

But by the chain rule (
∂z

∂y

)
x

(
∂y

∂z

)
x

= 1 (3.59)

so we require (
∂z

∂x

)
y

+
(

∂z

∂y

)
x

(
∂y

∂x

)
z

= 0 (3.60)

or (
∂z

∂y

)
x

(
∂y

∂x

)
z

(
∂x

∂z

)
y

= −1 (3.61)

Because of its usefulness, I will also describe one other way to manipulate these re-

lations (which is equivalent to the foregoing). One defines the Jacobian determinant

in the usual way as

∣∣∣∣
(

∂x
∂w

)
z

(
∂x
∂z

)
w(

∂y
∂w

)
z

(
∂y
∂z

)
w

∣∣∣∣ = ∂(x, y)

∂(w, z)
(3.62)
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It is easy to show by direct substitution that

∂(x, y)

∂(w, y)
=

(
∂x

∂w

)
y

(3.63)

It is somewhat less obvious that

∂(x, y)

∂(z, w)

∂(z, w)

∂(t, s)
= ∂(x, y)

∂(t, s)
(3.64)

The easiest way to see this is to consider reexpressing the differential element, say

dx dy in terms of the element ds dt . It cannot matter whether one does this directly

or by passing through the pair of variables z, w on the way:

dx dy = ∂(x, y)

∂(t, s)
dt ds = ∂(x, y)

∂(z, w)
dz dw = ∂(x, y)

∂(z, w)

∂(z, w)

∂(t, s)
dt ds (3.65)

If this seems too abstract, one can prove (3.64) by direct substitution, using the

relation (3.54) and the chain rule. As an example of the use of (3.64), a compact

proof of (3.61) is produced by use of this formulation:

(
∂y

∂x

)
z

(
∂z

∂y

)
x

= ∂(y, z)

∂(x, z)

∂(z, x)

∂(y, x)
= − ∂(y, z)

∂(y, x)
= −

(
∂z

∂x

)
y

(3.66)

Constraints on thermodynamic quantities

From this formulation one can obtain some well known constraints on thermody-

namic quantities. For example, the temperature, which is related to the thermody-

namic potentials through

(
∂ Ē

∂S

)
V

= T (3.67)

is also kB/β where β is the factor appearing in the density matrix. Because the

quantum mechanical energy spectrum of any system must be bounded from below

(i.e. there must be a lowest energy level) but not from above, the partition function

will not be finite unless β, and hence T , is positive. Actually, if the energy spectrum

has a large gap, it can sometimes appear to be effectively bounded from above and

this makes metastable states possible in which the effective temperature is negative.

Such conditions occur in some nuclear magnetic resonance systems, for example.

The condition that the temperature be the same throughout the system follows

trivially from our formulations, in which the parameter β is the same for every sub-

system. This condition, stated as the condition that two systems in thermal contact

have the same temperature, is sometimes called the zeroth law of thermodynamics.
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We also have the usual formulation of the first law of thermodynamics for example

from the form (3.35).

The second law of thermodynamics, stating that the entropy always increases in

time, is not really a statement about equilibrium statistical mechanics but one about

dynamics. Our formulation has nothing to say about it. Note that, to make sense

of it, one has first to define entropy in a way that does not require a long time in

order to determine it. We have not done this here, but that need cause no serious

problem if there is an empirically short time for the establishment of a state which

looks approximately like an equilibrium one. Even granting a useful definition, the

question of the status of the second law is very subtle. There are cases in which the

entropy, suitably defined, decreases for very short times, but there are no known

experimental cases in which it does not increase eventually. The theoretical status of

this fact is still discussed and debated. A widespread, but not universal, consensus is

that the origin of the second law lies in the low entropy initial state of the universe.

Those interested in pursuing these issues are encouraged to study the conference

proceedings edited by Halliwell, Perez-Mercader and Zurek1 and, particularly, for

a briefer discussion, the article by Lebowitz in that volume.2

The statement that the specific heat of a system goes to zero as the temperature

goes to zero is known as the third law of thermodynamics. It follows quite simply

from the grand canonial formulation:

Cv = −T

(
∂2 F

∂T 2

)
V,N

(3.68)

and using

F = −kBT ln Zc (3.69)

Suppose that the ground state has degeneracy G0 and energy E0. Then at low enough

temperatures we may write

Zc ≈ e−E0β
(
G0 + G1 e−(E1−E0)β + · · ·) (3.70)

whence

Cv →= kB

(
G1

G0

) (
(E1 − E0)2

(kBT )2

)
e−β(E1−E0) → 0 (3.71)

as T → 0. In practice, it is difficult to achieve temperatures low enough to satisfy

the conditions of this proof. In many cases, for higher temperatures, the specific

heat goes toward zero as a power law CV ∝ T x .

We may prove a constraint on the specific heat Cv as follows:

S = −
(

∂ F

∂T

)
V

=
(

∂(kBT ln Zc)

∂T

)
V

= kB ln Z + Ē

T
(3.72)
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Taking a second derivative(
∂S

∂T

)
V

= 1

kBT 3
(E2 − Ē2

) (3.73)

where

E2 =
∑

ν E2
ν e−βEν∑

ν e−βEν
(3.74)

by direct use of the expression for the partition function. But E2 − Ē2
> 0 for any

distribution of energy levels, so Cv = T (∂S/∂T )V > 0 for any system obeying the

canonical density matrix. Because (∂S/∂T )V = −(∂2 F/∂T 2)V this means that F
has negative curvature in the T direction.

We may similarly consider the curvature in the V direction which is related to

the compressibility. We evaluate(
∂ P

∂V

)
T

= −
〈
∂2 H

∂V 2

〉
+ 1

kBT

(〈
∂ H

∂V

2〉
− P2

)
(3.75)

in which

〈
∂ H

∂V

2〉
=

∑
ν

(
∂ Eν

∂V

)2
e−βEν∑

ν e−βEν
(3.76)

and

〈
∂2 H

∂V 2

〉
=

∑
ν

(
∂2 Eν

∂V 2

)
e−βEν

∑
ν e−βEν

(3.77)

This relation has been the subject of some rather obscure discussion in the lit-

erature. The last two terms on the right hand side of (3.75) give the mean

square fluctuation in the pressure (times 1/kBT ). The quantity 〈∂ H 2/∂V 〉 − P2 =
〈∂ H 2/∂V 〉 − 〈∂ H/∂V 〉〈∂ H/∂V 〉 is positive definite. Rearranging we have

(
1

kBT

) (〈(
∂ H

∂V

)2
〉

−
〈
∂ H

∂V

〉 〈
∂ H

∂V

〉)
=

(
∂ P

∂V

)
T

+
〈
∂2 H

∂V 2

〉
> 0 (3.78)

As long as the system is macroscopically homogeneous, the right hand side is easily

seen to depend on the number of particles as N−1 so the fluctuations in the pressure

are of order N−1/2 as expected. (A system containing more than one phase requires

more discussion in this regard.) From the last inequality〈
∂2 H

∂V 2

〉
> −

(
∂ P

∂V

)
T

(3.79)
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Further, for a mechanically stable homogeneous system we must have (∂ P/∂V )T <

0 so we require 〈
∂2 H

∂V 2

〉
> 0 (3.80)

for mechanical stability of a homogeneous system.
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Problems

3.1 Carry through the argument for the canonical case in the grand canonical one to show

that (3.9) is an appropriate expression for the entropy in that case.

3.2 Show that if one assumes for a large system that the product ρ(EνE )(d�(EνE )/dEνE )

is constant over a range �E around Ē and zero elsewhere then (3.5) gives �� =
(d�/dE)(E = Ē)�E .

3.3 Estimate the width of the peak in the summand of the right hand side of (3.5) in the

case of a perfect gas (neglecting any effects of exchange).

3.4 Find explicit expressions for the thermodynamics potentials F, G, W and Ē in terms

of the energy level spectrum of the system in the grand canonical case.

3.5 Evaluate the terms in (3.78) for a classical ideal gas and illustrate thereby the various

points of the general discussion. (The energy levels may be taken to be E{	pi } =∑N
i 	p2

i /2m. The components of the momenta can be taken to have the values h̄ ×
integers/V 1/3 as can be seen from the discussion of the semiclassical limit in the next

chapter, so the momenta depend on volume as 	pi = (V0/V )1/3 	p(0)
i where V (0) is a

reference volume. Thus derivatives can be evaluated and then V can be set back to

V0.)

3.6 Express C p − Cv as a function of derivatives involving P, V and T . Use your ex-

pression to explain qualitatively why this quantity is zero for low temperature solids

which do not experience phase transitions at low temperatures but is very large for

systems near a gas–liquid critical point in which the liquid and the gas are nearly in

equilibrium with each other.
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Semiclassical limit

In Chapter 1 we dealt with some foundational questions for systems described by

classical mechanics and in Chapter 2 we discussed similar questions for systems

obeying quantum mechanics. In Chapter 3 we connected the results of Chapter

2 to thermodynamics. A point left hanging by this discussion is the transition

from the description of Chapters 2 and 3 (quantum mechanical) to that of Chapter 1

(classical). Here we address this point. The approach will be to show circumstances

in which the quantum mechanical description (nearly) reduces to the classical one.

In fact this chapter will not be the last time we address this issue, since a more

complete treatment must await the introduction of cluster expansions in Chapter 6.

General formulation

Observables are related to observations in the quantum mechanical formulation by

¯̄φ = Trρφ =
∑
ν,ν ′

ρν,ν ′φν ′,ν (4.1)

where

ρν,ν ′ = 〈ν | e−β H | ν ′〉
Zc

(4.2)

using the canonical density matrix. Here we have used a general basis | ν〉 which

does not necessarily diagonalize the Hamiltonian. The general idea in passing to

the classical limit is to evaluate ¯̄φ in the basis of plane wave states obeying periodic

boundary conditions in a volume V

〈�r | ν〉 = 〈�r1, . . . , �rN | �k1, . . . , �kN 〉 = 1

V N/2

1√
η(�k1, . . . , �kN )

′∑
P

(±)P
N∏

i=1

ei�ki ·�rP(i)

(4.3)

51
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in both the interacting and noninteracting cases, even though this basis only diag-

onalizes the Hamiltonian in the noninteracting case. In equation (4.3), the P(i) are

permutations of those of the numbers 1, . . . ,N which refer to distinct �ki such that
�ki �= �k j . This last restriction is the meaning of the prime on the sum on permutations

P . The number of such permutations is

η(�k1, . . . , �kN ) = N !

N�k1
!N�k2

! · · · (4.4)

where N�ki
is the number of factors with �ki = �k ′

i (η = N ! for fermions). (±)P is

the sign of the permutation. V is the volume of the system. The sum on ν in (4.1)

becomes a sum on �ki in this basis. In a large system the sum on the �ki can be expressed

as an integral and thence as an integral on momenta, while the matrix elements in

(4.1) contain integrals on the positions �r1, . . . , �rN . Thus ¯̄φ can be expressed in

terms of an integral on the phase space which can be compared with the classical

result. The general result of this program is that, under certain conditions which we

will elaborate, the partition function and the density matrix in this basis take the

approximate forms

Zc → 1

h3N N !

∫
d3N q d3N p e−β H (p,q) (4.5)

while

ρ → 1

h3N N !Zc

e−β H (p,q) (4.6)

Equation (4.5) differs from the classical expression because of the factors 1/h3N N !.

Though these cancel out in (4.6) they can be seen to be relevant to the thermody-

namics which involves ln Zc. We return to this below.

The perfect gas

To carry out this program we begin with the perfect gas. Then

H = − h̄2

2m

∑
i

∇i
2 (4.7)

where m is the mass of the particles. Inserting this in (4.1) and using the basis (4.3)
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gives

¯̄φ = 1

ZcV N

∑
{Nki } such that

∑
i Nki =N

(1/n!)
∑

�k1,...,�kn

∑
P,P ′

(±)P (±)P
′ 1

η(�k1, . . . , �kN )

×
∫

d�r1, . . . , d�rN e− ∑
i h2�k2

i /2mkBT φ(h̄�k1, . . . , h̄�kn, �r1, . . . , �rN )
N∏
i

ei�ki ·(�rP(i)−�rP ′(i))

(4.8)

here we have written

∑
ν

(. . .) = 1

n!

∑
�k1,...,�kn

(. . .) (4.9)

to take account of the fact that the states obtained by permuting the �ki are not

different. Here n is the number of �ki ’s which appear at least once. (For fermions,

n = N and the sum
∑

{Nki } such that
∑

i Nki =N has only one term, with N of Nki = 1

and the rest zero. .) Now we transform this by defining

i ′ = P(i) P ′′ = P ′P−1 (4.10)

so that (±)P (±)P
′ = (±)P

′′
and writing

∑
�ki

(. . .) = V

(2π )3

∫
d�ki (. . .) (4.11)

If we write h̄�ki = �pi and use the fact that φ must be invariant under permutations

of �r1, . . . , �rN if φ is to be an observable then we get

¯̄φ = 1

h3N Zc

∑
{Nki } such that

∑
i Nki =N

(1/n!)

∫
d3n p d3N q e− ∑

i (�p2
i /2mkBT )

× φ(�p1, . . . , �pN , �r1, . . . , �rN )
′∑
P ′′

(±)P
′′

N∏
i=1

ei
�pi
h̄ ·(�ri −�rP ′′(i)) (4.12)

where the sum on P has been done. The integral on the momenta is only over those
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momenta which are not equal in the list �p1, . . . , �pN in the case of bosons. Thus

¯̄φ = 1

h3N N !

∫
d3N p d3N q

e−H (p,q)/kBT

Zc

φ(q, p)

+
∑

{Nki } such that
∑

i Nki =N ,some Nki �=1

(1/h3nn!)

∫
d3n pd3nq

e−H (p,q)/kBT

Zc

φ(q, p)

+
∑

{Nki } such that
∑

i Nki =N

(1/h3nn!)
∑
P ′′

′′
(±)P

′′

×
∫

d3N pd3nq
e−H (p,q)/kBT

Zc

φ(q, p)
N∏

i=1

ei
�pi
h̄ ·(�ri −�rP ′′(i)) (4.13)

in which the sum on permutations P ′′ now excludes the identity permutation. The

first term on the right hand side is the semiclassical limit in which we are interested.

The second term is absent in the case of fermions. We can get more explicit expres-

sions for the correction term in the case of the partition function which is obtained

by dropping the factor φ/Zc. For bosons, the second term, which does not contain

permutations, can be shown to be a factor λ3(N/V ) smaller than the first. λ is the

thermal wavelength defined below. In the third term, the lowest order contribution

is also the term, for bosons, for which all the Nki = 0 or 1 and we find

Zc = 1

h3N N !

[∫
d3N pd3N qe−H (p,q)/kBT +

∑
P ′′

′′
(±)P

′′

×
∫

d3N p d3N q e−H (p,q)/kBT
N∏

i=1

ei
�pi
h̄ ·(�ri −�rP ′′(i))

]
(4.14)

The integral on �pi may be done in this case in the second term giving∫
d�pi

h3
e−p2

i /2mkBT e
i
h̄ �pi ·(�ri −�rP(i)) = 1

λ3
e−π |�ri −�rP(i)|2/λ2 ≡ 1

λ3
f (| �ri − �rP(i) |) (4.15)

where λ is the thermal wavelength, λ ≡
√

2πh̄2/mkBT .

Thus

Zc =
(

V

λ3 N

)N
(

1 +
∑
P ′′

′′
(±)P

′′
∫

dN �r
V N

N∏
i

f (| �ri − �rP ′′(i) |)
)

(4.16)

where the lowest order Stirling approximation was used to evaluate the factorial.

The question of determining the condition under which the second term can be

dropped is somewhat delicate and we will defer it until Chapter 6. In fact it is

sufficient to require that λ3 N/V 
 1 whereas a careless treatment might suggest

that the left hand side of this inequality would need to be multiplied by N.
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For interacting gases, a similar set of transformations can be worked out. We

will consider the Hamiltonian

H =
∑

i

�p2
i /2m +

∑
i< j

v(| �ri − �r j |) (4.17)

The partition function in the canonical case is

Z = 1

N !V N

∑
�k1,...,�kN

∑
P

∑
P ′

1

η(�k1, . . . , �kN )

∫
dN �r

N∏
i=1

e−i�ki ·�rP(i) e−β(T +V )
N∏

j=1

ei�k j ·�rP( j)

(4.18)

where T = ∑
i �p2

i /2m. The complication in this case is that

e−β(T +V ) �= e−βT e−βV (4.19)

We write

e−β(T +V ) = e−βT e−βV eβO1eβ2O2 · · · (4.20)

and evaluate the operators by successively differentiating (4.20) with respect to β

and setting β = 0. This gives

O1 = 0 (4.21)

O2 = −1/2[T, V ] (4.22)

We drop the remaining terms in (4.20). Using the explicit expression (4.17) we then

find

O2 = h̄2

4m

∑
k �=l

∇2
k vk,l − h̄2

2m

∑
k

�Fk · ∇k (4.23)

in which

�Fk = −∇k

∑
l �=k

vkl (4.24)

We will not carry out a detailed analysis, but only note that the preceding analysis

for the perfect gas could be essentially carried through without change as long as

the terms −βO2, which act essentially like an additional term in the Hamiltonian,

can be ignored. Thus, in addition to the requirement that λ 
 a (the interparticle

spacing), which is required in order to ignore exchange effects, we have here an

added requirement that λ2∇2v 
 v in order to apply classical statistical mechanics.

We will defer a more detailed analysis until we have described the relevant cluster

expansion technique.
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Problems

4.1 Show that the first order correction to the semiclassical limit for the perfect gas can

be represented by a temperature dependent effective potential of form:

ṽi j = −kBT ln
[
1 ± e

−2π

λ2 |�ri −�r j |2
]

(4.25)

Sketch this potential as a function of | �ri − �r j | and discuss its meaning in the cases

of fermions and bosons.

4.2 Consider a system with the Hamiltonian

H =
∑

i

�p2
i /2m + (K/2)

∑
i

�r2
i

There are N particles and we will suppose that the temperature is high enough to work

in the semiclassical limit.

(a) Under some physical circumstances, the volume is irrelevant in such a system.

State a criterion in terms of V, T, and K under which this is the case.

(b) Under the circumstances in which V is irrelevant, define thermodynamic func-

tions appropriately in terms of T, K and other variables which are appropriately

introduced through Legendre transformation. Prove differential relations for these

thermodynamic potentials, and establish as many relationships analogous to the

ones found in Chapter 3 for a system in which T and V are natural variables as you

can. (It turns out here that, at fixed K, T, the chemical potential is not independent

of N . This problem is best understood by calculating explicit expressions for F
and 	 using the Hamiltonian and the semiclassical limit expressions, in lowest

order, in Chapter 4.)
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States of matter in equilibrium statistical physics
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Perfect gases

Here we begin a discussion of applications to systems of increasing density with

the application of the formalism to the simplest of all models, in which the particles

have kinetic energy but do not interact. Though this sounds straightforward, we

note two issues. First, if we take the Hamiltonian to be

H =
∑

i

p2
i /2m

(which is what we will use in the partition functions calculated below) then it should

be clear that there are N trivially identified constants of the motion in such a system,

namely the energies of individual particles. Such a system cannot exchange energy

between particles and cannot satisfy any reasonable ergodicity requirement. As a

consequence, though we can study the properties of such an ideal gas when it obeys

the canonical distribution, we have no assurance at all that it will ever be found

in such a state, since a system initiated experimentally away from the equilibrium

distribution will stay there. The obvious resolution to this dilemma is to include

interactions between the particles which are always present (at least for massive

particles and in the case of an isolated system; equilibration can also occur as a

result of interaction with the environment, for example, the walls of a container

containing a gas). Collisions of the molecules allow energy exchange, ergodicity

and the approach to equilibrium in time but they lead to two further questions. First,

how fast does the approach to equilibrium occur and second, by what criteria do we

decide whether the equilibrium system can, after all, be described as an ideal gas?

With respect to the first question, in a dilute gas, the general notion is that one needs

a significant number (around 100 in practice) of molecular collisions per particle to

achieve equilibrium. Elementary kinetic theory estimates (Problem 5.1) show that

at room temperature, equilibration of most gases will occur in minutes or less when

their densities are as large as 1023 cm−3. However, this becomes a more serious

problem at low temperatures. The second issue is addressed in the next chapter, in

59
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which a careful treatment of imperfect interacting gases appears. Roughly speaking,

the classical criterion for ignoring corrections due to interactions is ρ � 1/σ 3/2

where σ is the collision cross-section. In the quantum case, the criterion is less

trivial to state and harder to achieve experimentally. Indeed a system which could

be described as an ideal Bose gas containing massive particles was only observed

very recently. For reasons to be discussed later, many fermion systems behave

approximately as perfect Fermi gases at low temperatures.

Classical perfect gas

As discussed in the last chapter, the partition function in the semiclassical limit is

(equation (4.16))

Zc =
(

V e

λ3 N

)N

(5.1)

where the somewhat more accurate form N ! ≈ N N eN has been used. The

Helmholtz free energy is

F = −kBT ln Zc = −kBT N

(
ln

(a

λ

)3

+ 1

)
(5.2)

where a3 = V/N . The entropy and specific heat are

S = −
(

∂ F

∂T

)
V,N

= NkB

(
ln

(a

λ

)3

+ 5

2

)
(5.3)

CV = T

(
∂S

∂T

)
V

= 3NkB

2
(5.4)

which is familiar as a form of the equipartition theorem.

It is important to notice that, without the factor 1/N ! in the expression for the

partition function in the semiclassical limit, the free energy and the entropy would

not be proportional to the number of particles N . Tracing this factor through the

calculations of the last chapter, one sees that it arose when we performed the sum on

states associated with all possible sets of plane waves for the independent particles

of the perfect gas. For a given set �k1, . . . , �kN , the states obtained by permuting

the labels on the �ki are identical because the particles are identical, so when we

integrated independently on �k1, . . . , �kN we had to divide by N !. Thus the factor

1/N ! arises from the indistinguishability of the particles. It does not arise naturally

in the classical formulation and indeed the entropy and free energy obtained from

the classical formulation are not intensive if this factor is not added by hand. Gibbs
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noticed this problem and added the factor 1/N ! by hand and apparently by trial and

error based on physical reasoning but without the benefit of quantum mechanics.

The factor associated with particle indistinguishability occurs, as expected, in a

somewhat different way in a perfect gas mixture, when one has, say, two types of

particles, N1 of type 1 and N2 of type 2. Then the partition function is easily seen

to be

Zc,mixture = V N1+N2

λ
3N1

1 λ
3N2

2 N1!N2!
(5.5)

The entropy becomes

Smixture = kB

(
N1

(
ln

(
a1

λ1

)3

+ 5

2

)
+ N2

(
ln

(
a2

λ2

)3

+ 5

2

))
(5.6)

In terms of ρ1 = 1/a3
1 , ρ2 = 1/a3

2 this can be written

Smixture = kBV
( − ρ1 ln ρ1 − ρ2 ln ρ2 − ρ1 ln λ3

1 − ρ2 ln λ3
2

) + 5kB N/2 (5.7)

The first two terms are sometimes called the entropy of mixing.

It is instructive to do some of the same calculations for a perfect gas in the grand

canonical case. One has

Zgc =
∑

N

eNβμZ N =
∑

N

eNβμ V N

λ3N N !
= exp

(
eβμ V

λ3

)
(5.8)

Thus

� = −PV = −kBT eβμ V

λ3
(5.9)

But μ is determined by

N̄ =
∑

N N eβNμZ N∑
N eβNμZ N

= 1

β

∂

∂μ
ln

(∑
N

eNμβ Z N

)

= 1

β

∂

∂μ
ln

(
eeβμV/λ3) = 1

β

∂

∂μ

eβμV

λ3
= eβμV

λ3
(5.10)

so that PV = NkBT in agreement with the result in the canonical case. The specific

heat is found from

S = −
(

∂�

∂T

)
μ,V

= V kBeβμ

λ3

[
5

2
− μ

kBT

]
(5.11)

by use of (5.9) and (5.10)

S = N̄kB

(
5

2
+ ln

(
a3

λ3

))
(5.12)
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where a3 = V/N̄ (which is temperature dependent here). This is consistent with

(5.3) in the canonical case. Defining Cv,N̄ = T (∂S/∂T )V,N̄ gives CV,N̄ = 3
2
kB N̄

consistent with the canonical case. Note that CV,μ ≡ T (∂S/∂T )V,μ would be quite

different (see problem 5.2).

Molecular ideal gas

Here we suppose that the centers of mass of the molecules obey classical mechan-

ics but that the internal dynamics of the molecules is still quantum mechanical.

Roughly, one can see that the requirements for this are that

λ =
(

2πh̄2

MkBT

)1/2

�
(

V

N

)1/3

(5.13)

where M is the molecular mass and N is the number of molecules. On the other hand

we do not assume that the separation of the energy levels of the individual molecules

is �kBT . Writing the Hamiltonian for such a system needs to be done with some

care. Suppose there are M molecules, each requiring 3n particle coordinates for

a description. We consider a homonuclear gas for simplicity (like H2) though the

extension to the heteronuclear case is not difficult. There is a potential energy

function V (�r1, . . . , �rN ) where N = Mn and the Hamiltonian in general is

H =
N∑

i=1

�p2
i /2m + V (5.14)

Now at the temperatures at which we are working we will assume that the relevant

eigenvectors of the Hamiltonian can be written in the form:

ψν = ψ{�ki },{ni } = 1√
η

1

V M/2

∑
P

(±)P
M∏

i=1

ei�ki · �PR(i)φni (P{q}i ) (5.15)

In each term here we have grouped the particle coordinates �rP(1), . . . , �rP(n),

�rP(n+1), . . . , �rP(2n), . . . , �rP(N−n+1), . . . , �rP(N ), corresponding to assigning these

groupings to the M molecules. These groups are labelled with the index i =
1, . . . , M . The center of mass of each of these groups is �PR(i) and the remain-

ing coordinates associated with the group i after the center of mass transformation

are denoted P{q}i . φni (P{q}i ) is to be regarded as the wave function of the ith
molecule and is assumed to be localized around the center of mass of the ith co-

ordinate grouping. η was defined in equation (4.4). Consider the action of the

Hamiltonian on the term associated with the permutation P in this wave function.
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We assume that the centers of mass �Ri are far enough apart so that interactions

between particles in separate molecules (represented by the φni (P{q}i )) are negli-

gible. Then, when the Hamiltonian acts on this term in the wave function, the only

terms in the Hamiltonian which contribute significantly are those parts V1(P{q}i )

which describe the interactions between the particles in each molecule. Then the

eigenvalue can be shown to be

Eν =
∑

i

(
h̄2�k2

i

2M
+ εni

)
(5.16)

where (∑
Pi

p2
Pi/2m + V1(Pqi )

)
φn(Pqi ) = εnφn(Pqi ) (5.17)

Notice that for terms in the wave function in which particles have been interchanged

by permutation between molecules, different terms in the potential energy are sig-

nificant. Here �ki is the momentum associated with the center of mass of the ith
molecule and pPi ,P{q}i are the remaining degrees of freedom associated with that

molecule, which must be treated quantum mechanically.

In (5.15), P permutes labels associated with all the indistinguishable particles,

including ones on different molecules, in principle. However, here the permutations

which interchange identical particles on different molecules may be neglected. To

see this consider a particle labelled α on the ith molecule and an identical particle

labelled α′ on another molecule i ′. In the term in the partition function associated

with the permutation which interchanges these two particles and does nothing else,

the factors depending on �ki are

V

2π3

∫
e

−h̄2k2
i

2M e
�ki

mα
M ·(�rα−�rα′ ) d�ki (5.18)

where mα is the mass of the particles being interchanged and M is the mass of the

molecule as before. The factor mα/M arises from the definition of the center of

mass of the molecule �Ri = 1
M

∑
α mα�rα. The integral is done as in Chapter 4 and

we have

1

λ3
e

−π�r2(mα/M)2

λ2 (5.19)

where �r = |�rα − �rα′ |. This will be small if the density is low enough but the

condition is slightly more stringent than (5.13) might imply because of the factor
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mα/M . Thus it appears that we might require

λ =
(

2πh̄2

MkBT

)1/2

�
(

V

N

)1/3 (mα

M

)
(5.20)

where mα is the lightest particle in the molecule. This condition would be very

stringent for electrons on molecules! However, when we consider the integrals on

�rα, �rα′ which enter the relevant term in the partition function, we see that the term

which must be neglected is proportional to
∫

d�rα

∫
d�rα′

∫
d�{r}′

i

∫
d�{r}′

i ′ e−2π (mα/M)|�rα−�rα′ |2λ2
φni (�rα, {r}′

i )φ
∗
n′

i
(�rα, {r}′

i ′ )φ
∗
ni

(�rα′ , {r}′
i )φn′

i
(�rα′ , {r}′

i ′ )

(5.21)

Here {r}′i means all the coordinates on i except �rα or �rα′ and {r}′i ′ means all the

coordinates on i ′ except �rα or �rα′ . The local wave functions φ will overlap very

little in dilute gas and so, in particular, the terms involving exchange of electrons

will be small long before the condition (5.20) is satisfied. On the other hand, it is

true that both effects, associated with the momentum averaging and with spatial

averaging, indicate that other things (such as the strength of the binding of the

particle to the molecule) being equal, the lightest particles in the molecule will be

the easiest to exchange because the wave function overlaps will shrink exponentially

with
√

mα (as one can see from the WKB approximation, for example).

On the basis of these arguments we neglect terms in the partition function in

which one permutation of the particle labels occurs on one side of the matrix ele-

ment and another permutation, in which exchange of particles between molecules

has occurred relative to the permutation on the left hand side, occurs on the right

hand side. In this way one is grouping the terms involving different permutations of

the coordinates in (5.15) as follows. Start with a given assignment of particle num-

bers to molecules and add all permutations of labels within each molecule. Now

add all terms in which all the labels associated with one molecule are interchanged

with all the labels associated with another. Finally add all permutations resulting

in the assignment of different coordinate labels to the molecules and similarly

permute the coordinates in each assignment, first within the molecules, and then

interchange the labels of all the coordinates of each molecule for each such assign-

ment. Now the approximation to be made consists of two aspects. The overlaps of

terms involving different particle assignments to a given molecule can be ignored

as long as the range of the local wave functions φ is much less than the mean

distance between molecules. This criterion involves the temperature, because the

relevant molecular wave functions will have larger size for larger energies (and at

high enough energies the molecule will not be bound at all). Thus this aspect of

the approximation requires that the temperature be much less than the molecular



Molecular ideal gas 65

binding energy. On the other hand, if we wish to treat the centers of mass of the

molecules classically, then the thermal wavelength associated with the molecular

mass must be much less than the distance between molecules so that the effects

of permutations of entire sets of coordinates between molecules can be ignored.

This second requirement puts a lower bound on the temperatures where the ap-

proximations are valid, while the first requirement puts an upper bound on the

temperature.

If we have N particles, combined into M molecules so that there are n = N/M
coordinates associated with each molecule, then the three varieties of permutations

discussed above are (n!)M permutations of the internal coordinates, M! permuta-

tions of all the coordinates of each molecule with all the coordinates of each other

molecule and N !/(n!)M M! assignments of coordinate labels to the molecules. We

have been saying that we can ignore cross terms associated with the last kind of per-

mutations as long as the temperature and density are low enough so that the range

of all the molecular wave functions is much less than the intermolecular distance.

We can ignore cross terms associated with the M! permutations of all the coordi-

nates of one molecule with all those of another as long as the temperature is high

enough so that the molecular thermal wavelength is much less than the intermolec-

ular distance. We cannot ignore the permutations associated with internal degrees

of freedom of the molecules. (Molecules whose internal dynamics is classical are

not known to exist.) Assuming that the φni are already appropriately symmetrized

or antisymmetrized with respect to permutations of labels within a molecule, one

can work with one assignment of particle labels to molecules because each of

the (n!)M terms associated with different assignments will give the same result in

the partition function and cross terms are ignored. Thus one can work with the wave

function

ψ{�ki },{ni } = 1√
M!V M/2

∑
P ′

M∏
i=1

ei�ki · �RP (i)φni ({q}i ) (5.22)

in which the sum on permutations only includes those in which all the coordinates

assocated with one molecule have been interchanged with all the coordinates asso-

ciated with another. The factor η in (5.15) has been replaced by M! assuming that,

in the semiclassical limit which we consider, no plane wave state associated with

the motion of the center of mass of the molecules is macroscopically occupied. We

may now calculate Z by changing sums into integrals as in the discussion of the

semiclassical limit, adding a factor M! to take account of the fact that a new state

is not produced by permuting the {�ki }. Then we have

Zc = V M

M!

∫
dM �k

∑
{ni }

e−β

(∑
i

h̄2k2
i

2m +εni

)
= V M

M!λ3M

M∏
i=1

∑
ni

e−βεni (5.23)
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Thus

F = −kBT M

{
ln

(
a3

λ3

)
+ 1

}
− kBT

∑
i

ln

(∑
n

e−βεn

)

= −kBT M

(
ln

(
a3

λ3

)
+ 1 + ln

∑
n

e−βεn

)
(5.24)

in which λ and a3 have their previous definitions. The last term may be calculated

from the solutions to (5.17) which describes a single molecule at rest.

As an example consider the case of homonuclear diatomic molecules in harmonic

approximation for the vibrational levels. The spectrum εn of molecular energy levels

is

εn = εn,L ,M = h̄ω0(n + 1/2) + h̄2

2I
L(L + 1) (5.25)

in which ω0 is the harmonic vibrational frequency of the molecule, ω0 = √
2K/m

where K is the spring constant. Thus the free energy is (here and henceforth we

denote the number of molecules by N )

F = NkBT

[
ln

(
λ3

a3
−1

)
+ h̄ω0β

2
− ln(1−e−βh̄ω0 ) − ln

(∑
L

(2L+1)e

{
−h̄2

2I L(L+1)β
})]

(5.26)

The sum on L must be treated with caution when the two nuclei of the diatomic

molecule are identical. In practice we can assume that the electronic degrees of

freedom play no role because the molecule at thermal energies is separated from its

first excited electronic state in the Born–Oppenheimer approximation by an energy

gap which is much larger than kBT . However, the spins of the nuclei in the molecule

are weakly coupled by energies much less than kBT and this has interesting effects

on the physics. In effect, the various nuclear spin levels are degenerate. We consider

the case of H2 gas. The vibrational frequency ω0 is 4400 cm−1 and the first rotational

level at J = 1 is about 120 cm−1 so at temperatures much less than about 103 K we

can certainly consider the molecules to be in their vibrational ground state. Then

the nuclear wave function is of form

φ
(�r1, �r2; i (1)

z , i (2)
z

) = φvibYML ,L (r̂12)χI
(
i (1)
z , i (2)

z

)
(5.27)

The wave function of the nuclear spins does turn out to be relevant. Consider

the case of H2. The protons are fermions and the whole wave function must be

antisymmetric under interchange of 1 and 2. The ground vibrational state is even

under interchange. The proton nuclear spins are 1/2 so the allowed values of I are

1 and 0. The I = 1 state is a triplet of which each state is even under interchange.
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Figure 5.1 Comparison of the fully equilibrated theory for the specific heat of H2

gas with experiment.

Therefore the rotational spherical harmonic must be odd under interchange. On the

other hand when I = 0, the nuclear spin state is an odd singlet and the values of L
are even. Recalling that the nuclear spin levels are all degenerate we conclude that

the sum on L in (5.26) must be split into even and odd parts with weight 1 for even

values of L and weight 3 for odd values of L. The results of comparing this theory

with experiments on specific heat are shown in Figure 5.1. Astonishingly, it does

not work at all.

The problem is that this system is not ergodic. The different values of nuclear spin

for the molecules are stable over extremely long times so that the needed changes in

the nuclear spins which must accompany any changes in the distribution between

even and odd values of L cannot take place. Instead, one can regard the experimental

system as a gas mixture consisting of two types of molecules which can exchange

energy among themselves as the temperature changes, but not between each type.

The molecules are called parahydrogen (nuclear spin 0, even L) and orthohydrogen

(nuclear spin 1, odd L). The difference is, in summary, that if the system were

equilibrated one would have

Fequil = NkBT

[
ln

(
λ3

a3

)
− 1 + h̄ω0β

2
+ ln(1 − e−βh̄ω0 )

− ln

( ∑
L even

(2L+1)e

{
−h̄2

2I L(L+1)β
}

+ 3
∑
L odd

(2L+1)e

{
−h̄2

2I L(L+1)β
})]

(5.28)



68 5 Perfect gases

Eucker

Giacomini

Brinkworth

Scheej and Heuse

Partington and Howe

Eucker

Giacomini

Brinkworth

Scheej and Heuse

Partington and Howe

1.00

0.75

0.50

S
p
ec

if
ic

 h
ea

t

0.25

0
0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

2IkT
h2

Figure 5.2 Result of the “mixture” theory of H2 gas compared with experiment.

whereas

Fmixture = NkBT

[
ln

(
λ3

a3

)
− 1 + h̄ω0β

2
+ ln(1 − e−βh̄ω0 ) − (1/4)

×ln

( ∑
L even

(2L+1)e

{
−h̄2

2I L(L+1)β
})

−(3/4) ln

( ∑
L odd

(2L + 1)e

{
−h̄2

2I L(L+1)β
})]

(5.29)

Figure 5.2 shows the results for the mixture theory. They agree much better with

the experiments.

The situation in this ideal gas of molecules is one in which the centers of molecu-

lar mass are essentially treated classically, while the internal degrees of freedom are

treated quantum mechanically. In some respects, it can serve as a “toy model” for

thinking about problems of measurement and interpretation in quantum mechan-

ics, where such mixtures of classical degrees of freedom and subsystems for which

the internal degrees of freedom are inescapably quantum, occur. For example, the

relationship between the quantum mechanical phases of the M! terms in (5.22) is

irrelevant to the calculation of the partition function and, as far as the calculation

goes, those relative phases could as well be random. In the more general discussion

of measurement, one considers systems which quantum mechanically “decohere”

in a similar way. For many purposes, we can describe the molecular gas system by

just one of the M! terms in (5.22), somewhat as one is said to describe the universe

in terms of one term in an enormously complex sum of terms, each associated with

another “parallel universe.” Inelastic collisions of molecules in such a gas have
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some features like measurements in the general discussion of quantum mechanical

interpretation. As long as they do not involve quantum mechanical exchange of

particles between molecules, inelastic collisions result in changes of the quantum

mechanical state of the molecules, with attendant changes in the center of mass

momenta of the collision partners. Thus changes in the quantum subsystems are as-

sociated with changes in classical variables (the centers of mass) which are playing

a role here like classical “measurement apparatus.” Collisions in which exchanges

of particles between molecules are significant take the system from one of the terms

in (5.22) to another and thus the assumption of “decoherence” breaks down in the

presence of such collisions.

Quantum perfect gases: general features

The quantum perfect gas is conceptually well defined by the same Hamiltonian

studied for the classical case, suitably quantized

H =
∑

i

−h̄2∇2
i

2m
(5.30)

and supplemented by the requirement of Bose or Fermi statistics for the wave

functions. Experimental realization of this model is a much more difficult affair.

This may be understood as follows. Though the reason for the success of the

classical model for perfect gases is only understood in detail in terms of cluster

expansions discussed in the next chapter, one can understand the physical argu-

ment as follows. In a dilute classical gas, the mean free path of the particles is

much longer than the range of the interaction potentials. Thus the particles spend

most of their time moving freely and very little of it in collision. Now consider

the quantum case. Now the particles cannot be considered as localized. Indeed

we saw in the semiclassical limit that they have an effective radius of the order

of the thermal wavelength which diverges at low temperatures. Once the thermal

wavelength exceeds the range of the interparticle interactions, the classical argu-

ment for the applicability of the perfect gas model to a gas of particles which

are really interacting breaks down. It turns out that there is a completely different

reason why the interactions can be neglected in many Fermi systems at very low

temperatures. That will be discussed in Chapter 7. However, for Bose systems no

such argument exists and it has been extremely difficult to find systems of atoms

which act like perfect Bose gases. Finally however, there are both Fermi and Bose

systems in which the interactions are essentially zero, namely neutrino and photon

systems, so we do have accessible realizations of both cases. There is one more
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caveat, namely that these particles are massless so that the form (5.30) does not

really apply. (This is not a serious problem.) But the masslessness also means that

the number of particles is not conserved and, though this presents no computa-

tional difficulties, it changes the physics significantly, particularly in the case of

bosons.

In studying quantum perfect gases, it is easier to work within the grand canonical

density matrix. The partition function is

Zgc =
∑
{nν}

e
∑

ν nν (μ−εν )β (5.31)

Here we use the fact that the eigenfunctions of (5.30) (or its generalizations to

the case of massless particles) can be written as symmetrized or antisymmetrized

products of N one particle eigenstates φν satisfying

H1φν = ενφν (5.32)

where we write the slightly more general form

H =
N∑

i=1

H1(i) (5.33)

for the Hamiltonian H . nν is the number of factors φν in the product and may

be regarded as the number of particles “in” the state φν . The number of particles

N is then N = ∑
ν nν and the energy of a state characterized by a set {nν} is

E{nν} = ∑
ν nνεν The equation (5.31) follows easily from Zgc = Tr eβ(Nμ−H ). In

the case of symmetric wave functions (bosons) the statistics impose no constraints

on the numbers nν but in the Fermi case they require nν = 0, 1 only. (We include

spin in the label ν here.) Thus the sums in (5.31) are easy to do

Zgc =
∑
{nν}

∏
ν

enν (μ−εν )β =
∏
ν

{
1

1−e(μ−εν )β bosons

1 + e(μ−εν )β fermions
(5.34)

In the boson case, we have summed a geometric series. The sum is convergent only

if e(μ−εν )β < 1 for all values of εν (including 0). This is only possible if eμβ < 1

which requires μ < 0 for bosons quite generally. The thermodynamic potential

is

� = −kBT ln Zgc = ±kBT
∑

ν

ln
(
1 ∓ e(μ−εν )β

)
(5.35)
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From N̄ = − (∂�/∂μ)T,V we have

N̄ =
∑

ν

1

e(εν−μ)β ∓ 1
(5.36)

This suggests that the summand is the average number of particles “in” the state ν

(since the averaging is a linear process) and N = ∑
ν nν . One may also demonstrate

this directly by calculating

n̄ν =
∑

{nν′ } nν e− ∑
{ν′} nν′ (εν′−μ)β

∑
{nν′ } e− ∑

{ν′} nν′ (εν′−μ)β
(5.37)

The entropy is found from S = − (∂�/∂T )μ,V

S = kB

∑
ν

(
∓ ln

(
1 ∓ e(μ−εν )β

) + β(εν − μ)

e(εν−μ)β ∓ 1

)
(5.38)

It is illuminating to rearrange this using the relation

β(εν − μ) = ln(n̄ν ± 1) − ln n̄ν (5.39)

which is not hard to prove, giving

S = kB

∑
ν

[(n̄ν ± 1) ln(1 ± n̄ν) − n̄ν ln n̄ν] (5.40)

By use of Stirling’s approximation, this form of S can be shown to give the number of

ways of distributing particles in the states ν. To show this in detail requires a coarse

graining of the energy scale in order to justify the use of Stirling’s approximation

(Problem 5.7).

One can now use (5.38) together with (5.35) to show that

Ē = � + ST + μN̄ =
∑

ν

εν

e(εν−μ)β ∓ 1
(5.41)

which is also obtained from the expression E{nν} = ∑
ν ενnν by use of the linear

property of the average. The specific heat at fixed N̄ (which is usually what is

measured) is

CV,N̄ =
(

∂ Ē

∂T

)
V,N̄

=
(

∂ Ē

∂T

)
V,μ

+
(

∂ Ē

∂μ

)
V,T

(
∂μ

∂T

)
V,N̄

(5.42)

Quantum perfect gases: details for special cases

To evaluate these expressions, we need to change the sum on single particle states ν

to an integral and this requires some further specification of the Hamiltonian H1 in
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(5.33). We first consider the case of massive, nonrelativistic particles characterized

by the one particle Hamiltonian (5.30). Then the eigenvalues εν are characterized

by the wave vector �k in three dimensions and we can change the sums on �k to

integrals as before, assuming periodic boundary conditions.

∑
�k

(. . .) = V

(2π )3

∫
d�k(. . .) (5.43)

This step only works if there are no singularities in the summand. This is not as

trivial a constraint as it might appear, as we will discuss shortly in the case of

bosons. Because the various summands in the expressions for the thermodynamic

quantities are functions only of the energy ε�k = h̄2k2/2m, it is possible and very

useful to express the integral on �k as an integral on the energy ε

∑
�k

F(ε�k) = V

(2π )3

∫
d�k F(ε�k) = V

(2π )3

∫ ∞

0

4πk(ε)2 F(ε)
dk

dε
dε

=
∫ ∞

0

N (ε)F(ε) dε (5.44)

in which N (ε) is called the density of single particle states and is given in this case

by

N (ε) = V m3/2ε1/2

21/2π2h̄3
(5.45)

Using these expressions, one can integrate the expression for � in (5.35) by parts

in order to show that

� = −2

3
Ē (5.46)

so that

Ē = 3

2
PV (5.47)

It is probably useful to note that we can recover the semiclassical limit from

these expressions. For example, if we suppose that the fugacity z = eβμ is � 1

then from (5.36), (5.44) and (5.45) one finds

N̄ = 2

π1/2

V

λ3
z
∫ ∞

0

x1/2 dx

ex ∓ z
≈ 2

π1/2

V

λ3
z
∫ ∞

0

x1/2 dx

ex
= V

λ3
z = V

λ3
eβμ (5.48)

which is identical with (5.10). Using the semiclassical expression

μ = −kBT ln

(
a3

λ3

)
(5.49)
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shows that the condition z � 1 is identical to our previous condition λ � a for the

semiclassical limit.

Next we consider some useful properties of integrals which enter the theory of

perfect quantum gases. We are often concerned with integrals of the form:

∫ ∞

0

zx−1

ez ± 1
dz =

∫ ∞

0

zx−1e−z
∞∑

n=0

(∓)ne−nz dz =
∞∑

n=0

(∓)n
∫ ∞

0

zx−1e−z(n+1) dz

=
∞∑

n=0

∫ ∞

0

yx−1e−y dy
(∓)n

(n + 1)x
=

∞∑
n=0

(∓)n

(n + 1)x
�(x) (5.50)

where the definition of the gamma function

�(x) =
∫ ∞

0

yx−1e−y dy (5.51)

has been used. By use of the definition

ζ (x) =
∞∑

n=1

1

nx
(5.52)

we have in the Bose case that

∫ ∞

0

zx−1

ez − 1
dz = �(x)ζ (x) (5.53)

In the Fermi case one has

∞∑
n=1

(−)n+1 1

nx
=

∞∑
n=1

1

nx
− 2

∑
n even

1

nx
= ζ (x) − 2

2x

∞∑
n=1

1

nx
= (1 − 21−x )ζ (x)

(5.54)

so that

∫ ∞

0

zx−1

ez + 1
dz = �(x)(1 − 21−x )ζ (x) (5.55)

These expressions are useful only if x > 1. The functions �(x) and ζ (x) are listed

in various tables and are available numerically for example in the software libraries

IMSL and NAG. A few useful values are listed in the following table.
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x ζ (x) �(x)

3/2 2.612
√

π/2
2 π2/6 1

5/2 1.314 3/4
3 1.202 2
5 1.037 24

Generally, �(n) = (n − 1)! for n an integer > 1. The integrals

Fk(η) =
∫ ∞

0

zk dz

e(z−η) + 1
(5.56)

are also tabulated.1

Perfect Bose gas at low temperatures

We first consider the case of massive nonrelativistic particles for which the number

is conserved. Consider the expression

N̄ =
∑

�k

1

e(ε�k−μ)β − 1
(5.57)

where ε�k = h̄2k2/2m. Making the conversion from a sum to an integral:

N̄ = V m3/2

√
2π2h̄3

∫ ∞

0

ε1/2

e(ε−μ)β − 1
dε (5.58)

Inspection of the integrand in the last expression shows that the integral is largest

when μ = 0 (recall that μ ≤ 0 for bosons). Thus we apparently have the condition

N̄ ≤ V m3/2

√
2π2h̄3

∫ ∞

0

ε1/2

(eεβ − 1)
dε (5.59)

But this is clearly unphysical, since the right hand side is finite and independent of

N̄ so that if it were correct, we could not form a Bose gas with a number density

larger than the right hand side divided by V . Even worse, if one explores the right

hand side, one sees that it decreases with decreasing temperature so that by lowering

the temperature we can conclude that no Bose gas at any finite density could be

formed at low enough temperature. The problem has occurred at the step taking

us from (5.57) to (5.58). To see what has gone wrong consider the term in (5.57)
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corresponding to �k = 0. It is

n�k=0 = 1

e−μβ − 1
(5.60)

as μ → 0− (which is the limit we took in getting (5.59)); this term diverges. On the

other hand, in (5.59) this term has zero weight. Thus the treatment of the �k = 0 term

by the continuum approximation must be incorrect. When, at fixed temperature, the

right hand side of (5.59) is less than the number of particles, then we must treat the
�k = 0 term in the sum (5.57) separately and take μ to have a value much less than

h̄2�k2/2m for any finite �k but such that (5.60) is big enough to make up the deficit

in the number of particles left by the right hand side of (5.59). (It is useful to think

about whether this can be done consistently in the case that the volume becomes

large. It is not hard to show that the ratio of μ to the smallest finite value of h̄2�k2/2m
scales as V −1/3 so that for large enough volumes, a μ satisfying both conditions

exists (Problem 5.8).) In that case, the sum on �k for �k �= 0 has the same value as

before but there is an added term from n�k=0 in the sum for N̄ . As before, this leads

to an expression for μ in terms of N̄ but the scaling of μ with N̄ is unusual. All

these new features must be invoked at temperatures below the temperature T0 at

which the right hand side of (5.59) is exactly equal to the number N̄ of particles.

T0 is evaluated by making use of the integrals discussed in the last section:

N̄/V = m3/2

√
2π2h̄3

∫ ∞

0

ε1/2 dε

eεβ0 − 1
= m3/2

√
2π2h̄3

β
−3/2
0

∫ ∞

0

x1/2 dx

ex − 1
(5.61)

Defining the number density by ρ = N̄/V and rearranging this one shows that

T0 = 2π

ζ (3/2)2/3

h̄2

kBm
ρ2/3 ≈ 3.31h̄2

mkB

ρ2/3 (5.62)

Apart from factors of order unity this is easily understood as the temperature at

which the approximation a3 � λ3 breaks down. What is remarkable is that there

is a sharp change in the properties of the model at T = T0. Indeed this is our first

example of a phase transition, the Bose–Einstein condensation, and remains one

of the few phase transitions for which we have exact mathematical solutions. For

T < T0, the equation for the number of particles is

N̄ = n�k=0 +
∑
�k �=0

1

eε�kβ − 1
= n̄0 + V m3/2

21/2π2h̄3

∫ ∞

0

ε1/2 dε

eεβ − 1
(5.63)

The integral is evaluated in exactly the same way as before with the result

n̄0 =
(

1 −
(

T

T0

)3/2
)

N̄ (5.64)
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The specific heat for T < T0 is

CV,N =
(

∂ E

∂T

)
V,N

=
(

∂ E

∂T

)
V,μ

(5.65)

since the second term in (5.42) can be shown to be zero. Then

CV,N = ∂

∂T

(
V m3/2

21/2π2h̄3

∫ ∞

0

ε3/2 dε

eεβ − 1

)
= ∂

∂T
T 5/2 V m3/2k5/2

B

21/2π2h̄3

∫ ∞

0

x3/2 dx

ex − 1

= 5

2

V k5/2
B m3/2T 3/2

21/2π2h̄3
�(5/2)ζ (5/2) (5.66)

For T > T0 the second term in (5.42) is not zero and it is necessary to calculate μ

in order to obtain the specific heat at fixed particle number. This is of interest because

it shows that a singularity occurs in this thermodynamic quantity, characteristic of

a phase transition. One might think that it would be possible for T just above T0 to

make an expansion in the expression for N̄ as a function of μ, which is expected

to be small at those temperatures. It turns out, however, that the leading term in μ

is sublinear so that this procedure does not work. Instead we add and subtract the

value at μ = 0:

N̄ = V m3/2

21/2π2h̄3

(∫ ∞

0

ε1/2 dε

eεβ − 1
+

∫ ∞

0

(
ε1/2

e(ε−μ)β − 1
− ε1/2

eεβ − 1

)
dε

)
(5.67)

which is an identity. The second, μ dependent integral has its largest contribution

for the small ε region of the integral. The leading term in μ is obtained by expanding

the integrand for small μ and small ε:

N̄ = V m3/2

21/2π2h̄3

(∫ ∞

0

ε1/2 dε

eεβ − 1
+ kBT μ

∫ ∞

0

ε1/2

(ε − μ)ε
dε

)
(5.68)

The second integral is transformed to a familiar form by the transformations y2 =
ε/ | μ | and is π/

√| μ |. The first term can be written in the form N̄ (T/T0)3/2.

Thus

√
| μ | = N̄

((
T

T0

)3/2

− 1

)
21/2πh̄3

V m3/2kBT
(5.69)

Finally we use (5.61) in the form

N̄

V
= (kBT0)3/2 m3/2

21/2π2h̄3
ζ (3/2)�(3/2) (5.70)
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with the result that

μ = −kBT

((
T

T0

)3/2

− 1

)2 (
ζ (3/2)�(3/2)

π

)2

(5.71)

It turns out that a Taylor expansion of the energy for small μ also fails. A correct

result is obtained by using

Ē = −3

2
� (5.72)

so that (
∂ Ē

∂μ

)
T,V

= −3

2

(
∂�

∂μ

)
T,V

= 3N̄

2
(5.73)

Then using (5.68) in the form

N̄ = V m3/2

21/2π2h̄3

(∫ ∞

0

ε1/2 dε

eεβ − 1
+ O

( | μ |1/2
))

(5.74)

we obtain

Ē = E0(T ) + 3
V m3/2μ

23/2π2h̄3

∫ ∞

0

ε1/2 dε

eεβ − 1
+ O(| μ |3/2) (5.75)

Then using our expression for μ:

CV (T ) = C (0)
V (T ) + 9V m3/2k5/2

B T 3/2
0

23/2π4h̄3

(
1 −

(
T

T0

)3/2
)

(ζ (3/2)�(3/2))3 (5.76)

Note that there is no discontinuity in CV but there is a discontinuity in its slope at

T0.

Bose–Einstein condensation remained a theoretical curiosity, subject to some

controversy in the earliest times, from the introduction of the concept in 1925 by

Albert Einstein2 until its experimental realization in a rubidium vapor in 1995.3

As discussed briefly above, the experimental difficulty is that the stable phase of

all real monatomic systems below the Bose–Einstein condensation temperature is

a solid at all densities. Therefore, Bose–Einstein condensation in a dilute vapor

can only be observed in a kind of metastable quasiequilibrium, in which there

are sufficient interactions between the particles to achieve equilibrium of the ki-

netic energy between the atoms of the gas, but the collisions are rare enough and

the gas is sufficiently isolated to prevent the initiation of freezing into the solid

state.

In the successful experiments, isolation was achieved by use of optical and mag-

netic traps, and cooling was carried out in the last stages by a kind of radiation
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Figure 5.3 Condensate fraction N0/N measured as a function of T/N 1/3 for
5 × 106 sodium atoms trapped in a spherical harmonic well, compared with theory.
The solid line is the prediction in the thermodynamic limit for atoms in a harmonic
trap (see Problem 5.13). From reference 4 by permission.

induced stripping of the atoms with the highest energies from the trap. The trap im-

posed a harmonic oscillator potential on the gas, so the analysis just described needs

to be modified to take that into account. Although the effects of interactions need

to be taken carefully into account for a full analysis, it does turn out that the nonin-

teracting theory provides a good account of the observed phase. For example, we

show the measured condensate fraction compared with the noninteracting result in

Figure 5.3.

Perfect Fermi gas at low temperatures

Though there is no phase transition in the noninteracting Fermi gas model, the

properties at low temperatures require careful treatment of the integrals. This is

basically because the function 1/(eβ(ε−μ) + 1) develops a singularity as β → ∞ at

ε = μ. As a result, low temperature expansions, though entirely possible, require

some care. We consider the integral

I (μ, T ) =
∫ ∞

0

f (ε) dε

eβ(ε−μ) + 1
(5.77)

which is of the general type which is encountered. At zero temperature the integral is

I (μ, T =0) = ∫ μ(T =0)

0
f (ε) dε. (It is clear that μ(T = 0) > 0 here, because other-

wise we could not satisfy requirements on the total number of particles.) The object
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of the analysis is to write I (μ, T ) as I (μ, T = 0) + correction terms which can be

written as a series in T . To accomplish this we change the variable to z = β(μ − ε)

and rearrange the integral as follows:

I (μ, T ) = −kBT
∫ −∞

βμ

f (μ − kBT z) dz

e−z + 1

= −kBT

[∫ 0

βμ

f (μ − kBT z) dz

e−z + 1
+

∫ −∞

0

f (μ − kBT z) dz

e−z + 1

]
(5.78)

Now we rewrite

1

e−z + 1
= 1 − 1

ez + 1
(5.79)

in the first term giving three terms:

I = −kBT
∫ 0

βμ

f (μ − kBT z) dz + kBT
∫ 0

βμ

f (μ − kBT z) dz

ez + 1

− kBT
∫ −∞

0

f (μ − kBT z) dz

e−z + 1
(5.80)

Now change the variable in the first term back to ε and set z → −z in the third

term:

I =
∫ μ

0

f (ε) dε − kBT
∫ βμ

0

f (μ − kBT z) dz

ez + 1
+ kBT

∫ ∞

0

f (μ + kBT z) dz

ez + 1
(5.81)

The first term looks much like the T → 0 limit. In the second term we may set

βμ → ∞ to first order in e−βμ. As long as kBT � μ(T = 0) this will produce

errors which are much smaller than those associated with cutting off the series in

kBT/μ(T = 0) which we will find. (In particular let x = kBT/μ(T = 0). It is not

hard to show that for values of x up to xc, we can ignore terms of order e(−1/x)

compared to all terms in the power series
∑

n Anxn for which n < −1/xc ln xc.)

Next we expand the first term in μ(T ) − μ(0) giving

I =
∫ μ(0)

0

f (ε) dε + (μ(T ) − μ(0)) f (μ(0)) + O((μ(T ) − μ(0))2)

+ kBT

[∫ ∞

0

f (μ + kBT z) − f (μ − kBT z)

ez + 1
dz + O(e−βμ)

]
(5.82)

Finally we obtain the required series by expanding the last term in powers of T .

The integrand is odd in z so only the odd terms in z survive the expansion of the

numerator, but the extra power of kBT outside the integral means that the expansion
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contains only even powers in kBT :

I =
∫ μ(0)

0

f (ε) dε + (μ(T ) − μ(0)) f (μ(0)) + O((μ(T ) − μ(0))2)

+ 2 f ′(μ(T ))(kBT )2

∫ ∞

0

z dz

ez + 1
+ 2 f ′′′(μ(T ))

3!
(kBT )4

∫ ∞

0

z3 dz

ez + 1
+ · · ·

(5.83)

We apply this first to calculation of μ(T ) at low temperatures. Then I = N , the

number of particles. f (ε) = N (ε), the density of states which, without spin degen-

eracy, is V m3/2ε1/2/
√

2π2h̄3. Then at zero temperature we have

N = (2/3)V m3/2μ(0)3/2/
√

2π2h̄3 (5.84)

which gives the standard expression for μ(0), conventionally called the Fermi

energy

μ(0) ≡ εF =
(

3π2 N

V

)2/3 (
h̄2

2m

)
22/3 (5.85)

(The factor 22/3 disappears in the common case that one includes a factor 2 in the

density of states to account for the spin degeneracy of electrons.) To obtain the

leading low temperature corrections we use the next terms in (5.83):

N =
∫ εF

0

N (ε) dε + (μ(T ) − μ(0))N (μ(0)) + 2(kBT )2

× [
N ′(μ(0)) + (μ(T ) − μ(0))N ′′(μ(0)) + · · ·]

∫ ∞

0

z dz

ez + 1
+ O((kBT )4)

(5.86)

The first term on the right cancels the N on the left. The next two terms show that

μ(T ) − μ(0) is of order (kBT )2 so that the second term in [. . .] may be dropped at

low T . Then using N ′/N = 1/2ε one has

μ(T ) − μ(0) = −(kBT )2

μ(0)

∫ ∞

0

z dz

ez + 1
= −(kBT )2

μ(0)

π2

12
(5.87)

using ∫ ∞

0

z dz

ez + 1
= �(2)(1 − (1/2))ζ (2) (5.88)

To calculate the specific heat we calculate the energy using (5.83) with f = εN (ε)

Ē(T ) = Ē(0) + (μ(T ) − μ(0))N (μ(0))μ(0) + 2(kBT )2

(
3

2

)
N (μ(0))

π2

12
(5.89)
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and using (5.87)

Ē(T ) = Ē(0) + (kBT )2N (μ(0))
π2

6
(5.90)

Here Ē has been expressed in terms of N to leading order in T (μ has been

eliminated) so that we can compute the specific heat at constant volume and particle

number directly from (5.90):

CV,N = kB

π2

3
kBTN (μ(0)) (5.91)

(The factors associated with degeneracy are buried in N here so this formula is

quite general.) As is well known, the violation of the equipartition theorem at low

temperatures here was important historically in establishing that the ideal Fermi gas

model was useful for modeling electrons in metals. Establishment of the reasons

for the usefulness of the model in this strongly interacting system came later and

we do not discuss it now.
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Problems

5.1 Carry out the kinetic theory estimates as described qualitatively in the text in order

to estimate the rate of equilibration of a gas of density ρ, kinetic energy per particle

(3/2)kBT and collision cross-section σ . Then confirm the condition under which the

gas can be described as ideal by requiring that interaction energy be much smaller

than the kinetic energy.

5.2 Find the specific heat CV,μ for a perfect gas. Under what circumstances could the

difference between CV,N and CV,μ be observed experimentally? Try to describe an

experiment in which this might be done.

5.3 Consider two hydrogen molecules with particle labels 1, 2, 3, 4 for the four pro-

tons. Illustrate the discussion of possible permutations by explicitly grouping the 24

permutations of the proton labels into sets corresponding to permutations of labels

within molecules, permutations of entire sets of labels between molecules and per-

mutations associated with different assignments of labels to molecules. Indicate the
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sign of each permutation and indicate a set of permutations which would suffice for

describing the wave function (5.22) and one which would suffice for describing the

semiclassical limit for the centers of mass of the molecules.

5.4 Work out the specific heat of a gas of deuterium molecules D2. The nuclear spin of

each nucleus is 1. Consider the case of equilibrium and the case of unequilibrated

mixtures as discussed for H2. To specify the rotational constant, let h̄2/2I kBT =
Bh/kBT where B = h̄/2π I is a frequency. For deuterium B = 0.912 × 1012 s−1

Make a graph of the specific heat as a function of temperature in each case, for the

region between zero and room temperature.

5.5 Show that E = (3/2)PV for a classical monatomic perfect gas.

5.6 Consider a system of noninteracting bosons with energies

ε�k = h̄ck(1 − α1k − α2k2)

Find an expansion of the form

CV (T ) = A0T 3 + A1T 4 + A3T 5

for the specific heat at low temperatures and evaluate the coefficients in terms of the

parameters given. Assume that the number is not fixed.

5.7 Show that the entropy (5.40) is in fact the number of ways of distributing particles

among the one particle levels ν for a given set nν . You must use a coarse graining

in the scale of the quantum numbers ν and Stirling’s approximation. Then show

that you get (5.40) by maximizing this expression for S at fixed energy and particle

number.

5.8 Show that for T < T0 the ratio of the smallest nonzero value of h̄2k2/2m to μ scales

as V −1/3 and make a clear statement of why this justifies the procedures used to

describe the statistical mechanics of the Bose gas below T0.

5.9 Show that, during an adiabatic process in the photon gas, PV 3 remains constant.

5.10 Consider an ideal gas of atoms obeying the following variant of the Pauli principle.

Each solution of the one particle Schrödinger equation φν is allowed to appear

nν = 0, 1 or 2 times in the products which are used to describe the many body

wave function, but not more. (You do not need to worry about the form of the wave

functions, but only to assume that the many body energy eigenvalues are of the form∑
ν nνεν with nν = 0, 1 or 2.)

(a) Write down expressions for the grand canonical partition function Zgc and the

thermodynamic potential � in terms of the temperature T , the chemical potential

μ and the eigenenergies εν of the one particle Schrödinger equation.

(b) Use the result to write an expression for the average number of particles 〈N 〉
and the average energy 〈E〉 in terms of the same quantities. Make a qualitatively

correct sketch of the function 〈nν〉 as a function of εν at low temperatures and,

on the same graph, of the same function for the same values of 〈N 〉 and the same

one particle Hamiltonian for the case of fermions.

(c) Develop a low temperature expansion for the quantities 〈N 〉 and 〈E〉, following

the same general lines that were used for fermions in the text. Find explicit



Problems 83

expressions for the first terms involving finite temperature corrections to the low

temperature result, expressing the coefficients in terms of the quantities given

and dimensionless integrals and the density of states of the eigenenergies N (ε).

(But do not try to evaluate the dimensionless integrals.) Give the low temperature

specific heat in terms of the same quantities.

(d) Now consider, qualitatively only, the cases in which the allowed values of nν

are nν = 0, 1, . . . , n where n is a finite number n ≥ 2 . How do you expect

the function 〈nν(ε)〉 to look as a function of ε at fixed N and low (not zero)

temperature? Make a graph like the one you drew for the last part of part (b),

showing how you think the function will look for a series of increasing values

of n, at a fixed low temperature.

5.11 Consider an ideal Bose gas of nonrelativistic particles of mass m in a world of four

spatial dimensions.

(a) Demonstrate that Bose condensation occurs and write an expression for the

temperature T0 below which it occurs, as a function of the number N of particles,

the four dimensional volume V4 of the system, mass m and Planck’s constant.

(b) Write an expression which determines the chemical potential μ in terms of

the variables named above when the temperature is just above the transition

temperature T0. Describe the behavior of μ at fixed N as T approaches T0 from

above in as much detail as you can.

(c) Find the specific heat at fixed V and N as a function of T below T0.

(d) Find an expression for the specific heat just above T0 in terms of the analytical

continuation of the expression found in part (c) plus a correction expressed in

terms of the chemical potential. Using this result and the results of part (b) show

that the specific heat again exhibits a cusp at Tc, as it did in three dimensions.

5.12 Find the second nonvanishing term in a series in powers of the temperature for the

specific heat of an ideal Fermi gas.

5.13 Consider a large number N of atoms of mass m trapped in a spherical harmonic

trap (potential Kr2/2). Find the dependence of the Bose–Einstein condensation

temperature T0 on N and the dependence of the condensate fraction N0 on T0, N
and T . (See Figure 5.3 and reference 4 for application.)
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Imperfect gases

Here we introduce interactions between particles, beginning with the classical case.

In practice we will call a system an imperfect gas when it is sufficiently dilute so that

an expansion of the pressure in a power series in the density converges reasonably

quickly. This series is called the virial series and we will introduce it in this chapter.

This definition of an imperfect gas thus can depend on the temperature. If the

power series in the density does not converge we may refer loosely to the system

as a liquid, as long as it does not exhibit long range order characteristic of various

solids and liquid crystals. The experimental distinction between a gas and a liquid

will be discussed more precisely in Chapter 10.

We will develop the virial series for a classical gas in two different, but equivalent,

ways here. In the first method we develop a series for the partition function Z using

the grand canonical distribution. By making a partial summation of this series we

get a series in the fugacity. In the second method we study a series for the free

energy F = −kBT ln Z and use the canonical ensemble. Though the two methods

are equivalent, we discuss them both in order to provide an opportunity to introduce

several concepts common in the statistical mechanical literature.

The classical virial series will clarify more precisely than we were able to do

in the last two chapters the conditions under which a gas can be treated as perfect

or ideal. It also makes systematic corrections for nonideal behavior possible as a

series in the density.

At the end of this chapter we introduce quantum virial expansions and the Gross–

Pitaevskii–Bogoliubov low temperature theory of a weakly interacting Bose gas

well below its Bose–Einstein condensation temperature.

85
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Method I for the classical virial expansion

We begin with the classical Hamiltonian

HN =
N∑

i=1

p2
i /2m +

∑
i< j

vi j (6.1)

where vi j is a pairwise potential energy of range much smaller than the size of

the system. These are significant constraints both from the theoretical and the

experimental point of view. Though the experimental systems of interest in non-

relativistic statistical mechanics all interact, basically, via pairwise Coulomb inter-

actions, this interaction is not of short range. Further, if one attempts to represent

the interactions between atoms or molecules via effective atomic interactions (ef-

fectively “integrating out” the electronic degrees of freedom) then the resulting

interatomic forces are often not pairwise but involve significant three and more

body terms. Furthermore the requirement of pairwise, short range forces is quite

essential theoretically. The development of cluster expansions for forces which in-

volve three or more bodies at once is possible but substantially more complicated

than what follows. In systems interacting via Coulomb interactions one can often

show that screening makes the effective interactions short range but this is not a

trivial exercise and we will not go into it in this chapter. In short, the constraints

on the model are significant, but the systems to which they apply in good approx-

imation are also quite abundant and the insights provided by the study are very

valuable.

For concreteness, we mention here a common form for modeling the interaction

potential between the atoms of a monatomic gas:

vi j = 4εLJ

[(
σ

ri j

)12

−
(

σ

ri j

)6
]

(6.2)

This is called the Lennard-Jones interaction potential. By use of the two parameters

ε and σ it can be made to match the results of first principles calculations between

many closed shell atoms moderately well. The physics of the interaction is quite

clear: the short range repulsion describes the effects of the fact that the shells of the

atoms are closed, resulting in a large energetic penalty for close approach, since

the electrons of each atom cannot occupy low lying levels of its neighbor. The long

range attraction in the Lennard-Jones interaction is of the form expected for the

van der Waals interaction. Typical and important for our purpose, in addition to the

fact that this interaction is widely used, is the fact that it is extremely divergent as

ri j → 0. The potential is not integrable and has no integrable moments up to very

high order.
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In this chapter we will only consider thermodynamic quantities and consider the

grand partition function written

Zgc =
∞∑

N=1

zN Z N (6.3)

where z = eβμ is the fugacity and Z N is the canonical partition function

Z N = 1

N !h3N

∫
dN �p dN �r e−β HN (6.4)

The integrals on momenta can be done at once as in the last chapter giving

Z N = 1

N !λ3N

∫
dN �r e−β

∑
i< j vi j (6.5)

We wish to produce an expansion of this quantity in the density in a way that

takes implicit account of the fact that the interactions, though strong, are of short

range, so that at low densities, the particles only spend a small fraction of the

time within range of the forces and the leading term in the expansion is the one

appropriate to a perfect gas. For this purpose it is immediately clear that an ex-

pansion in the potential energy v would not work well at all. Any formulation

which expands the exponent in (6.5) will end up with integrals of v(ri j ) which

are very large or divergent for the kinds of system of interest here. Even if such

infinities could be controlled they would not express the physics of rare collisions

of which we wish to take account in the expansion. Instead one considers the

quantity

fi j = e−βvi j − 1 (6.6)

This has the attractive feature that it is not divergent as ri j → 0, even if, as is often

the case, vi j → ∞ as ri j → 0. Furthermore, its integral on a volume element is

finite for all reasonable potential functions and is of the order of the volume of

a sphere over which the two atoms in question interact. Thus an expansion of the

thermodynamic quantities in terms of such integrals times the density would express

the fact that the volume per particle is large compared to the range of interaction

of the particle. With this motivation we write the partition function in terms of the

quantities fi j . Note that we can write

Z N = 1

N !λ3N

∫
dN �r

∏
i< j

(1 + fi j ) (6.7)
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The first few terms in such an arrangement of the integrand have the form

∏
i< j

(1 + fi j ) = 1 +
∑
i< j

fi j +
∑

i< j,k<l,i �=l if j=k;i �=k if j=l

fi j fkl + · · · (6.8)

To deal systematically with such a series it is useful to introduce a diagrammatic

notation. One represents every term in the series for Z N by a series of N cir-

cles. Each circle represents one (vector) coordinate over which the integrand must

be integrated and its label goes inside the circle. To take account of the factors

fi j , one connects the two circles labelled i and j in the diagram by a line. Be-

cause the product on the left hand side of (6.8) contains each pair only once,

this means that each pair of circles is directly connected by at most one line,

though each circle may be connected to many different lines going to different

circles. With these conventions, the first term in (6.8) is represented simply by N
circles:

1 N2 (6.9)

The second term in (6.8) is

∑
i< j

fi j =

1 2 Ni

i < j

jΣ (6.10)

(We will often rearrange diagrams so that circles connected by lines are adjacent

to one another.) It is clear that integrating with respect to coordinates associated in

a diagram with circles not connected to any lines is easy. One just multiplies by

a factor of the volume V of the system for each such unconnected circle. We will

express the partition function in terms of the linked parts of such diagrams, which

consist of parts which contain no unconnected circles and which in addition are

entirely connected in the following sense. We formally define a linked l-cluster as

the integrand of a term in the series for Zl every circle of which is attached to at

least one line in such a way that the diagram cannot be separated without cutting

the line. The only linked 2-cluster is

1 2=f12
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The linked 3-clusters are the following

2

=

3

f12 f13

1

=

=

=

1 2

3

1

3

1

3

2

2

f13 f32

f12 f23

f12 f13 f23

whereas

1

3

2

is an example of an unlinked 3-cluster. The linked l-clusters can only be integrated

if we insert an explicit form for the potential. It turns out to be possible to express

the series of Z N in terms of an appropriately defined sum of integrals of integrands
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corresponding to linked l-clusters. We begin by defining bl as

bl = 1

λ3l−3l!V

∫
dl�r {the sum of all distinct linked l -clusters} (6.11)

where we define the distinct l-clusters as those linked l-clusters which are found by

drawing links between labelled points in all possible ways without having any line

go between two points more than once. For example

b2 = 1

2λ3V

∫
d�r1 d�r2 1 2

= 1

2λ3V

∫
d�r1 d�r2 f12

b3 = 1

6λ6V

∫
d�r1 d�r2 d�r3 (6.12)

1

3

1

3

1

3

1

3

2 2 2 2

+ + +

= 1

6V λ6

∫
d�r1 d�r2 d�r3( f12 f23 f13 + 3 f12 f13) (6.13)

Every term in Z N will involve the integral of the product of the integrands

represented by a certain number of linked clusters. (We count single circles as linked

1-clusters.) We consider terms in which there are ml linked l-clusters. Because

there are N coordinates involved in the integrals for Z N we have the restriction∑N
l=1 lml = N on allowed sets {ml}. Suppose that, in the term we are considering,

there are ηl1
linked l-clusters of one distinct type, ηl2

linked l-clusters of a second

type, . . . , and ηNl of the last type. We have that

Nl∑
i=1

ηli = ml (6.14)

where Nl is the number of types of linked l-clusters (N1 = 1, N2 = 1, N3 = 4, . . .).

How many terms in Z N will give the integral of this particular product of linked

l-clusters? We can put the coordinate labels onto the diagram in N ! ways and will

get the same answer every time after integration. Not all these permuted diagrams

will give new contributions to Z N . In particular, in order to get the correct series for

Z N the following two kinds of permutations of the particle labels in the diagrams

should be excluded.
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1. Those permutations which involve permutations of labels within a linked l-cluster give

contributions which will be counted later when a sum on ηli of all possible types of ml l-
clusters is done and should not be included at this stage. This is because we are regarding

diagrams corresponding to permutations of labels of coordinates within a linked l-cluster

as distinct types if the number of lines is less than the maximum of Bl,2 ≡ l!/2!(l − 2)!.

For example

1

3

2

and

1

3

2

are regarded as distinct, even though the permutation 123 → 213 takes one into the

other. For each placement of the coordinate labels which should be counted, there

are �l(l!)ml − 1 more, due to the excluded permutations, which should not. There-

fore the number N ! of permutations should be reduced to N !/�l(l!)ml due to this first

exclusion.

2. Those permutations which exchange all the labels in one linked l-cluster with all the

labels in an identical linked l-cluster do not give a new contribution to Z N and should

not be counted. For example

1

3

4

6

2 5

= f12 f23 f45 f56
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would be counted again as

4

6

1

3

5 2

= f45 f56 f12 f23

if the permutation 123456 → 456123 were counted. There are ηli ! ways to permute the

clusters of type li so this reduces the number of permutations by a further factor 1/�iηli !.

These two exceptions thus imply that the number of permutations of coordinates

which give identical contributions to Z N which should be counted from the terms

characterized by the sets {ml} of linked l-clusters of types characterized by the

types {ηli } is

N !∏
l(l!)

ml
∏

l

∏Nl
i ηli !

(6.15)

We denote the integral of the linked l-cluster of type li by Dl,i so that

λ3l−3l!bl V =
Nl∑

i=1

Dl,i (6.16)

For example labelling the four distinct 3-clusters by

i = 1 2 3 4

we have

D3,1 =
∫

d�r1 d�r2 d�r3 f12 f13 f23 (6.17)

Then the contribution of a term characterized by {ml} and {ηli } together with all the

identical terms which contribute to Z N is

N !∏
l(l!)

ml
∏

l

∏Nl
i ηli !

∏
l,i

D
ηli
l,i (6.18)
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and

Z N = 1

N !λ3N

∑
{ml } such that

∑
l lml=N

∑
{ηli } such that

∑
i ηli =ml

N !∏
l(l!)

ml
∏

l

∏Nl
i ηli !

∏
l,i

D
ηli
l,i

(6.19)

The inside sum on the {ηl,i } is done as follows:

∏
l

1

ml!

∑
{ηli }

ml!
∏

i D
ηli
l,i∏

i ηli !

=
∏

l

1

ml!

(∑
i

Dl,i

)ml

=
∏

l

λ(3l−3)ml

ml!
(l!bl V )ml (6.20)

Here we have used the binomial theorem and also the definition (6.16). Now we

put this back in the expression (6.19) for Z N and use the constraint
∑

l mll = N :

Z N = 1

λ3N

∑
{ml } such that

∑
l lml=N

∏
l

λ(3l−3)ml

ml!
(bl V )ml

=
∑

{ml } such that
∑

l lml=N

∏
l

1

ml!

(
bl V

λ3

)ml

(6.21)

The sum on {ml} becomes possible when this is put back in the expression (6.3)

so that the constraint disappears:

Zgc =
∑

N

zN Z N =
∑

N

∑
{ml } such that

∑
l lml=N

∏
l

zlml

(
bl V

λ3

)ml 1

ml!

=
∑
{ml }

∏
l

(
bl V zl

λ3

)ml 1

ml!
(6.22)

where the last sum is not constrained. The sum and product can be interchanged

giving

Zgc =
∏

l

∞∑
ml=0

(
bl V zl

λ3

)ml 1

ml!

= exp

(∑
l

zlbl V

λ3

)
(6.23)

Thus the thermodynamic potential � is

� = −kBT ln Zgc = −kBT
∑

l

zlbl V

λ3
(6.24)
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This result has many nice features. It is properly proportional to the volume. (It

is easy to show that the bl are independent of the volume.) Without summing

the expression for Zgc on ml to all orders in z this correct dependence on the

volume would not have been obtained. Notice, for example, the tangle that would

be obtained with respect to the factors V if one had tried to keep just a few terms in

the sums in (6.23), supposing that they were of decreasing size, and then had tried

to take the ln of the result.

It is now quite straightforward to obtain an expansion of the pressure in terms

of powers of the density. We use

� = −PV = −kBT ln Zgc (6.25)

and

N̄ =
(

∂�

∂μ

)
T,V

(6.26)

giving

P

kBT
= 1

λ3

∑
l

zlbl (6.27)

and

N̄

V
= ρ = 1

λ3

∞∑
l=1

lzlbl (6.28)

To get an expansion of P in terms of ρ one must eliminate z between the last two

equations. It is convenient to do this order by order by writing a series in ρ for the

pressure as

P

kBT
=

∞∑
l=1

alλ
3l−3ρl (6.29)

thus defining the coefficients al (which can be easily shown to be dimensionless).

Then one inserts the expressions (6.27) and (6.28) into (6.29) and solves order by

order in powers of z for the al in terms of the bl :

1

λ3

∞∑
l=1

zlbl =
∞∑

l=1

alλ
3l−3

(
1

λ3

∞∑
l ′=1

l ′zl ′bl ′

)l

(6.30)

The al can now be calculated term by term by equating powers of z on both sides

of this equation. The first few al are

a1 = b1 = 1 (6.31)

a2 = −b2 (6.32)

a3 = 4b2
2 − 2b3 (6.33)

a4 = −20b3
2 + 18b2b3 − 3b4 (6.34)
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One sees from (6.29) and the value a1 = 1 that the leading term gives the perfect

gas equation of state. Thus we have a careful demonstration that an interacting gas

will act like a noninteracting one at low enough densities and pressures. Another

common form of (6.29) is

P

kBT
=

∑
l

Blρ
l (6.35)

in which the coefficients Bl are related to the coefficients al of (6.29) by Bl =
alλ

3l−3. The last form is usually called the virial expansion and the Bl are called

virial coefficients.

Method II for the virial expansion: irreducible linked clusters

Qualitative discussion

In this section we obtain the virial expansion from a slightly different point of view.

There are two reasons for doing this. In the first place it provides occasion for

introducing several common and useful concepts in the use of series expansions in

statistical physics. Equally important, it provides a systematic method of ensuring

that the computational labor associated with finding the integrals which give the

coefficients in the density expansion is minimized. We work with the canonical

distribution function and find an expansion directly for ln Z N = −F/kBT instead

of Z N . You might guess that ln Z N would be a better object to study than Z N from

the fact that the series for Zgc had to be summed on N in order to give a well

behaved result in the last section.

Another hint concerning the usefulness of another approach is supplied by a

closer look at the virial expansion of the last section. We have

a3 = 4b2
2 − 2b3

= 4

(
1

2V λ3

∫
d�r1 d�r2 f12

)2

− 2

{
1

6V λ6

∫
d�r1 d�r2 d�r3 { f12 f32 f31 + 3 f12 f13}

}

(6.36)

Now we perform a transformation to center of mass coordinates in each of the

integrals. This means using the coordinates

�R = �r1 + �r2

2
�r12 = �r1 − �r2 (6.37)

on the first integral and

�R = �r1 + �r2 + �r3

3
�r12 = �r1 − �r2 �r13 = �r1 − �r3 (6.38)
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on the last integral. The result is

a3 = 1

λ6

(∫
d�r12 f12

)2

− 1

3λ6

∫
d�r12 d�r13 f12 f13 f (�r13 − �r12)

− 1

λ6

∫
d�r12 f12

∫
d�r13 f13

= −1

3λ6

∫
d�r12 d�r13 f12 f13 f (�r13 − �r12) (6.39)

In other words, the only surviving term is the one with the diagrammatic description

There is a general property which distinguishes this from the diagram

which dropped out. In terms of the integral,

cannot be written as a product of integrals of the diagram
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as

was (by the change to center of mass coordinates). In diagrammatic terms,

differs from

in having no circle which is connected to only one line. Diagrams with this prop-

erty are called irreducible and can be shown not to be factorizable in general. In

the course of developing this second method for evaluating the virial expansion,

we will find that, in general, only irreducible diagrams contribute. Thus the sim-

plifications associated with going to the center of mass coordinates in each cluster

are automatically taken into account and no redundant calculations of cancelling

terms are done.

Since we intend to expand ln Z N directly, some mathematical preliminaries on

the relationship of the expansion of a function to the expansion of its logarithm will

be considered first.
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Cumulant expansions

The use of cumulants goes beyond the problem at hand so the discussion will be

rather detailed. For clarity, we begin with an outline of the subsequent discussion.

(a) Cumulants for a function M(ξ ) of one variable.

(b) Cumulants for a function of one variable of the form M(ξ ) = 〈eξ X 〉X in which 〈. . .〉X

denotes averaging over a variable X.

(c) Cumulants for a function of several variables.

(d) Generalization to the “leveled” exponential function.

(a) Cumulants for a function M(ξ ) of one variable Suppose that a function M(ξ )

has the expansion

M(ξ ) =
∞∑

n=0

μn

n!
ξ n (6.40)

which defines expansion coefficients μn . We consider the corresponding expansion

of its ln: K (ξ ) ≡ ln M(ξ ). We will assume that M(ξ = 0) = 1. Then the constant

term in the series for K (ξ ) is zero, giving

K (ξ ) =
∞∑

n=1

1

n!
ξ nκn (6.41)

defining the coefficients κn . The μn are called moments of M (for reasons which

will become more evident below) and the κn are called cumulants of M . To find

the relationship between cumulants and moments one inserts (6.40) and (6.41) into

the relationship K (ξ ) = ln M(ξ ) and expands the logarithm in powers of ξ . Then

equating powers of ξ on both sides of the equation gives the κn in terms of the μn .

The first few κn are

κ1 = μ1 (6.42)

κ2 = μ2 − μ2
1 (6.43)

κ3 = μ3 − 3μ1μ2 + 2μ3
1 (6.44)

κ4 = μ4 − 3μ2
2 + 12μ2

1μ2 − 4μ1μ3 − 6μ4
1 (6.45)

General expressions are available in the literature.1

(b) Cumulants of a function M(ξ ) = 〈eξ X 〉 We consider the function M(ξ ) =
〈eξ X 〉 in which X is a variable and a linear averaging procedure 〈. . .〉 over the

variable X is specified. “Linear” means that for any two functions A(X ) and B(X )

and any two constants α and β, 〈αA(X ) + β B(X )〉 = α〈A(X )〉 + β〈B(X )〉. In the

application to the virial expansion below, the average will correspond to integra-

tion over all the spatial coordinates and division by the appropriate power of the
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volume: 〈. . .〉 = 1
V N

∫
dN �r · · ·. We will never take this average to be the thermal

average.

As before we define K (ξ ) = ln M(ξ ). Expanding in powers of ξ we then get

(6.40) again, defining the quantities μn . But we get another expression for the μn

by expanding the right hand side of the definition M(ξ ) = 〈eξ X 〉 as a function of ξ ,

using the assumed linearity of the average and equating the result term by term in

powers of ξ to the right hand side of (6.40). This gives

μn = 〈Xn〉 (6.46)

This shows why we chose to call the μn “moments” in the last subsection. We again

expand K (ξ ) in powers of ξ defining κn as in (6.41). By analogy with (6.46) we

can write

κn ≡ 〈Xn〉c (6.47)

defining an operation 〈. . .〉c, called a cumulant average on Xn . But this averaging

procedure is not linear. Combining equations (6.45), (6.46) and (6.47) we have

〈X〉c = 〈X〉 (6.48)

〈X2〉c = 〈X2〉 − 〈X〉2 (6.49)

〈X3〉c = 〈X3〉 − 3〈X〉〈X2〉 + 2〈X〉3 (6.50)

and so forth. Notice that if 〈Xn〉 = 〈X〉n then 〈Xn〉c = 0. That is, if the averages

of powers factor into the powers of the averages then the corresponding cumulant

averages are zero. This turns out to be a general property.

(c) Cumulants of an averaged exponential function of several variables Next

we generalize to several (say N ) variables. We have

M(ξ1, . . . , ξN ) ≡ 〈
e
∑N

i ξi Xi
〉

(6.51)

a function of several variables. Define moments by the analogue of (6.40):

M(ξ1, ξ2, . . . , ξM ) =
∞∑

ν1=1

· · ·
∞∑

νN =1

1

ν1!
· · · 1

νn!
μν1,...,νN ξ

ν1

1 · · · ξνN
N (6.52)

Then by use of the linearity of the averaging procedure we have

μν1,...,νN = 〈
X ν1

1 · · · X νN
N

〉
(6.53)

As before we define cumulants κν1...νN through

K (ξ1, . . . , ξN ) ≡ ln M(ξ1, . . . , ξN ) =
∞∑

ν1=1

. . .

∞∑
νN =1

1

ν1!
· · · 1

νN !
κν1···νN ξ

ν1

1 · · · ξνN
N

(6.54)
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For these we introduce a notation like (6.47)

κν1...νN = 〈
X ν1

1 · · · X νN
N

〉
c

(6.55)

By inserting (6.52) and (6.54) into K (ξ1, . . . , ξN ) ≡ ln M(ξ1, . . . , ξN ) and using

(6.55) we obtain expressions for the many variable “cumulant averages”

〈X ν1

1 · · · X νN
N 〉c. The first two are

〈Xi 〉c = 〈Xi 〉 (6.56)

〈Xi X j 〉c = 〈Xi X j 〉 − 〈Xi 〉〈X j 〉 (6.57)

(d) Cumulants of “leveled” exponential functions To obtain the virial expansion

we will be interested in evaluating the quantity (see (6.19))〈∏
i< j

(1 + fi j )

〉
(6.58)

in which the average 〈. . .〉 = 1
V N

∫
dN �r · · ·. If we regard the fi j as playing the role

of the variables Xi of the last section, then we can introduce variables ξi j and try

to apply the formalism of the last section but we have a problem because we find

the function
∏

i< j (1 + ξi j fi j ) inside the average instead of exp(
∑

i< j ξi j Xi j ). We

can adapt the formalism by noting that exp(
∑

i ξi Xi ) contains all the terms to be

found in
∏

i (1 + ξi Xi ) but also contains many other terms in which the Xi appear

to higher powers than 1. Thus it is natural to introduce a “leveled exponential”

function by the definition

expL

(∑
i

ξi Xi

)
=

∏
i

(1 + ξi Xi ) (6.59)

This is called a leveled exponential because if we introduce a “leveling” operator

Lop by the definition

Lop

(
X ν1

1 · · · X νN
N

) =
{

X ν1

1 · · · X νN
N if all νi = 0 or 1

0 otherwise
(6.60)

then (assuming that Lop is linear)

Lop

(
exp

(∑
i

ξi Xi

))
= Lop

{ ∞∑
ν1=0

· · ·
∞∑

νN =0

ξ
ν1

1 · · · ξνN
N

ν1! · · · νN !
X ν1

1 · · · X νN
N

}

=
∞∑

ν1=0

· · ·
∞∑

νN =0

ξ
ν1

1 · · · ξνN
N

ν1! · · · νN !
Lop

(
X ν1

1 · · · X νN
N

)

=
1∑

ν1=0

· · ·
1∑

νN =0

ξ
ν1

1 · · · ξνN
N

(
X ν1

1 · · · X νN
N

) ≡ expL

(∑
i

ξi Xi

)

(6.61)

Thus expL is reasonably called the leveled exponent.
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We now average the function expL(
∑

i ξi Xi ) over the Xi in the same manner as

before to obtain a function M(ξ1, . . . , ξN ):

M(ξ1, . . . , ξN ) =
〈

expL

(∑
i

ξi Xi

)〉
=

〈∏
i

(1 + ξi Xi )

〉
(6.62)

so that if we write the general definition of the moment as before

M(ξ1, . . . , ξN ) =
∞∑

ν1=0

· · ·
∞∑

νN =0

ξ
ν1

1 · · · ξνN
N

ν1! · · · νN !
μν1...νN (6.63)

then

μν1...νN =
{ 〈

X ν1

1 · · · X νN
N

〉
all νi = 0 or 1

0 otherwise
(6.64)

or equivalently

μν1...νN = 〈
Lop

(
X ν1

1 · · · X νN
N

)〉
(6.65)

We let

K (ξ1, . . . , ξN ) = ln M(ξ1, . . . , ξN ) (6.66)

and

K (ξ1, . . . , ξN ) =
∞∑

ν1=1

· · ·
∞∑

νN =1

ξ
ν1

1 · · · ξνN
N

ν1! · · · νN !
κν1...νN (6.67)

define cumulants as before. We denote κν1...νN by

κν1...νN = 〈
X ν1

1 · · · X νN
N

〉
L,c

(6.68)

where the c is to remind us that this is a cumulant and the L that M(ξ1, . . . , ξN ) is

defined in terms of a leveled exponent. The κν1...νN in this case are obtained from

(6.57) by inserting Lop in front of the powers of Xi appearing inside averages on

the right hand side. Thus

〈Xi 〉L,c = 〈Xi 〉 (6.69)〈
X2

i

〉
L,c

= 〈
Lop

(
X2

i

)〉 − 〈Lop(Xi )〉2 = −〈Xi 〉2 (6.70)

〈Xi X j 〉L,c =
(i �= j)

〈Lop(Xi X j )〉 − 〈Lop(Xi )〉〈Lop(X j )〉 = 〈Xi X j 〉 − 〈Xi 〉〈X j 〉 (6.71)

〈Xi X j Xk〉L,c =
(i �= j �=k)

〈Xi X j Xk〉 − 〈Xi X j 〉〈Xk〉 − 〈Xi Xk〉〈X j 〉
− 〈X j Xk〉〈Xi 〉 + 2〈Xi 〉〈X j 〉〈Xk〉 (6.72)
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Application of cumulants to the expansion of the free energy

Now we revisit the problem of a cluster expansion of the free energy of an imperfect

gas, working in the canonical distribution and utilizing the concepts of cumulants

just introduced. The model is the same as the model (6.1) considered in the first

treatment of the virial expansion

HN =
N∑

i=1

p2
i /2m +

∑
i< j

vi j

which, as before, leads to the partion function (6.19):

Z N = 1

N !λ3N

∫
dN �r

∏
i< j

(1 + fi j )

where fi j = e−βvi j − 1 as before. Now to make contact with the definitions of

cumulants defined in the preceding section we define a volume average (not a

thermal average) as

〈. . .〉V = 1

V N

∫
dN �r (. . .) (6.73)

then the partition function can be rewritten as

Z N = V N

N !λ3N

〈∏
i< j

(1 + fi j )

〉

V

= V N

N !λ3N

〈
expL

(∑
i< j

fi j

)〉

V

(6.74)

using the definition of the leveled exponent expL given in the preceding section.

The free energy is

F = kBT ln
λ3N N !

V N
− kBT ln

〈
expL

(∑
i< j

fi j

)〉

V

(6.75)

The first term is the free energy F0 of the perfect gas. Writing F = F0 + Fint we

have

Fint = −kBT ln

〈
expL

(∑
i< j

fi j

)〉

V

(6.76)

A direct connection with the formalism of the preceding section is obtained by

defining a function of N (N − 1)/2 variables (one for each pair of particles) ξi j

as

fint

(
ξ1, . . . , ξN (N−1)/2

) = −kBT ln

〈
expL

(∑
i< j

ξi j fi j

)〉

V

(6.77)
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Then

Fint = fint(ξ1, . . . , ξN (N−1)/2)|all ξi j =1 (6.78)

Then we have an exact parallel with the development of the preceding section and

can write

F =−kBT
∑
νi j

∏
i< j

ξ
νi j

i j

νi j !

〈∏
i< j

f
νi j

i j

〉

V,L ,C

∣∣∣∣∣
all ξi j =1

=−kBT
∑
νi j

∏
i< j

1

νi j !

〈∏
i< j

f
νi j

i j

〉

V,L ,C

(6.79)

where the indices on the sets of integers cover all N (N − 1)/2 pairs for which

i < j . Note that there is a correspondence between the terms in the linked cluster

expansion for Z N discussed in the first part of this chapter and terms in (6.79) with

all the νi j = 0 or 1. There are also some extra terms in (6.79), for which at least

one of the νi j > 1.

We wish to make the following points about (6.79).

(a) For terms for which all νi j = 0 or 1 in (6.79), the leveled exponent and cumulant char-

acter of the average in (6.79) means that cancellations of the sort discussed after (6.36)

above occur automatically in (6.79) and no redundant calculation occurs using it.

(b) There is a diagrammatic characterization of the surviving terms in (6.79) for which

all νi j = 0 or 1 which makes it straightforward to sort out which linked l-clusters

contribute at each level. The surviving linked l-clusters will be called irreducible linked

l-clusters.

(c) By considering the thermodynamic limit one can show that once one has confined

attention to the surviving terms (associated with irreducible linked l-clusters) then the

actual computation of integrals can take place as if the average is an ordinary volume

average 〈. . .〉V .

In summary these three points mean that the calculation of the free energy

proceeds by calculation only of the irreducible linked l-clusters (which we have

not yet defined in detail) but otherwise is rather similar to the calculation of the

partition function as was done using linked (not irreducible) l-clusters in method I.

We will now discuss points (a)–(c) in more detail. There will be no formal proofs

but we will try to make each point convincing by example and in some cases by

informal proof.

(a) Cancellations like those discussed after (6.36) are automatically taken into

account by (6.79) so no redundant calculation of integrals occurs. We illustrate

this by consideration of the example discussed after (6.36). First recall that the

cumulant average (leveled or not) always vanishes if the corresponding ordinary

average factors into products of ordinary averages. Now consider a term of form

〈 fi j f jk〉V represented by the diagram
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i

k

j

Writing this out

〈 fi j f jk〉V = 1

V 3

∫
d�ri d�r j d�rk fi j f jk (6.80)

We change the variables in the integral to

�ri j = �ri − �r j (6.81)

�r jk = �r j − �rk (6.82)

�r = �ri + �r j + �rk

3
(6.83)

(which is the center of mass transformation) giving

〈 fi j f jk〉V = 1

V 2

(∫
d�ri j fi j

) (∫
d�r jk f jk

)

= 1

V 4

∫
d�ri d�r j fi j

∫
d�r j d�rk f jk = 〈 fi j 〉V 〈 f jk〉V (6.84)

Thus this average factors into the product of two averages and it follows that

〈 fi j f jk〉V,L ,C = 0. Thus this diagram, which we showed in the section after (6.36)

did not ultimately contribute to the virial expansion, never enters (6.79). The general

property which this example represents is that clusters for which the averages factor

do not contribute. It is easy to show, for example, by going through the same exercise

for the term represented by the diagram

 i

k

j

that the average of this diagram does not factor.
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(b) For the diagrammatic description of the surviving terms, note that, on the

basis of the example just discussed, a term will not survive in (6.79) just because

its diagram is a linked l-cluster. The general requirement turns out to be that the

diagrams have the property that they cannot be separated into two parts by cutting

all the lines connected to just one circle. (Such diagrams are called stars by G. E.

Uhlenbeck and G. W. Ford.2) We will call all such diagrams irreducible linked

clusters. We claim that an average 〈 fi1i2
fi3i4

· · ·〉V can be factored if and only if it

is represented by a diagram which is not irreducible. (We say a cluster is reducible
if it is not irreducible.)

We supply an informal proof. An unlinked cluster can obviously be factored. A

reducible linked l-cluster has at least one circle with the property that if all the lines

to it are cut, then the diagram separates into two disconnected parts. Let the label

on such a circle be i:

i

The corresponding expression is

〈∏
jl

fi jl

∏
jr

fi jr

∏
f not involving i

〉

V

(6.85)

where the jl and jr label the coordinates connected to i from the left and right

respectively. We introduce change of variables to the new variables

�ri and �r ji = �r j − �ri for j �= i. (6.86)

Using this coordinate system one may do the integral on ri giving a factor V. The

integrals on the difference coordinates then factor into two factors, one on the

coordinates appearing to the right and the other on the coordinates appearing to the

left. Thus the reducible diagrams (or those which are not stars) factor as claimed.

To prove the converse is more complicated. We refer the reader to Uhlenbeck and

Ford for a general proof. However, one can easily see that the above approach does

not result in factorization if the left and right parts of the diagram are connected at

some other point besides the coordinate i. The minimal such connection is a single

bond like this:
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i

jl jr

Now the same coordinate transformation will not result in a factorization because

the integral will contain a factor f (�r jri − �r jli ) which prevents the factorization.

(c) The cumulant averages of terms corresponding to irreducible linked l-clusters

can be taken to be ordinary volume averages in the thermodynamic limit. That is,

the correction terms associated with the cumulant can be dropped. We will illustrate

how this works through the example

 i

k

j

The leveled cumulant average is just the cumulant average which can be written

as

〈 fi j f jk fki 〉V,L ,C = 〈 fi j f jk fki 〉V − 〈 fi j f jk〉V 〈 fki 〉V − 〈 fi j 〉V 〈 f jk fki 〉V

− 〈 fi j fki 〉V 〈 f jk〉V + 2〈 fi j f jk fki 〉V (6.87)

Compare the second term on the right hand side to the first:

〈 fi j f jk〉V 〈 fki 〉V

〈 fi j f jk fki 〉V
=

1
V 5

∫
d�ri d�r j d�rk fi j f jk

∫
d�rk d�ri fki

1
V 3

∫
d�ri d�r j d�rk fi j f jk fki

(6.88)

Changing the variable in each average as before to eliminate the center of mass

gives

〈 fi j f jk〉V 〈 fki 〉V

〈 fi j f jk fki 〉V
= 1

V

(∫
d�ri j fi j

)3

∫
d�ri j d�r jk fi j f jk fki

(6.89)

The remaining integrals are all less than or equal to a finite volume within which

the range of the interaction is confined. Let this volume, which is independent of
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the volume of the system V , be vr . Then∣∣∣∣ lim
V →∞

〈 fi j f jk〉V 〈 fki 〉V

〈 fi j f jk fki 〉V

∣∣∣∣ ≤ lim
V →∞

vr

V
= 0 (6.90)

It is not hard to generalize this argument and thus see that all the correction terms

in the cumulant average of irreducible diagrams can be dropped.

Now we rewrite (6.79) using these results

Fint = −kBT
∞∑

l=1

∑
all irreducible linked l-clusters

for the N -particle system

〈integrand corresponding to the irreducible linked l -cluster〉V

(6.91)

Notice that, by the definition of irreducibility, we do not find products of ml or ηl,i

factors in these terms as we did in method I because only one cluster appears only

once in each term. To turn this into a density expansion we define

V −l l!βl =
〈 ∑

linked irreducible l+1 clusters
for the l+1 particle system

integrand corresponding to the cluster

〉

V

(6.92)

It is easy to show that βl is independent of V. To illustrate this definition, note that

we must count each irreducible graph for the l + 1 particle system as distinct if it

represents a distinct set of connections. Thus there are three types of irreducible

linked 4-clusters of the type

1

3 4

2

and six of the type

1

3 4

2
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By counting in this way in the definition of βl we can express Fint in terms of the

βl . There are N !/(l + 1)!(N − (l + 1))! ways to pick l + 1 circles from N circles,

thus

Fint = −kBT
∞∑

l+1

N !l!βl

(l + 1)!V l(N − (l + 1))!
(6.93)

In the thermodynamic limit we can reexpress this using Stirling’s approximation

N !

(N − (l + 1))!
→ N N

N N−(l+1)
= Nl+1 (6.94)

so that

Fint → −NkBT
∞∑

l=1

βlρ
l

(l + 1)
(6.95)

in which ρ = N/V . Thus we get a density expansion directly in terms only of

irreducible linked l-clusters.

Cluster expansion for a quantum imperfect gas (extension of method I)

We now describe the development analogous to method I for the quantum case.

There is less work on this aspect, partly because the determination of the lth cluster

coefficient requires a complete solution of the l-body quantum mechanical prob-

lem. Nevertheless the development is of significant pedagogical value as well as

practical use because it establishes the limits of the semiclassical approximation

more precisely than we were able to do in Chapter 4. We first write the partition

function

Z N = Tre−β H =
∑

α

∫
dN �rψ∗

α (�r1, . . . , �rN ) e−β Hψα(�r1, . . . , �rN )

=
∫

dN �r
∑

α

ψ∗
α (�r1, . . . , �rN ) e−β Hψα(�r1, . . . , �rN )

≡ 1

λ3N N !

∫
dN �r WN (�r1, . . . , �rN ) (6.96)

Here α labels the functions of a complete basis for the Hilbert space and the in-

terchange of summation and integration is assumed to be valid. The last line de-

fines the function WN (�r1, . . . , �rN ), which is a function of the coordinates and the

temperature.

We now use WN to define quantities which behave as the integrands correspond-

ing to linked clusters did in the classical case. In fact, the quantities we define yield

the classical coefficients in the appropriate limit. Note that in the classical case, the
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integrands corresponding to linked clusters vanish as any pair of the coordinates

approaches infinity. For example the 3-cluster

3

1 2

= f12 f23 f31 →
ri j →∞0

for any of the pairs i j = 12, 23, 31. To find the appropriate analogue in the quantum

case, we consider Wl(�r1, . . . , �rl) and subtract from it any part which does not vanish

as the separation between all pairs of coordinates becomes infinite. The remaining

function is called Ul(�r1, . . . , �rl) and will play the role of the integrand of the linked

l-cluster. To perform the subtractions systematically one begins with the smallest l
and works up. For l = 2, one has

W2 −→
r12→∞1 = W1(�r1)W1(�r2) = U1(�r1)U1(�r2) (6.97)

This is intuitively plausible but it is worthwhile to work out the details (Problem 6.5).

So we define

U2(�r1, �r2) = W2(�r1, �r2) − U1(�r1)U1(�r2) (6.98)

which may be rewritten

W2(�r1, �r2) = U1(�r1)U1(�r2) + U2(�r1, �r2) (6.99)

U2(�r1, �r2) now approaches zero as r12 → ∞ and plays a role like f12 in the classical

case. We may think of the last equation as follows. The first term on the right is

what results when we take all the particles in the cluster to infinity and the second

term is what is left.

Next consider l = 3. As in the preceding case, we first separate out the result of

taking all three particles to infinity:

W3(�r1, �r2, �r3) = U1(�r1)U1(�r2)U1(�r3) + W ′
3(�r1, �r2, �r3) (6.100)

Now in W ′
3(�r1, �r2, �r3) consider the result of taking �r1 to a place infinitely far away

from the other two particle coordinates. This must yield U2(�r2, �r3)U1(�r1) since the

result of taking all three particles far away from each other has already been taken

into account. There are two other ways to take one particle to infinity while leaving

the other two in place. Including these in our expression for W3(�r1, �r2, �r3) we
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obtain

W3(�r1, �r2, �r3) = U1(�r1)U1(�r2)U1(�r3) + U2(�r2, �r3)U1(�r1) + U2(�r1, �r3)U1(�r2)

+ U2(�r2, �r1)U1(�r3) + U3(�r1, �r2, �r3) (6.101)

Since all possible ways of separating the particles have been taken into account in

the first four terms, the remainder, termed U3(�r1, �r2, �r3) vanishes as any particle is

removed to a large distance. This function plays the role of the sum of integrands

associated with linked 3-clusters in the classical virial expansion.

It should now be possible to understand the general expression for Wl . We con-

sider all possible groupings of the l coordinates into groups (analogous to clusters

in the previous, classical, discussion) each containing l ′ coordinates. Let there be

ml ′ groups of l ′ coordinates with the constraint that
∑

l ′ ml ′l ′ = l. Then

Wl(�r1, . . . , �rl) =
∑
{m ′

l }

′∑
P

U1(P(1)) · · · U1(P(m1))U2(P(m1 + 1),P(m1 + 2)) · · ·

U2(P(m1 + 2m2 − 1),P(m1 + 2m2)) · · · Ul

(
P

(
l−1∑
l ′=1

l ′ml ′ + 1

)
, . . . ,P(l)

)

(6.102)

The prime on the sum over permutations means that permutations in which the

coordinates of a group are permuted among themselves, or in which whole sets

associated with different groups are interchanged, are to be excluded. These are

exactly the constraints on allowed permutations which we imposed in the discussion

of the counting of linked clusters in method I in the classical case and they lead,

as in that case, to l!/
∏

l ′(l
′!)m ′

l ml ′! contributions of the same value, for a given set

{ml ′ }, after integration. Following the analogy with the classical case we define

bl = 1

l!λ3l−3V

∫
dl�r Ul(�r1, . . . , �rl) (6.103)

Using this definition and equations (6.96) and (6.102) we find a general expression

for Z N

Z N = 1

λ3N N !

′∑
ml

N !∏
l(l!)

ml ml!

∏
l

(l!λ3l−3V bl)
ml (6.104)

This is formally identical to the corresponding expression in the classical case.

Exactly as in that case it leads to an expression for the grand canonical partition

function which takes a compact form:

Zgc = exp

( ∞∑
l=1

zlbl V/λ3

)
(6.105)
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The only difference is that the bl are defined differently. Clearly, the thermodynamic

arguments leading to fugacity expansions for the density and the pressure are the

same so that

N

V
= 1

λ3

∞∑
l=1

lzlbl (6.106)

and

P

kBT
= 1

λ3

∞∑
l=1

bl z
l (6.107)

Thus the first terms give the perfect gas law, and we may find quantum corrections

equation of state by evaluating the bl . The derivation of the virial expansion for

P/kBT as an expansion in the density proceeds exactly as in the classical case so

that equation (6.29) is unchanged with the coefficients defined in terms of the bl

by equations (6.32)–(6.34) as in the classical case, except that the bl in equations

(6.32)–(6.34) are calculated differently (using (6.103)).

Next, we consider applications of these general results to the perfect quantum

gas and to an interacting gas. In the case of a perfect quantum gas, it is not surprising

that we can find all of the bl , since the exact solution is known. With interactions,

we will only present results for b2.

For the perfect quantum gas, one could proceed by evaluating the Ul explicitly,

using the known symmetrized or antisymmetrized product wave functions. It turns

out to be easier, and must obviously be equivalent, to expand the exact form of the

thermodynamic potential � in a series in the fugacity and compare term by term

with (6.107) to obtain the bl . The exact form (equation (5.36))

� = ±kBT
∑

ν

ln
(
1 ∓ e(μ−εν )β

)

Thus since � = −PV we find

P

kBT
= ∓ 1

V

∑
ν

ln
(
1 ∓ z e−ενβ

)
(6.108)

Now taking the Hamiltonian to be the kinetic energy only and using periodic bound-

ary conditions in a cubic box as before we obtain

P

kBT
= ∓ 4π

(2π )3h̄3

∫ ∞

0

p2dp ln
(
1 ∓ z e−p2/2mkBT

)

= ∓ 4√
πλ3

∫ ∞

0

x2 ln
(
1 ∓ z e−x2)

dx (6.109)
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Now expand the integrand in z using

ln(1 ∓ y) =
{

− ∑∞
l=1

yl

l∑∞
l=1(−)l+1 yl

l

(6.110)

This gives

P

kBT
= 4√

πλ3

{∑∞
l=1

zl

l

∫ ∞
0

e−x2l x2 dx∑∞
l=1(−)l+1 zl

l

∫ ∞
0

e−x2l x2 dx
(6.111)

The integral is ∫ ∞

0

e−x2l x2 dx = 1

4l

√
π

l
(6.112)

so that

P

kBT
= 1

λ3

∞∑
l=1

(±)l+1

l5/2
zl (6.113)

or by comparison with (6.107)

b(0)
l = (±)l+1

l5/2
(6.114)

where the superscript “(0)” is added to distinguish this from the values of bl in the

interacting case. This result can be used to estimate more quantitatively the range

of validity of the assumptions leading to the semiclassical perfect gas description

of the gas.

Next consider the calculation of b2 in the interacting case. As noted, a calculation

of bl in the interacting case requires solution of the l-body quantum problem and

this is analytically intractable beyond l = 2. Even at the l = 2 level, b2 will clearly

depend on the detailed nature of the potential. We can, however, reexpress b2 in

terms of a few features of the solution to the two body problem, namely the bound

state energies and the scattering phase shifts. We present that development here.

We consider the difference between b2 and the value b(0)
2 which it has when there

are no interactions (the latter was calculated in (6.114)). One has

b2 − b(0)
2 = 1

2λ3V

∫
d2�r (U2(�r1, �r2) − U (0)

2 (�r1, �r2))

= 1

2λ3V

∫
d2�r (W2(�r1, �r2) − W (0)

2 (�r1, �r2)) (6.115)

because W2(�r1, �r2) = U2(�r1, �r2) − U1(�r1)U1(�r2) and U1 is the same for the interact-

ing and noninteracting cases. We write the two body problem as

H2ψα(�r1, �r2) = Eαψα(�r1, �r2) (6.116)
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in which

H2 = −h̄2

2m

(∇2
1 + ∇2

2

) + v(| �r1 − �r2 |) (6.117)

in which we have assumed that the interaction potential is spherically symmetric.

This is fine for monatomic gases, but not at all appropriate for molecular gases.

We are assuming that the energy is independent of any electronic or nuclear spin

degrees of freedom. We make a center of mass transformation defining

�R = 1

2
(�r1 + �r2) �r = �r1 − �r2 (6.118)

so that the Hamiltonian is

H2 = −h̄2

4m
∇2

�R − h̄2

m
∇2

�r + v(r ) (6.119)

The eigenvalue problem (6.116) then separates:

ψα = � �P ( �R)ψn(�r ) (6.120)

where

� �P ( �R) = 1√
V

e
i �P· �R

h̄ (6.121)

and the wave function ψn(�r ) is determined by(−h̄2

m
∇2

�r + v(r )

)
ψn(�r ) =

(
En, �P − P2

4m

)
ψn(�r ) = εnψn(�r ) (6.122)

where we define εn = (En, �P − P2/4m) and write α = n, �P . In terms of the ψn(�r ),

W2(�r1, �r2) is written

W2(�r1, �r2) = 2λ6
∑

�P

∑
n

e−β �P2/4me−βεn
1

V
| ψn(�r ) |2

= 2λ6

(2πh̄)3

∫
d3 �Pe−β �P2/4m

∑
n

e−βεn | ψn(�r ) |2

= 4
√

2λ3
∑

n

e−βεn | ψn(�r ) |2 (6.123)

Using this we rewrite (6.115) as

b2 − b(0)
2 = 1

2λ3V

∫
d�r1 d�r2 (W2(�r1, �r2)) − W (0)

2 (�r1, �r2))

= 23/2

V

∫
d �R

∫
d�r

{∑
n

e−βεn | ψn(�r ) |2 −
∑

n

e−βε
(0)
n

∣∣ ψ (0)
n

∣∣2

}

= 23/2
∑

n

(
e−βεn − e−βε

(0)
n

)
(6.124)
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In the last line we used the assumed normalization of the wave functions ψn .

It is useful to separate off the bound state part of the eigenvalue spectrum of the

interacting two body problem. (The noninteracting problem obviously does not

have any bound states.) We denote these bound state energy eigenvalues by εnB
and

have

b2 − b(0)
2 = 23/2

∑
nB

e−βεnB +
∑

k

(
e−βεk − e−βε

(0)
k

)
(6.125)

in which the unbound states in the continuum are labelled k. (Note that the depen-

dence on V has disappeared here so that we can take the limit V → ∞ and work

with a continuum of unbound states.) To evaluate the sum on continuum states, note

that in both the interacting and the noninteracting cases, the spectrum of continuum

energies runs from 0 to ∞ but that the number of states per unit energy interval will

be different in the interacting and noninteracting cases. (This is clear because, for

example, the interaction can pull some states out of the continuum into the bound

state spectrum.) In each case we write the energy as εk = h̄2k2/m and have

b2 − b(0)
2 = 23/2

{∑
nB

e−βεnB +
∫

dk
(
gk − g(0)

k

)
e−βh̄2k2/m

}
(6.126)

where gkdk is the number of continuum states with k between k and k + dk in the

interacting case and g(0)
k dk is the corresponding quantity in the noninteracting case.

We can express the corresponding difference in densities of states which appears

in (6.126) in terms of the phase shifts of the two body scattering problem.

To do this, note that the solutions to the two body scattering problem are char-

acterized by angular momentum quantum numbers L and m and take the form

ψLmk = constant × Y m
L

uLmk(r )

r
(6.127)

In the limit of large r

uLmk(r ) → sin(kr + Lπ/2 + ηL (k)) (6.128)

where ηL (k) is the phase shift. (The allowed values of L will depend on whether we

are dealing with fermions or bosons and on whether there are any internal degrees

of freedom. In the case that we are dealing with no internal degrees of freedom such

as spin, the wave function ψLmk must be even under inversion for bosons and odd

under inversion for fermions. Therefore in this case of spinless particles, we are

confined to even L for bosons and odd L for fermions. We leave more complicated

cases for exercises.)

To find the density of states consider a sphere of large radius R around the origin

in �r space. On that sphere, the asymptotic form (6.128) will apply and a complete
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set of scattering states is obtained by requiring that the logarithmic derivative of

the wave function take some fixed value on that sphere. (It turns out not to matter

precisely what that value is as long as it is fixed.) Thus, the states of the continuum

are obtained by requiring that

tan(k R + Lπ/2 + ηl(k)) = A (6.129)

where A is some fixed value. But the solutions to (6.129) are

k R + Lπ/2 + ηl(k) = nπ + δ (6.130)

where n is any integer and δ is a fixed number. The interval �k between states is

the change in k required to take a value on the left hand side which satisfies (6.130)

for integer n on the right hand side to a value on the left hand side which satisfies

(6.130) for the integer n + 1 on the right hand side. That is

(k + �k)R + Lπ/2 + ηL (k + �k) = (n + 1)π + δ (6.131)

We take the difference between the last two equations and expand ηL (k + �k)

assuming �k/k � 1:

�k

(
R + dηL

dk

)
= π (6.132)

The density of states gk (for each l) is clearly 1/�k and the noninteracting density

g(0)
k is the same without the phase shift. Thus finally

gk − g(0)
k = 1

π

dηL

dk
(6.133)

and the virial coefficient can be written as

b2 − b(0)
2 = 23/2

{∑
nB

e−βεnB +
∫ ∞

0

dk
′∑
L

2l + 1

π

dηL

dk
e

−h̄2k2β

m

}
(6.134)

Here we have used the fact that there are 2L + 1 values of m associated with each

L . The prime on the sum on L is to remind us to take into account restrictions on

the sum on L arising from the statistics of the particles (fermions or bosons) as

discussed above. In the case that there are internal degrees of freedom, the sums on

even and odd values of L could be weighted differently, but both might be present.

Gross–Pitaevskii–Bogoliubov theory of the low temperature weakly
interacting Bose gas

The quantum cluster expansion is useful at temperatures high enough so that

λ3ρ � 1 and, roughly speaking, ρ times the collision cross-section of atoms to
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the 3/2 power is small. The first condition is clearly not met below the Bose–

Einstein condensation temperature which is roughly set by the condition λ3ρ ≈ 1.

To deal with this low temperature situation in which the interactions are weak, one

proceeds by starting with a ground state of the same form as the noninteracting

ground state (which is Bose condensed) and finding states associated with small

fluctuations around it arising from the presence of interactions. These low energy

states are the only relevant ones at low temperatures and one can use them to find

the partition function and thermodynamic functions. To formulate this approach it

is very convenient to use a second quantized representation of the Hamiltonian. We

give a brief description here and refer to other texts for more details. One may think

of second quantization as a way of representing the Hamiltonian (and other relevant

operators) in terms of its matrix elements in a basis of symmetrized product wave

functions

〈�r | {nν}〉 = 〈�r1, . . . , �rN | �nν1
, . . . , 〉 = 1√

η(nν1
, . . . , )

′∑
P

(±)P
N∏

i=1

φνi

(�rP(i)

)

(6.135)

as described in Chapter 4 except that here we allow for the possibility that the one

particle part of the Hamiltonian includes potential as well as kinetic energy:

H =
∑

i

H1(i) + V (6.136)

in which

H1(i) = −h̄2∇2
i /2m + V1(�ri ) (6.137)

and

H1φν = ενφν (6.138)

In boson systems, some of the νi can be identical, with the factor η defined to take

account of this:

η(ν1, . . .) = N !

nν1
!nν2

! · · · (6.139)

In the denominator, each set of quantum numbers appears only once and nνi is the

number of times νi appears in the wave function (6.135). It turns out that the matrix

elements of operators in this basis can be described by the following prescription.

(For the rest of this section we confine attention to the boson case.) Define operators

aν, a†
ν such that

[aν, a†
ν ′] = δν,ν ′ (6.140)
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(as for the raising and lowering operators of a harmonic oscillator, of which this

formalism is a generalization). Following the same logic used for harmonic oscil-

lator raising and lowering operators, the eigenstates |nν〉 of the operator a†
νaν have

integer eigenvalues nν = 0, 1, 2, . . . and can be written

|nν〉 ≡ (a†
ν)nν

√
nν!

|0〉 (6.141)

in which aν |0〉 = 0. One constructs a basis involving all the ν by taking the direct

product of all the states in (6.141):

|{nν}〉 =
∏
ν

(a†
ν)nν

√
nν!

|0〉 (6.142)

Now the idea is to construct a Hamiltonian in terms of the operators aν, a†
ν which

when evaluated in the abstract basis |nν〉 has the same matrix elements as the

original Hamiltonian had when evaluated in the basis (6.135). (These states are

characterized by the same sets of quantum numbers {nν}.) First consider the part

of the Hamiltonian without particle interactions:

H0 =
∑

i

H1(i) (6.143)

It is not hard to show that∫
dN �r〈{nν}|�r1, . . . , �rN 〉H0〈�r1, . . . , �rN | {nν}〉 =

∑
ν

nνεν (6.144)

so that the equivalent Hamiltonian for use in the abstract (“second quantized”) basis

is

H ′
0 =

∑
ν

ενa†
νaν (6.145)

A careful analysis of the matrix elements shows that if the interaction term has

the form

V =
∑
i< j

v(�ri j ) (6.146)

then the corresponding operator is

V ′ =
∑

ν1,ν2,ν3,ν4

vν1,ν2,ν3,ν4
a†

ν1
a†

ν2
aν3

aν4
(6.147)

in which

vν1,ν2,ν3,ν4
=

∫
d�r1 d�r2 φ∗

ν1
(�r1)φ∗

ν2
(�r2)v(�r12)φν3

(�r2)φν4
(�r1) (6.148)
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For thinking about approximations it is useful to recast this Hamiltonian in terms

of a wave operator ψ(�r ) defined so that

ψ(�r ) =
∑

ν

φνaν (6.149)

Using completeness of the functions φν one shows without difficulty that

[ψ(�r ), ψ†(�r ′)] = δ(�r − �r ′) (6.150)

and that

H ′ = H ′
0 + V ′ =

∫
d�rψ†(�r )H1ψ(�r )+(1/2)

∫
d�r1

∫
d�r2ψ

†(�r1)ψ†(�r2)v(�r12)ψ(�r2)ψ(�r1)

(6.151)

Now we consider a weakly interacting Bose gas below its condensation temperature.

In the noninteracting case, the system is characterized by the basis (6.135) (which

are eigenstates in that case) and the density matrix at finite temperature is diagonal

with a very large amplitude for states which have a macroscopically large number

of factors φν0
(�r ) associated with the ground state of the one particle Hamiltonian

H1. We postulate that when the interactions are weak a similar situation prevails

in that only admixtures of states in the basis (6.135) with a macroscopically large

number of factors φν0
(�r ) play a significant role in the relevant eigenstates. (However

we do not assume that φν0
has the same form as it did in the noninteracting case.)

Now consider the wave operator ψ(�r ) = ∑
ν φνaν . Acting on the restricted set

of states postulated to be relevant at low temperatures, the summand φν0
aν0

will

always produce terms with one less factor φν0
times

√
N0 where N0 � 1 is the

macroscopically large number of factors φν0
in the basis function on which it is

acting. Thus this single term in the summand, when acting on the restricted basis,

will yield large numbers and will give results much larger than the other terms in

the summand. Similarly, the dominant term in ψ†(�r ) will yield terms with one more

factor φν0
times

√
N0 + 1, but since N0 � 1 this factor is nearly the same as the

one obtained for ψ(�r ). Guided by these arguments one constructs a systematic low

temperature approximation by writing

ψ(�r ) =
√

N0φ0(�r ) + λδψ(�r ) (6.152)

where N0 is defined to be 〈a†
ν0

aν0
〉, the expectation value of the number of factors

φν0
evaluated at zero temperature. λ is a counting device, set equal to 1 at the end

of the calculation. φ0(�r ) is assumed to be a function (not changing the number of

particles) and is not assumed to be the same as φν0
. Rather, φ0(�r ) is determined self

consistently by minimization of the energy at zero temperature. δψ(�r ) is assumed

within the restricted basis to yield smaller results than the first term but its operator

character is retained. One can then construct a systematic calculational scheme by
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inserting (6.152) into (6.151) and solving the resulting problem order by order in

increasing powers of λ. At zeroth order in λ, the Hamiltonian becomes

N0

∫
d�r φ∗

0 (r )H1φ0(r ) + (N 2
0 /2)

∫
d�r d�r ′ φ∗

0 (r )φ∗
0 (r ′)v(�r − �r ′)φ0(r ′)φ0(r )

(6.153)

This is just a number in the approximation used, so its expectation value is the

same as its value. φ0(r ) is determined by minimizing it with respect to variations

in φ∗
0 subject to the constraint that the total number of particles (equal to N0 at

zero order in λ) remain fixed. The constraint is imposed by subtracting the term

μN0

∫
d�rφ∗

0 (r )φ0(r ) where μ is a Lagrange multiplier equal to the chemical poten-

tial, prior to minimization. The resulting equation for φ0(r ),

H1φ0(r ) + N0

∫
d�r ′|φ0(r ′)|2v(�r − �r ′)φ0(r ) = μφ0(r ) (6.154)

is called the Gross–Pitaevskii equation. It has nearly the form of a Schrödinger

equation but it is nonlinear and the eigenvalue is the chemical potential, not the

energy of any particle. Its form is quite typical of mean field theories for the behav-

ior of low temperature phases of condensed matter systems. (A comparison with

Hartree theory of electrons is also instructive but we will not dwell on that here.) In

the case that H1 is simply the kinetic energy and the particles are confined to a large

rectangular box with periodic boundary conditions, any plane wave will solve the

Gross–Pitaevskii equation. The preferred solution is then the one with lowest energy

and this will always be the solution φ0(�r ) = 1/
√

� where � is the system volume

giving a chemical potential μ = (N0/�)
∫

d�r ′v(�r − �r ′). Notice that for most real-

istic interatomic potentials such as the Lennard-Jones potential (equation (6.2)) this

integral is divergent so the approach fails utterly. This difficulty makes the Gross–

Pitaevskii equation a hopeless starting point for the study of superfluid 4He. (This

kind of problem also motivated the introduction of cluster expansions as mentioned

earlier in this chapter.) However, in the special case of a dilute gas which has been

kept in a metastable vapor phase at very low temperatures (which is precisely the

situation in the alkali and atomic hydrogen vapors in which Bose–Einstein conden-

sation has been observed) one can get around this difficulty as follows. Because the

energies of the particles are low, the divergent part of the potential is never probed

in collisions and one can use an effective interaction which reproduces the low en-

ergy features of the collision cross-section. This scattering length approximation,

discussed in many elementary quantum mechanics books, takes the form

v(�r − �r ′) = (4πh̄2as/m)δ(�r − �r ′) (6.155)

where as is a parameter called the scattering length which characterizes the low

energy collisions. Using this, the chemical potential for a gas in a rectangular box
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Figure 6.1 Chemical potential as a function of scattering length for a gas in a
spherical well of radius a and depth 38 h̄ω0 where ω0 = h̄/2ma2. From reference 3.

is finite and of reasonable magnitude. In the real dilute systems in which Bose–

Einstein condensation has been observed, the confining potential for the atoms does

not consist of a set of impenetrable walls forming a large rectangular box however.

Instead, H1 includes both the kinetic energy and a harmonic potential which, in fact,

is cut off at large distances from the origin. In such cases one must solve the Gross–

Pitaevskii equation numerically. For example, in Figure 6.1 we show values of the

chemical potential as a function of scattering length for a spherical well of finite

depth.

The next order in λ in the Hamiltonian is λ2 because the linear term in λ has the

same coefficient which was required to be zero by the Gross–Pitaevskii equation.

The term of order λ2 is (with λ set to 1)

H ′
2 =

∫
d�r δψ†(r )H1δψ(r ) + (N0)

∫
d�r d�r ′|φ0(r )|2δψ(r ′)†v(�r − �r ′)δψ(r ′)

+ (N0)

∫
d�r d�r ′ φ0(r )∗φ0(r ′)δψ†(�r ′)v(�r − �r ′)δψ(�r )

+ (N0/2)

∫
d�r d�r ′ φ0(�r )∗φ0(�r ′)∗(�r ′)v(�r − �r ′)δψ(r ′)δψ(r )

+ (N0/2)

∫
d�r d�r ′ δψ(�r )†δψ(r )†v(�r − �r ′)φ0(�r )φ0(�r ′) (6.156)

This is a second quantized operator in which the operators δψ†(r ) and δψ(�r ) may

be regarded as adding or removing particles from the φ0 condensate state in the

product wave functions which make up the underlying basis. To use this to find
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states corresponding to the small amplitude excitations of the system about the

Gross–Pitaevskii solution one writes the Heisenberg equation of motion

ih̄
∂δψ

∂t
= [δψ, H2] =

[−h̄2∇2

2m
+ V1 − μ + 2gN0 | φ0(�r ) |2

]
δψ(�r )

+ N0g | φ0(�r ) |2 δψ†(�r ) (6.157)

in which the scattering length approximation has been used and g = 4πh̄2as/m.

Because both δψ and δψ† appear here, the eigenstates will correspond to acting

on the ground, Gross–Pitaevskii, state with a linear combination of terms involv-

ing δψ and δψ†. By appropriate normalization, such a linear combination can be

required to obey Bose commutation relations. Let the required linear combinations

be denoted b†
μ, which creates an excited state, and bμ which destroys one. By in-

version of the linear relation, δψ can be written as a linear combination of the bμ

and b†
μ:

δψ(�r , t) =
∑

μ

[
Uμ(�r )bμ e−iωμt + Vμ(�r )b†

μ eiωμt
]

(6.158)

Inserting this in (6.157) and taking [. . . , b†
ν] and [bν, . . .] of the result gives

[
− h̄2

2m
∇2 + V1 − μ + 2N0gφ2

0 − h̄ων

]
Uν(�r ) + N0gφ2

0 Vν = 0 (6.159)

[
− h̄2

2m
∇2 + V1 − μ + 2N0gφ2

0 + h̄ων

]
Vν(�r ) + N0gφ2

0Uν = 0 (6.160)

which are sometimes called the Bogoliubov equations. It is not too hard to show

that in terms of the eigenvalues ων H2 becomes

H2 =
∑

ν

h̄ωνb†
νbν (6.161)

so that at this level of approximation one can regard the excitations created by the

ladder like creation operators b†
ν as noninteracting bosons. However, because they

are derived from δψ which does not include the part of the wave function associated

with the factors φ0, there is no reason to expect the number of boson like excitations

associated with the b†
ν to be conserved. The low temperature statistical mechanics

associated with (6.161) is that of nonconserved boson excitations with no chemical

potential (or equivalently with zero chemical potential). Thus the energy at low

temperatures is

U =
∑

ν

h̄ων

eh̄ωνβ − 1
(6.162)
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and the specific heat associated with these excitations is easily obtained once the

spectrum ων is known. The spectrum is obtained by solution of the equations

(6.160) and this depends in turn on the boundary conditions and on the potential

V1. In the case of a rectangular box with periodic boundary conditions, V1 is zero

and the equations are solved by plane waves in the form Uν(�r ) = u�kei�k·�r ,Vν(�r ) =
v�ke−i�k·�r . Putting these forms into the equations (6.160) gives (V0 ≡ N0g/�,

ε�k ≡ h̄2k2/2m)

(ε�k − μ + 2V0 − h̄ω�k)u�k + V0v
∗
�k = 0 (6.163)

V0u�k + (ε�k − μ + 2V0 + h̄ω�k)v∗
�k = 0 (6.164)

The corresponding secular equation is∣∣∣∣ ε�k − μ + 2V0 − h̄ω�k V0

V0 ε�k − μ + 2V0 + h̄ω�k

∣∣∣∣ = 0 (6.165)

which has solutions

h̄ω�k =
√

ε2
�k + 2ε�k V0 (6.166)

where we used the value μ = N0g/� for the chemical potential as obtained from the

expression from the Gross–Pitaevskii equation above, specialized to this case. The

interesting thing about (6.166) is that as |�k| → 0, ω�k → c|�k| with c = √
N0g/�m

so sound like modes are found at long wavelength. These are very far from ordinary

hydrodynamic sound waves however. For other cases, the Bogoliubov equations

have also been solved numerically.3
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Problems

6.1 Consider a classical gas of particles in d spatial dimensions which interact through

the two body potential

v(r ) = ε

(
b

r

)n
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where ε is a positive number with the dimensions of energy and n is a positive integer.

b is a parameter with the dimensions of length.

(a) Reduce the expression for the sum b2 of the integrals of all the distinct 2-clusters

to a dimensionless integral times powers of b, ε and the temperature.

(b) By analysis of the integral, show that the virial series cannot be convergent unless

d < n.

(c) Using the expression found in (a) find the equation of state for this gas including

the first correction to the ideal gas equation of state arising from b2. By drawing

qualitative graphs of some isotherms in the P–V plane, indicate how the equation

of state differs for different values of n at fixed d.

6.2 Consider a model semiclassical imperfect gas in which the atoms are interacting

through the two body potential

v(r ) =
{→ ∞ r < σ

−V0 σ < r < 2σ

and 0 for r > 2σ .

(a) Calculate the value of the linked cluster integral b2 as a function of the temperature,

the mass of the particles and the parameters in the potential.

(b) Evaluate the pressure as a function of the density ρ in a series to second order

in the density. At what temperature does the predicted equation of state change

qualitatively? Sketch a graph of the pressure as a function of 1/ρ for temperatures

above, equal to and below this temperature.

(c) Find the fugacity z = eβμ as a function of the density ρ to second order in ρ when

〈N 〉, the number of particles, is fixed.

(d) Using the result of (c), write the Helmholtz free energy F in terms of the density

ρ, showing the ideal gas result, plus the first correction due to the interactions.

(e) Using (d), calculate an expression for the entropy S and the specific heat Cv to

the same order. Make a qualitative graph of the specific heat as a function of T ,

comparing it with the ideal gas result.

6.3 For the Lennard-Jones interaction, calculate the sum of linked 2- and 3-clusters using

parameters for argon of εLJ = 125 K and σ = 3.45 Å. Evaluate your expressions

numerically for a range of temperatures from 0.1 of room temperature to twice room

temperature. Using your evaluation of the linked 2- and 3-clusters for argon, calculate

and plot isotherms for P as a function of 1/ρ for argon in the same temperature range

for which you found b2 and b3. Compare the results with the ideal gas equation of state

and with the van der Waals equation of state. Indicate the regions in which the first

three terms of the virial expansion should be adequate. The van der Waals equation

of state is of the form

Pvan der Waals = NAkBT/(V NA/N − b) − a/(V NA/N )2

where NA is Avogadro’s number. V NA/N is the volume per mole of the gas

or fluid and is sometimes denoted Ṽ . a and b are constants. One gets the val-

ues for argon by using the values of P, T and Ṽ at the critical point at which
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(∂ P/∂V )T = 0 and (∂2 P/∂V 2)T = 0. The critical values for the van der Waals

equation of state are Pc = a/27b2, Ṽc = 3b and Tc = (8/27)(a/NAkB). Experimen-

tally for argon, Ṽc = 75.2 cm3/mol and Pc = 48 atm yielding b = 25.07 cm3/mol,

a = 10828.8 atm cm3/mol.

6.4 Show that there are respectively three and six distinct contributions from irreducible

4-clusters of the following two types respectively, as claimed in the text. To make

your proof convincing, show the distinct contributions explicitly in each case.

1

3 4

2

1

3 4

2

Are there any more irreducible 4-clusters? If so, draw them and show how many

contributions there are from them.

6.5 (a) Find an explicit form for U1 in the quantum cluster expansion and evaluate it

for the case of periodic boundary conditions. (b) Show explicitly that W2(1, 2) →
U1(1)U1(2) in the same case.
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Statistical mechanics of liquids

Here we briefly review some aspects of the statistical mechanics of liquids. The

distinction between a liquid and a gas is not sharp except in the neighborhood of

the transition between them which we will discuss in Chapter 10. As a working

definition we will consider a system to be a liquid if it lacks the geometrical struc-

ture associated, for example, with crystals and for which the density expansions

discussed in the last chapter do not converge. This distinction can be made some-

what sharper when we have discussed the relevant correlation functions and phase

diagrams. It is to be noted that for atomic and molecular systems which can be

treated classically and for which the two body interactions contain a hard core at

short distances, there will always be a region of the thermodynamic phase space

(for example in the PT diagram) for which the system will behave as a liquid

according to this definition.

We begin the discussion by defining correlation functions which are very useful

for characterizing the structure of liquids and also for making measurements and

formulating theories to describe them. The considerations here apply equally well to

the imperfect gases discussed in the last chapter, but they are particularly useful and

necessary for the discussion of liquids. We next describe experimental techniques

which directly measure some of these correlation functions. Finally we briefly

describe two distinct theoretical approaches to the description of liquids: analytical

formulations based on approximate summations of series like those described in

the last chapter, and numerical simulation. Numerical simulation is quite a general

method but it is particularly useful for liquids where the complexity and approximate

nature of analytical theories limits their usefulness. In most of this chapter the

considerations are classical though similar ideas are useful in the study of quantum

fluids, which is the subject of the following chapter.

125
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Definitions of n-particle distribution functions

We consider an N -particle classical system characterized by a 3N dimensional

coordinate space R. (Generalization to any dimension is trivial for these definitions.)

We define the n-particle distribution function nn(�r1, . . . , �rn) as

nn(�r1, . . . , �rn)d�r1 · · · d�rn

= {Probability that there is an atom in d�r1, an atom in d�r2, . . ., in d�rn (7.1)

In the canonical distribution the probability of finding the atoms labelled 1, . . . , n
in the volume element d�r1 · · · d�rn is∫

d�rn+1 · · · d�rN e−βU (R)∫
d�r1 · · · d�rN e−βU (R)

(7.2)

However, the definition of nn(�r1, . . . , �rn) calls for the probability that any n
atoms lie in the relevant volume elements. Therefore, to obtain an expression for

nn(�r1, . . . , �rn) we must multiply (7.2) by the number of ways of selecting n atoms

from N , counting all the permutations of the n atoms as distinct. Thus

nn(�r1, . . . , �rn) = N !

(N − n)!
×

∫
d�rn+1 · · · d�rN e−βU (R)∫
d�r1 · · · d�rN e−βU (R)

(7.3)

It should be obvious that nn(�r1, . . . , �rn) can only be defined in the canonical ensem-

ble when n ≤ N . In the grand canonical ensemble the corresponding expression is

obtained as follows. The distribution function is

1

λ3N N !
eβNμ−βU (R) (7.4)

The normalization of probabilities requires that we divide by this quantity summed

over all N . By the preceding argument, the numerator is

N !

(N − n)!

1

λ3N N !

∫
d�rn+1 · · · d�rN eβNμ−βU (R) (7.5)

summed over all N ≥ n. Thus, in the grand canonical distribution

nn(�r1, . . . , �rn) =
∑∞

N=n
zN

λ3N (N−n)!

∫
d�rn+1 · · · d�rN e−βU (R)

∑∞
N=1

zN

λ3N N !

∫
d�r1 · · · d�rN e−βU (R)

(7.6)

For most of the rest of the discussion we focus attention on n2(�r1, �r2). This is

usually expressed in terms of the radial distribution function g(�r1, �r2) which is

defined for homogeneous systems as

g(�r1, �r2) = n2(�r1, �r2)/ρ2 (7.7)

where ρ is the mean density N/V . Note that g(�r1, �r2)ρd�r2 can be interpreted as the

probability that there is a particle in d�r2 at �r2 given that there is a particle in d�r1 at �r1.



Definitions of n-particle distribution functions 127

With these definitions, and in the thermodynamic limit for a homogeneous sys-

tem, lim|r1−�r2|→∞ g(�r1, �r2) = 1. In the case that the function U (R) is a sum of pair

potentials U (R) = ∑
i< j v(�ri − �r j ) one can express all the thermodynamic prop-

erties of the system in terms of g(r ) as we now show. Generally (in the canonical

distribution) the average energy is

E = − ∂

∂β
ln Z N = − 1

Z N

∂

∂β
Z N (7.8)

Thence

=
∂
∂β

(
1

N !λ3N

∫
dN �r e−β

∑
i< j vi j

)
1

N !λ3N

∫
dN �r e−β

∑
i< j vi j

(7.9)

Taking the derivative of the thermal wavelength with respect to β one obtains

E = 3

2
NkBT +

∫
dN �r ∑

i< j vi j e−β
∑

i< j vi j∫
dN �r e−β

∑
i< j vi j

(7.10)

The numerator of the second term can be rewritten as

N (N − 1)

2

∫
d�r3 · · · d�rN d�r1 d�r2 v(�r1, �r2) e−β

∑
i< j vi j (7.11)

so that the second term is

1
2

∫
d�r1 d�r2

N !
(N−2)!

∫
d�r3 · · · d�rN v(�r1, �r2) e−β

∑
i< j vi j

∫
dNr e−β

∑
i< j vi j

= 1

2

∫
d�r1 d�r2 v(�r1, �r2)n2(�r1, �r2) = Nρ

2

∫
d�r v(r )g(r ) (7.12)

Thus the internal energy is

E = N

(
3

2
kBT + ρ

2

∫
d�rv(r )g(r )

)
(7.13)

To calculate the pressure, it is useful first to write the free energy as

F = −kBT ln Z N = −kBT ln

(
1

N !λ3N

∫
dN �r e−β

∑
i< j vi j

)
(7.14)

The pressure is then

P = −
(

∂ F

∂V

)
V,T

= kBT

∂
∂V

{
1

λ3N

∫
dN �r e−β

∑
i j vi j

}
{

1
λ3N

∫
dN �r e−β

∑
i< j vi j

} (7.15)
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In the numerator, the volume appears in the limits of integration. To obtain a useful

expression for the pressure, it is best to remove this dependence in the limits by

changing the variables of integration to dimensionless ones

�r ′
i = 1

V 1/3
�ri (7.16)

Then

P = kBT

∂
∂V

{
1

λ3N V N
∫

dN �r ′e−β
∑

i j vi j

}
{

1
λ3N

∫
dN �r e−β

∑
i< j vi j

} = NkBT

V
−

V N
∫

dNr ′ ∑
i j

∂vi j

∂V e−β
∑

i j vi j

∫
dN �r e−β

∑
i< j vi j

(7.17)
The derivative in the second term is written

∂

∂V
v(�ri j ) = ∂

∂V
v
(
V 1/3�r ′

i j

) = ∂

∂V

(
V 1/3�r ′

i j

)∂vi j

∂�ri j
= 1

3V
�ri j · ∂vi j

∂�ri j
(7.18)

Thus we obtain

P = 1

V

(
NkBT + 1

3

〈∑
i< j

�ri j · �Fi j

〉)
(7.19)

This form is quite useful in simulations. The last term in brackets on the right

hand side is called the “internal virial.” One can express the last term in terms of

the radial distribution function giving:

P = NkBT

V
− 1

6V

∫
d�r1 d�r2 n2(�r1, �r2)�r12 · ∂v

∂�r12

= NkBT

V
− ρ2

6

∫
g(�r )�r · ∂v

∂�r d�r
(7.20)

Determination of g(r ) by neutron and x-ray scattering

Neutron and x-ray scattering provide information on the structure of liquids and

other dense materials on basically the same range of lengths, from a few tenths of

angstroms out to nearly micrometers (though the methods on the longer scales are

a bit different). (On the other hand neutrons and x-rays provide information about

dynamics on quite distinct time scales.) Here we provide some details concerning

how neutron scattering is used to determine liquid structure and, in particular,

g(r ). However, the technique and the analysis have very wide applicability to the

study of condensed matter. In the basic experiment, neutrons are prepared in a

monochromatic beam with an initial wave vector �ki, usually by Bragg scattering a

thermal beam of neutrons from a crystal. This monochromatic beam is then directed

at the sample to be studied and the scattered neutrons at wave vectors �kf are counted.

(For experimental details, one can consult numerous books on neutron scattering,
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or for a brief description relevant to the monatomic liquid example of interest here,

see reference 1.)

From the data on the numbers and energies of neutrons scattered in various

directions from the sample, one deduces a differential scattering cross-section

d2σ/d��kf
dε�kf

from the experiment. Here d��kf
is an element of solid angle within

which the direction of the wave vector of the scattered neutron is fixed and ε�kf
is

the energy of the scattered neutron. This cross-section provides information about

both statics and dynamics of the sample. The part of the cross-section around zero

energy transfer (when ε�kf
is the same as the energy of the incoming beam) gives the

structural information and is called quasielastic scattering.

To understand how g(r ) is determined from neutron scattering data, it is useful to

begin with an expression for the inelastic cross-section for neutron scattering from a

many body system. The Born approximation is suitable for this problem because the

interaction between neutrons and nuclei of the atoms of the liquid is weak when the

neutrons are at thermal energies. The Born approximation is equivalent to use of

the Fermi golden rule for the scattering rate. In terms of the rate, the cross-section is

d2σ

d��kf
dε�kf

= rate

incident flux
(7.21)

We choose to normalize neutron wave functions in a large volume V and have,

supposing that the potential describing the interaction between the neutron and the

liquid is V(�r ), from the Fermi golden rule for the rate:

d2σ

d��kf
dε�kf

=
∑

νf,νi

2π
h̄

e−βEνi

Z | 〈�ki, νi | V | �kf, νf〉 |2 δ
(
ε�ki

+ Eνi
− Eνf

− ε�kf

)
h̄ki

mV

× V

(2π )3

k2
f d�k̂f

dkf

d�kf
dε�kf

(7.22)

for the cross-section. We have summed over all possible final states νf of the many

body system (the sample) from which the neutron is scattering and have averaged

over all initial states νi of that many body system, assuming that the target of the

neutron scattering experiment is in thermal equilibrium and can be described by the

canonical ensemble. We wrote h̄ki/mV for the incident flux. Using ε�kf
= h̄2k2

f /2m
and rearranging this gives

d2σ

d��kf
dε�kf

= V 2m2

h̄4(2π )2

(
kf

ki

) ∑
νf,νi

e−βEνi

Z
| 〈�ki, νi|V |�kf, νf〉 |2 δ

(
ε�ki

+Eνi
−Eνf

−ε�kf

)

(7.23)

We now make a series of manipulations, usually attributed to Van Hove, which

show that this quantity is closely related to a correlation function of the potential

V(�r , t) with itself (where V(�r , t) is the Heisenberg representation of the operator
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V(�r ) with respect to the Hamiltonian describing the sample). The delta function is

rewritten using the identity

δ(E) = 1

2π

∫ ∞

−∞

dt

h̄
e−iEt/h̄ (7.24)

to give

d2σ

d��kf
dε�kf

= m2

h̄5(2π )3

(
kf

ki

) ∑
νi

e−βEνi

Z

∑
νf

∫
d�r

∫
d�r ′

∫
dt

×〈νi | V(�r ) | νf〉
〈
νf | e−iHt/h̄V(�r ′)eiHt/h̄ | νi

〉
e−i(�r−�r ′)·(�kf−�ki) ei(ε�ki

−ε�kf
)t/h̄

(7.25)

The initial and final wave functions were assumed to be separable products: 〈�r |
�ki,f, νi,f〉 = ei�ki,f ·�r√

V
| νi,f〉. The dependence of the interaction potential V(�r ) on the

neutron coordinate �r has been explicitly displayed. The sum on final states νf of the

target can now be done using the fact that they are complete so that
∑

νf
| νf〉〈νf | = 1

with the result

d2σ

d��kf
dε�kf

= m2

h̄5(2π )3

(
kf

ki

) ∫
d�r

∫
d�r ′

∫
dt e−iωt e−i �Q·(�r−�r ′)〈V(�r , 0)V(�r ′, t)〉

(7.26)

Here the Heisenberg representation V(�r , t) = eiHt/h̄V(�r )e−iHt/h̄ of the interaction

potential with respect to the target Hamiltonian H has been used. The variables
�Q = �ki − �kf and ω = (1/h̄)(εi − εf) have been defined. Up to this point the result

is quite general and is useful in measurement of dynamical correlation functions.

To measure static correlations functions we note that if the sample is an isotropic

liquid then on general symmetry grounds the quantity∫
d�r

∫
d�r ′ e−i �Q·(�r−�r ′)〈V(�r , 0)V(�r ′, t)〉 (7.27)

will depend only on the magnitude of the vector �Q. In that case, it is possible to

integrate the cross-section d2σ/d��kf
dε�kf

on the variable ω at fixed magnitude of �Q
using the experimental scattering data. Some details concerning how this is done

appear in the Appendix in reference 1. We thus obtain

h̄
∫

dω

(
ki

kf

)
d2σ

d��kf
dε�kf

= m2

h̄4(2π )2

∫
d�r

∫
d�r ′ e−i �Q·(�r−�r ′)〈V (�r , 0)V (�r ′, 0)〉 (7.28)

At the low neutron energies of interest, the interaction potential can be written in

scattering length approximation:

V(�r ) = 2πh̄2

m

N∑
i=1

bi,νδ(�r − �ri ) (7.29)
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where the �ri are the positions of the atoms of the liquid. We include an index ν

on the scattering length bi,ν to account for the fact that the nucleus of the i th atom

may in some cases be in more than one state, either because of various possible

nuclear spin values for the nucleus (as in the case, for example, of hydrogen) or

because of the existence of an isotopic mixture in the atoms of the fluid. In either

case, the sum over initial states (the ensemble average) must include a sum over this

index ν. (V(�r ) is to be regarded as the diagonal matrix element of the full nuclear

Hamiltonian, with respect to the degrees of freedom represented by this index ν.)

Then

∫
d h̄ω

(
ki

kf

)
d2σ

d��kf
dε�kf

=
〈∣∣∣

∫
d�r ei �Q·�r

N∑
i=1

bi,νδ(�r − �ri )
∣∣∣2

〉
(7.30)

It is useful to rewrite this expression by expressing bi,ν in terms of the average

b̄ = ∑
ν Pνbi,ν and the difference 
bi,ν = bi,ν − b̄: bi,ν = 
bi,ν + b̄. Here Pν is

the probability of the nuclear state ν and the average b̄ will usually be independent

of i . Equation (7.30) now becomes

∫
d h̄ω

(
ki

kf

)
d2σ

d��kf
dε�kf

=
∑

i

∑
ν

Pν(b̄2 + 
b2
i,ν) +

∑
i �= j

(∑
ν,ν ′

Pν Pν ′
bi,ν ′
b j,ν

+
∑

ν

Pν
bi,ν b̄ + b̄
∑
ν ′

Pν ′′
b j,ν ′ + b̄2

) 〈
ei �Q·(�ri −�r j )

〉

(7.31)

The averages on the nuclear variables ν clearly give zero except in the case of

the first and last terms with the result

∫
d h̄ω

(
ki

kf

)
d2σ

d��kf
dε�kf

= N (b̄2 + 
b̄2) + b̄2
∑
i, j

〈
ei �Q·(�ri −�r j )

〉
(7.32)

The second term is called the coherent scattering elastic cross-section and can be

determined from g(r ) or, conversely, the experiment can be used to determine g(r )

from it. To see this we note that, in the case of a liquid, it follows from the definition

of n2 that

n2(�r ) = (ρ/N )
∑
i �= j

〈δ(�r − �ri j )〉 (7.33)

so that

g(�r ) = n2

ρ2
= 1

Nρ

∑
i �= j

〈δ(�r − �ri j )〉 (7.34)
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Experimental data

T = 85 K, r = 0.0123 atoms/Å3

Molecular dynamics

T = 86.36 K, r = 0.02138 atoms/Å3

0
0

1

2

3

2 4 6 8 10 12

S 
(Q

)

Q (Å3)

Figure 7.1 Experimentally determined S(Q) for 36Ar at 85 K from reference 1.
The solid line is the result of a molecular dynamics simulation, as described at the
end of the chapter. It is indistinguishable from the experimental result.

Using this we rewrite the last term of the expression for the scattering cross-section

as

b̄2
∑
i, j

∫
d�r〈δ(�r − �ri j )〉 e

�Q·�r = Nb̄2

[∫
d�r (ρg(r ) + δ(�r )) ei �Q·�r

]

= Nb̄2

[
1 + ρ

∫
d�r g(r ) ei �Q·�r

]

= Nb̄2

[
1 + ρ

∫
d�r (g(r ) − 1) ei �Q·�r + ρ

∫
d�r ei �Q·�r

]

= Nb̄2

[
1 + ρ

∫
d�r (g(r ) − 1) ei �Q·�r +ρδ( �Q)(2π )3a

]

(7.35)

The last two forms remove a singularity which occurs in forward scattering �Q = 0

and which is quite easily avoided when the experiment concerns wavelengths of

the order of atomic separations. It is customary to define the expression

S( �Q) = 1 + ρ

∫
d �r (g(r ) − 1) ei �Q·�r (7.36)

By inversion of these relations one obtains g(r ) from experiment. Some results for

simple fluids are shown in Figures 7.1 and 7.2. They are easily intepreted in terms

of local structure in the fluid.
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ARGON 36, 85 K, r = 0.02125 atoms/Å3 

3.0 4.0

3.0

2.0

1.0

5.0 6.0

r (Å)

7.0 8.0

g(
r)

Figure 7.2 Radial distribution function for argon at 85 K determined from the
experimentally derived data in the preceding figure and compared with results of
molecular dynamics simulation as described later in the text.

BBGKY hierarchy

Though g(�r ) gives the thermodynamics of a fluid interacting through pair interac-

tions and g(r ) can be measured directly, we have not yet explained how to determine

g(r ) from the underlying Hamiltonian which describes the microscopic model. As

a practical matter, this is often done these days by simulating the motion of several

hundred to a few thousand particles computationally and this often proves quite ad-

equate for determining g(r ) uniquely from the underlying model. The methods for

doing such simulations are discussed below. Whether such calculations complete

the program of many body physics for classical fluids is to some extent a matter

of taste. The unique solution can be found to arbitrary accuracy but the lack of a

comprehensible analytical theory may lead to some loss of insight. Furthermore,

because such simulations only became possible quite recently, there is a long history

of distinguished efforts to produce analytical theories permitting the calculation of

g(r ) in closed form. These theories are of interest not only because of their use-

fulness to the theory of classical fluids, but also because the same methods have

proved very useful in the study of quantum fluids, where brute force simulation is

still not nearly as useful a technique as it is in the study of classical fluids. Here

we begin by describing a hierarchy which is the basis for approximations leading

to such approximate closed form theories for g(r ). Then we describe some of the

leading approximate closed form theories briefly.

We may define a “potential of mean force” φ(r ) by the equation

φ(�r ) = −kBT ln g(�r ) (7.37)
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or

g(�r ) = e−φ(�r )/kBT (7.38)

The origin of the name is understood by taking the gradient of the last expression

with respect to its argument, renamed �r12 for reasons that should shortly be evident:

−∇�r12
φ(�r12) = kBT

g(�r12)
∇�r12

g(�r12) = kBT

n2(�r12)
∇�r1

n2(�r12)

=
∫

d�r3 · · · ∫ d�rN

(
−∂
∂�r1

∑
i< j vi j

)
e−β

∑
i< j vi j

∫
d�r3 · · · ∫ d�rN e−β

∑
i< j vi j

(7.39)

This is seen to be the average force on an atom fixed at �r1 when another atom is

fixed at �r2 and all the other atoms are free to move as if in equilibrium. We obtain

a useful expression by separating out the term containing ∇�r1
v12 in the numerator

with the result

−∇�r1
φ(�r12) = −∇�r1

v(�r12) −
∑
j �=1,2

〈∇�r1
v1 j

〉(1,2)

T (7.40)

The labels 〈. . .〉(1,2)
T on the average indicate that a thermal average is to be taken

over all particles except the first and second, which are fixed. We rewrite the last

term as ∫
d�r3 P(�r3 | �r1, �r2)

( − ∇�r1
v(�r3, �r1)

)
(7.41)

where

P(�r3 | �r1, �r2)d�r3 =
{

Probability of finding an atom within d�r3

of �r3 given that that there are atoms at �r1, �r2
(7.42)

By the rules relating conditional probabilities:

n3(�r1, �r2, �r3) = P(�r3 | �r1, �r2)n2(�r1, �r2) (7.43)

so that the expression (7.41) can be rewritten as∫
d�r3

n3(�r1, �r2, �r3)

n2(�r1, �r2)

( − ∇�r1
v(�r3, �r1)

)
(7.44)

Thus combining (7.44) with (7.39) and (7.40) we have

kBT ∇�r1
ln g(�r12) = −∇�r1

v(�r12) − 1

ρ2

∫
d�r3

n3(�r1, �r2, �r3)

g(�r12)
∇�r1

v(�r13) (7.45)

This is an equation relating g(�r ) to itself but one easily sees that it is not closed

because of the presence of the factor n3(�r1, �r2, �r3) in the integrand of the second term.

By writing an equation for n3 following similar procedures we could get a similar
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equation for it involving n4, etc. This leads to an exact hierarchy which, however,

turns out to be more difficult to solve numerically than the original equations of

motion of the fluid and is therefore not very useful. On the other hand (7.45) is very

useful for motivating approximate theories giving closed form equations for g(�r ).

Some other useful forms of (7.45) can be obtained in the case (of main interest

here) in which g(�r ) and v(�r ) are functions only of the magnitude of the vector �r .

Then by projecting (7.45) onto the direction r̂12 we obtain

∂ ln g(r12)

∂r12

= − ∂

∂r12

(
v(r12) + W (r12)

kBT

)
(7.46)

in which

∂W

∂r12

= 1

ρ2

∫
d�r3

n3(�r1, �r2, �r3)

g(�r1, �r2)
(r̂12 · r̂13)

∂v(r13)

∂r13

(7.47)

The last two equations can be integrated using the fact that both v(r ) and W (r )

vanish at large r to give

g(r ) = e−(v(r )+W (r ))/kBT (7.48)

in which

W (r ) = +
∫ ∞

r
dr12

1

ρ2

∫
d�r3

n3(�r1, �r2, �r3)

g(r12)
(r̂12 · r̂13)

∂v(r13)

∂r13

(7.49)

These equations have a very physical interpretation in terms of a direct or “bare”

force on particle 1 due to particle 2 and an indirect effect of 1 on 2, represented by

W which arises because if 2 interacts with 3 which in turn interacts with 1 then the

presence of 1 can affect the likelihood of finding an atom at 2.

Approximate closed form equations for g(�r )

The simplest of the closed form equations to describe is the Yvon–Born–Green

approximation which is obtained by replacing the three particle distribution function

n3(�r1, �r2, �r3) which occurs in the integrands of the equations of the last section by

the “Kirkwood superposition approximation”:

n3(�r1, �r2, �r3) ≈ 1

ρ3
n2(�r1, �r2)n2(�r1, �r3)n2(�r2, �r3) (7.50)

This approximation has the attractive feature of giving zero for n3 when any pair

of the arguments �r1, �r2, �r3 is equal, as is physically required.

Using the Kirkwood superposition approximation in equations (7.48) and (7.49)

we find

ln g(r12) = −v(r12)

kBT
+ ρ

kBT

∫ ∞

r12

dr ′
12

∫
d�r ′

3 g(r ′
13)g(r ′

23)
∂v(r ′

13)

∂r ′
13

(r̂ ′
12 · r̂ ′

13) (7.51)
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This is one form of the Yvon–Born–Green equation for g(r ). It is a closed nonlin-

ear equation for g(r ) which may be solved numerically with the boundary condition

g(r ) →
r→∞1 for a given potential v(r ). Because the Kirkwood approximation is un-

controlled (that is, we have no systematic way to improve it and estimate errors)

the results must be checked against experiments and/or simulations.

There are two other popular approximate equations for g(r ), based on par-

tial summations of infinite series of selected terms in the virial series for g(r ).

The principles upon which such a virial series is obtained are the same as those

used in the last chapter but we will not go through the derivation here. The in-

terested reader is referred to Rice and Gray.2 An early paper by Verlet3 pro-

vides a clear account of the derivation of the hypernetted chain approximation.

The result for the hypernetted chain approximation is that W (r ) of (7.49) may be

written:

W (r12) = −kBTρ

∫
d�r3 c(r13)(g(r32) − 1) (7.52)

in which the function c(r ) satisfies the integral equation:

c(r12) = g(r12) − 1 − ρ

∫
d�r3 (g(r32) − 1)c(r13) (7.53)

The last equation is sometimes called the Ornstein–Zernike equation and c(r ) is

called the direct correlation function. The third approximate formulation, called the

Percus–Yevick approximation, consists in using the same expression for W (r ) but

effectively assuming that it is small so that (7.48) becomes

g(r ) ≈ e−βv(r )(1 − βW (r )) (7.54)

Molecular dynamics evaluation of liquid properties

In practice, results of approximations such as those described in the last section

are often compared to results of direct numerical simulations of the Newtonian

equations of motion for a small sample of the atomic or molecular constituents of

the fluid, rather than to the results of experiment. This is because in the case of

simple liquids, numerical simulation can now give essentially exact results for the

short range equilibrium radial distribution functions of dense liquids away from

critical points. Here we briefly review the techniques for making such simulations,

commonly called molecular dynamics. The reader is referred to other texts (such

as Allen and Tildesley4) for more details.

In such simulations, one works directly with the equations of motion for the atoms

or molecules of the fluid. For simplicity we confine attention here to monatomic

liquids and to systems interacting through short range interactions. The equations
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of motion are

m
d2�ri

dt2
= −∇i

∑
j �=i

v(�ri − �r j ) (7.55)

We describe the method for a system of N particles. In practice N can be made

as large as 106 with current computers but simulations with O(103) particles are

more common. Techniques are available for fixing the local pressure and/or the

local kinetic energy (obviously related to the temperature) during a simulation but

a more common (and more realistic) method fixes the volume V and energy of the

system. To simulate a bulk fluid, it is useful to use periodic boundary conditions

because this reduces the effects of the boundaries, which can extend significantly

into the sample if other boundary conditions are used. Extension of the method to

simulation of liquid–solid interfaces is straightforward.

In practice, one chooses a set of initial positions {�ri (0)}. If we were dealing with

the equations (7.55) directly, without discretizing the time, we would also require

initial data on the velocities in order to specify a unique solution. In the present case

we will find approximate numerical solutions which give solutions for the {�ri } at a

series of discrete times n
t where n is a positive integer and 
t is called the time

step. The appropriate additional initial data are then the values {�ri (−
t)} of the

positions at the time step previous to the initial one. From {�ri (0)} and {�ri (−
t)},
approximations to the initial velocities are easily constructed as we will shortly

discuss. These values are sufficient if the simplest integration algorithm, which is

the only one we will discuss here, is used. To describe this algorithm, known as the

“Verlet” algorithm in the molecular dynamics literature, we expand �ri (t + 
t) and

�ri (t − 
t) as Taylor series in 
t :

�ri (t + 
t) = �ri (t) + d�ri

dt
(t)
t + 1

2

d2�ri

dt2

t2 + 1

6

d3�ri

dt3

t3 + O(
t4) (7.56)

�ri (t − 
t) = �ri (t) − d�ri

dt
(t)
t + 1

2

d2�ri

dt2
(t)
t2 − 1

6

d3�ri

dt3
(t)
t3 + O(
t4) (7.57)

Adding these we easily obtain

�ri (t + 
t) = 2�ri (t) − �ri (t − 
t) + d2�ri

dt2
(t)
t2 + O(
t4) (7.58)

so that by use of (7.55)

�ri (t + 
t) = 2�ri (t) − �ri (t − 
t) +
�Fi (t)

m

t2 + O(
t4) (7.59)

where

�Fi (t) = −∇i

∑
j �=i

v(�ri (t) − �r j (t)) (7.60)



138 7 Statistical mechanics of liquids

is the force on the i th particle at time t . Equation (7.59) is used in the simulation to

compute the values of the positions of the particles at times (n + 1)
t from their

values at the previous two time steps (n − 1)
t and n
t , starting with n = 0

�ri ((n + 1)
t) = 2�ri (n
t) − �ri ((n − 1)
t) +
�Fi (n
t)

m

t2 + O(
t4) (7.61)

Obviously each such computation requires evaluating the force �Fi on each particle

at time t = n
t . This evaluation of the forces after each new set of positions is

calculated is the most time consuming part of the calculations in the simulation.

Subtracting (7.56) from (7.57) we get an approximate expression for the velocity

at time t :

�ri ((n + 1)
t) − �ri ((n − 1)
t) = 2
d�ri

dt
(n
t) + O(
t3) (7.62)

or

�vi (n
t) =
(�ri ((n + 1)
t) − �ri ((n − 1)
t)

2
t

)
+ O(
t3) (7.63)

This is used to calculate the velocities at time t after the time step to time t =
(n + 1)
t has been made.

For realistic simulations, the choice of forces is crucial in this technique. Here

we confine attention to forces arising from the sum of pair potentials though, in

principle, one can include many body forces at significant computational cost.

Often pair potentials are determined by making all electron quantum mechanical

calculations on pairs of atoms and fitting the results to simple forms. For the rare

gas liquids which we will use as an example, such a fit can be made very sat-

isfactorily with the Lennard-Jones form in equation (6.2). For systems in which

the constituent classical entities carry a charge (as in molten salts for example)

Coulomb interactions complicate the technique considerably, because it is not pos-

sible to cut off the Coulomb interactions at achievable box sizes and achieve real-

istic results. (See reference 4 for details on methods to handle the case of Coulomb

interactions.)

The interpretation of periodic boundary conditions is straightforward with re-

spect to the treatment of a particle which passes through a wall of the confining

volume or box: it is simply reflected to the opposite side of the volume (Figure 7.3).

To determine the forces on a particle, one assumes that the particle interacts with

all the particles in the box and with all the particles in all the periodic images

(Figure 7.4) of the box. In the case that Coulomb interactions exist this is quite

a complicated task for which several methods are available.4 However, we will

confine attention here to short range forces. Then one may usually take the box

size to be much larger than twice the range of the forces and confine attention only
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L

1'1

Figure 7.3 Illustration of implementation of boundary conditions. If particle 1
ends up at 1′ after the time step it is moved to 1.

to those images of the particles which are within half the box size of the particle

whose force is being calculated (Figure 7.5). This is known as the minimum im-

age convention. To implement these conditions suppose the confining volume is

cubic for simplicity and that the length of its side is L . Suppose that new positions

{xi ((n + 1)
t), yi ((n + 1)
t), zi ((n + 1)
t)} have been determined from earlier

positions using (7.61). There is nothing in (7.61) which prevents some of these

positions from ending up outside the confining volume and they must be reflected

back into the box before proceeding. This is done with the rule:

if xi ((n + 1)
t) > L/2, xi ((n + 1)
t) − L replaces xi ((n + 1)
t)
(7.64)

if xi ((n + 1)
t) < −L/2, xi ((n + 1)
t) + L replaces xi ((n + 1)
t)

with similar replacements for yi ((n + 1)
t), zi ((n + 1)
t).
Now to compute the forces associated with these new positions in prepara-

tion for the next step one takes differences 
�ri j ((n + 1)
t) ≡ �ri ((n + 1)
t) −
�r j ((n + 1)
t) for use in the computation of the force �Fi j ((n + 1)
t) exerted

by j on i and vice versa. To implement the minimum image convention, one

can see quite easily that one must apply the same rule (7.64) to the differences


xi j ((n + 1)
t), 
yi j ((n + 1)
t), 
zi j ((n + 1)
t) before using them in compu-

tation of the force �Fi j ((n + 1)
t):

if
xi j ((n+1)
t)> L/2, 
xi j ((n+1)
t)−L replaces 
xi j ((n+1)
t)
(7.65)

if
xi j ((n+1)
t)<−L/2, 
xi j ((n+1)
t)+L replaces 
xi j ((n+1)
t)

The result of the implementation of these procedures is a time series of positions

for all the particles. Usually, not all this information is stored because it is very

voluminous and not easy to interpret without further analysis. The quantities which
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Figure 7.4 For models containing long range interactions one includes the interac-
tion of 1′ with all the other particles in the simulation cell and with all the periodic
images of all the particles in the cell.

are kept for analysis are of two types: those which are primarily used to establish

the validity of the code and those which are used to compute quantities leading to

predictions for the results of experimental measurements on the fluid. The most

important variables of the first type are the total energy, the kinetic energy per

particle and the local pressure, which is calculated using equation (7.19). We first

discuss each of these briefly.

Because the system of equations (7.55) conserves energy, the total energy is

exactly independent of time in an exact solution. In the numerical solution, the

energy variations arising from numerical error must be much smaller than the

temporal variations in the total kinetic and total potential energies if the results are

to be physically meaningful. In practice, with the simple systems to be considered

here one finds that in a correct code the energy variations are not larger than a part

in 104 and contain no detectable secular drift. This turns out to be a very sensitive

diagnostic for errors in codes of this type. Of course the total energy is also useful

in determining the equation of state of the model of the fluid.

Because we are simulating a classical system, the average kinetic energy per

particle is equal to 3
2
kBT and hence fixes the effective temperature at which the

simulation is carried out. (As mentioned earlier, it is possible4 to add artificial terms
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Figure 7.5 Minimum image convention. If the forces are of short range (<L/2)
then only interactions of 1′ with particles within a box (dashed lines) centered on
1′ are kept.

to (7.55) which effectively fix the total kinetic energy instantaneously, but we will

not discuss these here.) In practice, when a simulation of a new system is begun,

the particles are not in positions which are close to mechanical equilibrium and

they accelerate rapidly, resulting in a high average kinetic energy and hence a high

effective temperature. To bring the kinetic energy down to a level consistent with

the desired simulation temperature, one can use various algorithmic “thermostats”

of which the simplest is the following. If the average kinetic energy per particle 〈t〉
differs from the desired average kinetic energy 〈t〉w = (3/2)kBT by more than a

fraction 
 f , then rescale all the velocities by

√
〈t〉w/〈t〉�vi (n
t) ≡ f �vi (n
t) → �vi (n
t) (7.66)

Because the programs do not deal directly with velocities this is accomplished by

changing the values of the positions at the preceding time step. This is done as

follows. After calculating (preliminary) values of �ri ((n + 1)
t) using (7.61), and

(preliminary) velocities using (7.63), one calculates the ratio f . If |(1 − f )| < 
 f
one uses the �ri ((n + 1)
t) as the values on the trajectory for the next step. However,

if |(1 − f )| > 
 f , one modifies �ri ((n + 1)
t) to �ri ((n + 1)
t)′ and (implicitly)
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�ri ((n − 1)
t) to �ri ((n − 1)
t)′ so that they satisfy

�vi (n
t)′ =
(�ri ((n + 1)
t) − �ri ((n − 1)
t)′

2
t

)
= f �vi (n
t)

= f

(�ri ((n + 1)
t) − �ri ((n − 1)
t)

2
t

)

and

�ri ((n + 1)
t)′ = 2�ri (n
t) − �ri ((n − 1)
t)′ +
�Fi (n
t)

m

t2

This amounts to changing the values of the positions at the preceding time step so

that when the positions at the next time step are recalculated, the velocities will

come out changed by the factor f . Solving the last two equations for �ri (n + 1)
t)′,
leaving the present positions �ri (n)
t) fixed and eliminating the �ri ((n − 1)
t)′ one

finds that the recalculated positions at the next step are

�ri ((n + 1)
t)′ = �ri (n
t) + ( f/2)(�ri ((n + 1)
t) − �ri ((n − 1)
t)) +
�Fi (n
t)

2m

t2

(7.67)

(When f = 1, �ri ((n + 1)
t)′ = �ri ((n + 1)
t). One could also explicitly calculate

�ri ((n − 1)
t)′ but it is not needed.)

With an appropriate choice of 
 f one can leave this algorithm in place through-

out the simulation, and it will almost never be activated once a configuration ap-

proximating equilibrium is achieved. The correct choice of 
 f for this purpose is

a somewhat subtle problem. The mean square deviation of the kinetic energy in a

system described by a canonical ensemble is quite easily computed to be

√
〈(K E)2〉 − 〈K E〉2

〈K E〉 =
√

2

3N
(7.68)

However, this is an ensemble dependent result. In a simulation, this ratio remains

proportional to 1/
√

N but the coefficient is different.5 It is shown in reference 5

that, in the microcanonical ensemble
√

〈(K E)2〉 − 〈K E〉2

〈K E〉 =
√

2

3N
(1 − 3NkB/2CV ) (7.69)

Thus in principle the fluctuations cannot be estimated until the specific heat is

known, and in fact the last relation can be used to compute the specific heat.

On the other hand, one can get a very reasonable (but uncontrolled) estimate for

the expected fluctuations by using the value for N three dimensional harmonic



References 143

oscillators of CV = 3NkB giving

√
〈(K E)2〉 − 〈K E〉2

〈K E〉 ≈
√

1

3N
(7.70)

and using a δ f which is twice this.

To determine the pressure, one uses (7.19). For a system containing only short

range forces this is straightforward, but with Coulomb interactions more care is

required.4 We do not discuss the latter case here. As for the temperature, if the

initial conditions are chosen badly, the simulation may result in a very high pressure

which must be adjusted by adjusting the volume. Algorithms also exist which (rather

artificially) continuously hold the pressure fixed during the simulation.

In addition to thermodynamic quantities such as the energy, pressure and tem-

perature, one can collect microscopic information about the simulated equilibrium

state. Because of its central role in describing this state as explained earlier in this

chapter, the radial distribution function g(r ) is of particular interest in this regard.

For this purpose, we note that an alternative expression for g(r ) in an isotropic

fluid is

g(r )ρ4πr2 dr =
〈

1

N

∑
i

∑
i �= j

dN (r <| �ri − �r j |< r + dr )

〉
(7.71)

in which dN is the number of particles j which are found within the indicated

distances from particle i . Thus to evaluate g(r ) on a finite grid of values of r = ig
r ,

ig = 0, . . . , N G we use

g(ig) =
〈

V

N 24π
r3i2
g

∑
i

∑
j �=i


N (ig
r <| �ri − �r j |< (ig + 1)
r )

〉
(7.72)

Results of implementing these procedures for argon liquid were compared with

experiment in Figures 7.1 and 7.2.
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Problems

7.1 Find the form of the full neutron scattering cross-section d2σ/d��kf
dε�kf

(without

integrating on ω) when the interaction is of form (7.29). Express the result in terms

of functions ∑
i, j

〈
ei �Q·�ri (t) e−i �Q·�r j (0)

〉
and

∑
i

〈
ei �Q·�ri (t) e−i �Q·�ri (0)

〉

7.2 Solve the Yvon–Born–Green equation numerically for the case that

v(r ) = 4ε

((σ

r

)12

−
(σ

r

)6
)

with ε = 125 K and σ = 3.45 Å, suitable for argon. Take temperatures and densities

in the liquid range for argon at about one atmosphere, namely 87.5 K > T > 84 K

and 1.4 g/cm3 < ρ < 1.6 g/cm3.

7.3 Write and run an MD program for a system of 100 Lennard-Jones argon atoms.

The parameters for Lennard-Jones potential are σ = 3.4 Å and ε/kB = 125 K. The

simulated system is at 85 K with a mass density of 1.4 g/cm3. The time step for

the simulation is 10 fs (10−14 s) and the simulation should run for 20–30 ps. The

following methods are to be implemented:

(1) periodic boundary condition,

(2) minimum image convention,

(3) Verlet algorithm for updating trajectories.

The following quantities are to be calculated:

(4) conserved total energy E(t),
(5) radial distribution function g(r ) and the corresponding coordinate number Z (r ),

(6) mean square displacement R(t),
(7) average pressure P .

Plot g(r ), Z (r ), and E(t) and R(t).
7.4 Prove the expression (7.68) for the fluctuations in the kinetic energy in the canonical

ensemble. For a greater challenge, prove the expression (7.69) consulting, if you like,

reference 5.
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Quantum liquids and solids

As discussed in Chapter 6, when the temperature is lowered in a classical liquid

until the thermal wavelength becomes comparable to the interparticle spacing, then

the semiclassical approximation is no longer adequate and quantum effects must be

considered. In practice, most classical liquids freeze at all positive pressures before

this temperature is reached. The exceptions are the helium liquids (3He and 4He) for

which the quantum effects are large enough to prevent freezing as the temperature is

lowered while the liquid is kept in equilibrium with its vapor. Conveniently, 3He is a

Fermi system and 4He is a Bose system. In these systems as well, phase transitions

occur at low enough temperatures. But quantum effects are significant even before

these transitions occur. Another system which may for some purposes be regarded

as an isotropic liquid with large quantum effects is the collection of electrons in

(at least some) metals. Here too, a phase transition to the superconducting state

intervenes in many cases at low enough temperatures. Finally neutron stars may

contain regions in which neutrons are in a liquid state with large quantum effects

and white dwarf stars contain a degenerate electron gas which can be regarded

as a quantum liquid. In general, the reason that quantum liquids are so hard to

observe is that interactions tend to result in symmetry breaking phase transitions

in high density systems at temperatures low enough to permit quantum effects

to be observed. (Vapor phases at very low temperatures almost always exist. The

densities are extremely low and virial expansions as discussed in Chapter 6 may

be used to describe them. The metastable Bose–Einstein condensed alkali metal

vapors mentioned at the end of Chapter 5 are an exception.)

Here I confine attention to some phenomenological ideas for the description

of dense isotropic Fermi systems at low temperatures which are generally known

as Fermi liquid theory and which are primarily due to Landau. The theory as I

will describe it was designed to describe systems with short range interactions

and has been extensively applied to the description of liquid 3He. It turns out that

the theory provides a useful basis for describing the various superfluid phases of

145
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liquid 3He as well but I will not discuss that aspect here. Fermi liquid theory has

been extended to systems with Coulomb interactions and applied to the study of

electrons in metals. We will describe Fermi liquid theory in terms of a few physically

reasonable assumptions essentially associated with the idea that no phase transition

occurs as the temperature is lowered (or, almost equivalently, as the interactions are

made stronger at fixed temperature). These assumptions have been verified (proved

is probably too strong a word) by the use of more microscopically based theoretical

formulations which begin with the full microscopic Hamiltonian. A theoretical

formulation analogous to Fermi liquid theory has been formulated for boson fluids

as well.1 A characteristic feature of these theories is that the low energy states

of the fluid have some properties like the states of the noninteracting Fermi and

Bose gases respectively. This correspondence permits one to speak of these states

as containing various numbers of “quasiparticles” with specified momenta. The

quasiparticle concept has proved intuitively very useful (if somewhat dangerous)

in thinking about these systems.

Fundamental postulates of Fermi liquid theory

To motivate the assumptions of Fermi liquid theory, imagine a dense assembly of
3He atoms. The Hamiltonian is of the form

H =
∑

i

−h̄2∇2
i

2m
+

∑
i< j

vi j (8.1)

Now we multiply the interaction term by a dimensionless parameter λ and consider

the evolution of the energy eigenstates as λ is varied between 0 and 1

Hλ =
∑

i

−h̄2∇2
i

2m
+ λ

∑
i< j

vi j (8.2)

When λ = 0 there are no interactions, and the eigenstates are antisymmetrized

products of spinors and plane waves (Slater determinants) of the noninteracting

system. As such they can be completely specified by defining a set {n�q,σ } of 0s and

1s which indicate which single particle states specified by �q, σ are occupied. The

ground state of this noninteracting system corresponds to n�q,σ = 1 if | �q |< qF and

n�q,σ = 0 otherwise where qF = (3ρπ )1/3 and ρ is the particle density. This set of

{n�q,σ } plays a special role and its members will be denoted (n�q,σ )g:

(n�q,σ )g =
{

1 | �q |< qF

0 | �q |> qF

(8.3)
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At fixed particle number N , the low lying excited states of the noninteracting system

consist of states in which one single particle state below but near the Fermi surface

is empty while a single particle state near but above the Fermi surface is occupied,

while all other single particle states retain the occupancy which they had in the

ground state. These low lying excited states are called particle–hole excitations.

Now let the parameter λ increase smoothly from 0 to 1. In Fermi liquid theory,

one assumes that the states of the system, which can all be completely specified

by the sets {n�q,σ } when λ = 0, evolve smoothly as λ increases, retaining the same

energy ordering that they had at λ = 0 and with no qualitatively new low lying

states appearing. If the system undergoes a phase transition as a function of λ at

zero temperature then this assumption is violated. It is known for example that such

phase transitions must occur in 3He which is in a complicated superfluid state at very

low temperatures. However, these transitions occur at extremely low temperatures

(of the order of millikelvins) and so when the system is at temperatures much larger

than this it may be reasonable to assume that it behaves as if this assumption were

true. Further, it is possible to use the postulated states which do evolve smoothly in

this way as a basis for a theory describing more complicated states which occur when

it is violated. If no violation occurs, the interacting ground state is still labelled by

the quantum numbers {(n�q,σ )g} of (8.3) and has evolved smoothly from the original

Slater determinant of the noninteracting system as the interaction was turned on.

Now consider the energies E{n�q,σ } of all the states of the interacting system under

this assumption. It is convenient to regard the energy as a function of the differences

δn�q,σ = n�q,σ − (n�q,σ )g where (n�q,σ )g are given by (8.3). For the low lying states

(near the ground state) it is reasonable to expand the energy in a series in these

δn�q,σ :

E{n�q,σ } = Eg +
∑
�q,σ

ε�q,σ δn�q,σ + 1

2

∑
�q,σ ;�q ′,σ ′

f�q,σ ;�q ′,σ ′δn�q,σ δn�q ′,σ ′ + · · · (8.4)

where the coefficients ε�q,σ , f�q,σ ;�q ′,σ ′, . . . are regarded, at the Fermi liquid theory

level of the theory, as phenomenological parameters. If the assumption of smooth

variation of the states with increasing interaction is true, then these parameters can,

in principle, be calculated from the true wave functions using a fully microscopic

theory. There have been some attempts to do this for 3He, but no definitive results

are available.

At low enough temperatures we will argue later that only the terms shown ex-

plicitly in (8.4) need to be taken into account in calculations of the low temperature

properties of the fluid. If we truncate (8.4) with only the explicitly shown linear

and quadratic terms, then the statistical mechanical problem is closed, if very diffi-

cult. One must calculate the partition function associated with the spectrum (8.4).
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Though it is difficult, it is quite a lot easier than the original interacting problem,

because the form of the eigenvalues of the Hamiltonian is assumed known.

In fact one almost always makes a further mean field approximation in Fermi

liquid theory. One may state the approximation in various ways. It amounts to as-

suming that only the average effects of interactions represented by the last term in

(8.4) need to be taken into account. Operationally, one may obtain this approxima-

tion by replacing the last term in (8.4) by

1

2

∑
�q,σ ;�q ′,σ ′

f�q,σ (δn�q,σ 〈δn�q ′,σ ′ 〉 + δn�q ′,σ ′ 〈δn�q,σ 〉) (8.5)

and then using the resulting thermodynamic potential to find a self consistent equa-

tion for 〈δn�q,σ 〉. Note that since the number of particles does not change as the

interactions are turned on, we may assume that
∑

�q,σ n�q,σ = N for all the interact-

ing states. Thus, in the approximation (8.5)

� = −kBT ln e−βδEg(T )
∑
{n�q,σ }

e−β(ε̃�q,σ −μ)n�q,σ = δEg(T ) − kBT
∑
�q,σ

ln
(
1 + e(μ−ε̃�q,σ )β

)
(8.6)

Here

δEg(T ) = Eg −
∑
�q,σ

ε̃�q,σ (n�q,σ )g (8.7)

and

ε̃�q,σ = ε�q,σ +
∑
�q ′,σ ′

f�q,σ ;�q ′,σ ′ 〈δn�q ′,σ ′ 〉 (8.8)

Eg(T ) depends on temperature but not on the chemical potential. We can therefore

find an equation for 〈N 〉 by differentiating with respect to μ:

〈N 〉 = −
(

∂�

∂μ

)
T,V

=
∑
�q,σ

1

e(ε̃�q,σ −μ)β + 1
(8.9)

and since 〈N 〉 = ∑
�q,σ 〈n�q,σ 〉,

〈n�q,σ 〉 = 1

e(ε̃�q,σ −μ)β + 1
(8.10)

Though this looks formally like the noninteracting expression, ε̃�q,σ depends on

〈n�q ′,σ ′ 〉 for all �q ′, σ ′. One must regard (8.9) and (8.10) as simultaneous equations

for all the 〈n�q,σ 〉 and μ.

From this one can see why only a few terms are adequate in the expansion. Con-

sider the case in which the parameter λ is small, giving weak but finite interactions

which could be treated in perturbation theory. The noninteracting excited states are
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particle–hole excitations of the noninteracting Fermi sphere, in which the particle

and the hole are both within about kBT of the Fermi surface. Now introducing the

weak interaction, perturbation theory scatters these particle–hole excitations into

other particle–hole excitations, conserving momentum and energy. But the conser-

vation of total momentum and energy of the pair, together with the Pauli principle,

requires that the particle–hole excitations into which the original pair is scattered

also remain within kBT of the original Fermi surface. Thus n�q,σ remains near its

original form except when q is within kBT of the original Fermi surface. The kine-

matic constraints imposed by the Pauli principle keep the effects of the interactions

on n�q,σ small so the relevant δn�q,σ are small and the expansion is (at least qualita-

tively) justified. Increasing the magnitude of the coupling by increasing λ increases

the number of terms which must be considered in a perturbation expansion, but at

each order, the same constraints on the final states apply and the general conclusion

is sustained.

One may parametrize the constants ε�q,σ and f�q,σ ;�q ′,σ ′ in terms of a few numbers if

one is interested in the low temperature properties of the theory. We assume that ε�q,σ

may be expanded in a Taylor series in | �q |. The constant term may be absorbed in

the chemical potential and the linear term must vanish if the fluid is isotropic. Thus

the leading term is quadratic. It may be expressed in a suggestive way by writing

ε�q,σ = h̄2q2

2m∗ (8.11)

thus introducing an “effective mass” m∗. This differs from the bare mass as a

result of particle–particle interactions. In the application to electrons in metals

and semiconductors, one can also find an effective mass (the “band mass”) which

differs from the bare mass as a result of interactions of the electrons with the lattice

(and not with each other) and is not to be confused with this m∗. (We do not discuss

the question of how to handle the case in which both effects are simultaneously

present here.) It turns out that for the study of thermodynamic properties at low

temperatures, one only needs the values of f�q,σ ;�q ′,σ ′ when both wave vectors have

magnitude qF. The remaining variables are the angle θ between �q and �q ′ and the

relative values of the spins σ and σ ′. It is customary to define

f s(θ ) = f↑,↑(θ ) + f↑,↓(θ ) (8.12)

f a(θ ) = f↑,↑(θ ) − f↑,↓(θ ) (8.13)

One parametrizes the θ dependence in terms of the coefficients of an expansion in

Legendre polynomials:

N (0) f a,s(θ ) =
∑

l

F s,a
l Pl(cos θ ) (8.14)
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where N (0) = V m∗qF/π
2h̄3 is the density of states of free particles (including

spin) with mass m∗ at wave vector qF. See problems 8.1 and 8.2 and reference 2

for further discussion of Fermi liquid theory.

Models of magnets

Models for magnetic systems have played a special role in statistical mechanics for

reasons which go beyond interest in magnetism itself. There are only a few models

in statistical mechanics of macroscopic systems for which exact summation of the

partition function has proved possible and which lead to nontrivial effects such as

phase transitions. Several of these models were originally conceived as descriptions

of magnetic systems, though in most cases they are too simplified to be realistic

descriptions of real magnetic materials. Here we will introduce a number of the

relevant models and the approaches to exact and approximate solution to some of

them. We will defer discussion of the phase transitions implicit in the models to the

next chapter.

Physical basis for models of magnetic insulators: exchange

All the models to be considered here use the idea of localized spins of fixed length

on a lattice interacting between nearest neighbors. In practice, even today, the pa-

rameters needed for establishing the relevance of such a model to a real material

cannot be determined reliably from first quantum mechanical principles. Neverthe-

less, there is a general understanding of the physical origin of such a picture. At the

simplest level this can be understood in terms of the Heitler–London approxima-

tion to the electronic eigenstates of a hydrogen molecule. The Hamiltonian of the

hydrogen molecule is

H = −h̄2

2m

∑
i, j

∇2
i + e2

(
1

r12

− 1

r1α

− 1

r1β

− 1

r2α

− 1

r2β

)
(8.15)

where the positions of the nuclei are labelled α, β. The Heitler–London approxi-

mation is valid when the separation between nuclei is much greater than the Bohr

radius. (This is not the case for the hydrogen molecule.) Then Heitler and London

approximated the wave function using a basis of products of 1s states for the ground

and first excited states. Thus one formed a variational ground state of form


(�r1, σ2; �r2, σ2) = 1√
1 + A2 + 2S A

(
ψ1s(�r1 − �rα)ψ1s(�r2 − �rβ)

+ Aψ1s(�r2 − �rα)ψ1s(�r1 − �rβ)
)
χ (1, 2) (8.16)
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where

S =
∫

d�r1 ψ1s(�r1 − �rα)ψ1s(�r1 − �rβ) (8.17)

A is a variational parameter and χ is a normalized spin state. Calculating the

expectation value of H with respect to (8.17) and minimizing with respect to A
gives A = ±1. Then by the Pauli principle, the spin state is a singlet with S = 0 if

A = −1 and a triplet with S = 1 if A = +1. The difference in energy between the

singlet and the triplet is

�Est = −2(V S2 − U )

(1 − S4)
(8.18)

where

V =
∫

d�r1 d�r2 | ψ1s(�r1 − �rα) |2 ψ1s(�r2 − �rβ) |2
(

e2

r12

− e2

r1α

− e2

r2β

)
(8.19)

U =
∫

d�r1 d�r2 ψ1s(�r1 − �rα)ψ(�r2 − �rβ)ψ1s(�r1 − �rβ)ψ1s(�r2 − �rα)

(
e2

r12

− e2

r1α

− e2

r2β

)

(8.20)

If this pair of states is the lowest lying one, then one can represent this part of the

spectrum with an effective Hamiltonian Heff of the form

Heff = −Jαβ
�Sα · �Sβ (8.21)

where Jαβ = �Est and Sα and Sβ are spin operators identified with the si tes α and

β. Notice that Jαβ takes the form identified as an exchange integral when S = 0.

In general, however, the relationship of the constant Jαβ to microscopic quantum

mechanics is more complicated than it is in this Heitler–London example. In general

all that is required for (8.21) is that the low lying states be a singlet and a triplet

associated with spins localized on the two sites.

The n–d models In this context, various models have been studied for magnetic

systems. The one most directly associated with the quantum mechanical picture of

the last section is the Heisenberg model, obtained by summing Heff over all pairs

of localized spins on a lattice:

HHeis = −
∑
α,β

Jαβ
�Sα · �Sβ (8.22)

The spin operators will obey the usual commutation relations. A further general-

ization consists in letting S, the maximum value of the projection of the spin along

an arbitrary z axis, be h̄ times an arbitrary 1/2 integer, instead of h̄/2 as in the pre-

ceding discussion. This generalization is relevant for magnetic insulators in which
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the magnetic ions can be described by Russell–Saunders coupling and the orbital

magnetization is quenched.

The Heisenberg model energy is invariant to a rotation of all the spins about the

same angle in 3 space. However, in real magnets, physical effects are usually present

which result in changes in the energy under such global rotations. Such anisotropies

arise from a variety of physical causes and are parametrized by a corresponding

term added to the Hamiltonian HHeis in the magnetic model and rendering the total

model energetically favorable to alignment of the spins along one axis (in the case

of uniaxial anisotropy) or possibly favorable to the confinement of the spins to

a plane without prejudice to their direction within the plane. Causes of uniaxial

anistropy include the effect of the classical magnetic dipole field from other spins

(in noncubic materials) and the combined effects of spin orbit and electrostatic

effects.

The characterization and understanding of magnetic anisotropy is more relevant

to solid state physics than to statistical physics itself and we will not consider it

further. However, if the (uniaxial) magnetic anisotropy is large, then the spins are

essentially only observed with projections along some fixed z axis in space. In that

case, one can effectively ignore the transverse components of the spin and obtain

in the S = 1/2 case, the Ising model

HIsing = −
∑
α,β

Jαβ Sz
α Sz

β (8.23)

The Ising model played a huge role in the development of statistical physics. An

important computational difference from the Heisenberg model is that the eigen-

functions of (8.23) are trivial to write down, whereas those of the Heisenberg model

are only found after arduous numerical computation. The Ising model does not have

much quantum mechanics left in it and is generally regarded as a classical model.

(The statistical mechanics is not trivial though.) Similarly, if the anisotropy favors

spins in the transverse xy plane we obtain the xy model, in which the lattice can

be three dimensional but the spins are confined to a plane.

In the case of the Heisenberg and xy models, we can imagine a classical limit

in which S gets large. Then the effects of the quantum mechanical commutation

relations become negligible, all the spins commute and we have a classical model.

The limit of large S must be treated with some care however. One must multiply

and divide the Hamiltonian by S2 and consider the limit S → ∞, S2 J → J finite.

(In this case we usually confine attention to nearest neighbor exchange interactions

so there is only one exchange coupling constant.) In this classical limit, one can

imagine varying the number of components, say n, of the spin vectors �S to any

integer. If one denotes the lattice dimension by d one has the set of n–d models

which have considerable historical importance in the development of the theory of
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critical phenomena:

Hnd = −J
∑
αβ

�Sα · �Sβ (8.24)

where the dot product now includes products over n components of the unit length

spins ( �Sα = limS→∞(�Sα/S)).

In every case above, the addition of an external magnetic field to the model is

accomplished by the simple addition of a term linear in the spins in one Euclidean

direction. Schematically this means adding a term of form −μ
∑

i
�Si · �H . A mo-

ment’s reflection reveals that while this is unambigous in the case of the Heisenberg

model, in other cases more discussion is required. In the case of the Ising model, the

model retains its classical character if the magnetic field is along the direction of

the spin components which are present in the interacting term. If the field is normal

to this (“z”) direction then the model acquires a quantum character by virtue of the

presence of the transverse spin components in the field term.

Comparison of Ising and liquid–gas systems

It turns out that for certain purposes the Ising model can be viewed as a conve-

nient oversimplification of the classical gas–liquid system. This is accomplished

by rewriting the Ising model in terms of “lattice gas” variables nα = Sz
α + 1/2

which take the values 0 or 1. One then interprets nα = 1 as the presence of an atom

of the gas or liquid at the lattice site, while nα = 0 is interpreted as the absence of

an atom at that site. With this interpretation, the magnetic field can be related to the

chemical potential. The magnetic phase transition from paramagnetic to a ferro-

magnetic phase then maps to a gas–liquid transition to be discussed later. Even the

virial expansions discussed in Chapter 6 have an analogous formal development in

the magnetic case in the guise of high temperature expansions. As we will discuss

later, this correspondence is believed to be quite deep and actually corresponds to an

isomorphism between the two models on large length scales near the critical points

of the gas–liquid and the paramagnetic–ferromagnetic phase transitions. This ac-

counts in part for the interest in the Ising model despite the paucity of magnetic

materials which can be described by it.

Exact solution of the paramagnetic problem

The analogue to the perfect gas problem in magnetic systems is the case of zero

exchange interaction J in the preceding models. In each case one has

Hpara = −μH0

∑
α

S1
α (8.25)
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where the superscript “1” on the spin indicates a particular Euclidean direction

(often called “z” but in the case that n > 3 in the n–d models this is not very

meaningful) and H0 is a magnetic field. For quantum mechanical models (only

defined for n ≤ 3) the partition function is

Zpara =
∑
{Ms}

eβμH0

∑
α Ms,α (8.26)

in which Ms,α = −S, −S + 1, . . . , S − 1, S at each site α. We easily see that

Zpara =
(

Ms=S∑
Ms=−S

eβμH0 Ms

)N

(8.27)

and the sum can be done. Let y = eβμH0 and m = Ms + S giving

Ms=S∑
Ms=−S

eβμH0 Ms =
2S∑

m=0

ym−S = y−S

(
y2S+1 − 1

y − 1

)
= yS+1/2 − y−(S+1/2)

y1/2 − y−1/2

= sinh(βμH0(S + 1/2))

sinh(βμH0/2)
(8.28)

so that

Zpara =
(

sinh(βμH0(S + 1/2))

sinh(βμH0/2)

)N

(8.29)

This is the analogue of the ideal gas formula for Z .

High temperature series for the Ising model

This is the magnetic analogue to the virial expansion. We give some details only for

the Ising model with S = 1/2 in zero field and only nearest neighbor interactions

but the generalizations to other cases are not very difficult. The partition function

is

ZIsing =
∑
{Ms}

eβ
∑

α,β Jα,β Ms,α Ms,β (8.30)

It is convenient to use the variables σα = 2Ms,α and J = β J/4. Then after a

straightforward rearrangement:

ZIsing =
∑

all σα=±1

∏
α,β

eJ σασβ (8.31)
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Now we wish to rewrite this as a series in terms which become successively smaller

at high temperatures. To do this let η be a quantity which is ±1 and note that

cosh A + η sinh A = cosh A ± sinh A = (1/2)(eA + e−A ± (eA − e−A))

= e±A = eηA (8.32)

Thus

ZIsing =
∑
{σα}

∏
α,β

(coshJ + σασβ sinhJ ) = (coshJ )Nq/2
∑
{σα}

∏
α,β

(1 + σασβ tanhJ )

(8.33)

Here q is the number of nearest neighbors (sometimes called the lattice coordination

number). (8.33) can be rewritten

ZIsing/(coshJ )Nq/2 =
∑
{σα}

∏
α,β

(1 + fα,β) (8.34)

in which

fα,β = σασβ tanhJ (8.35)

This should be compared with the corresponding expression in Chapter 6. The

similarity of the resulting forms should be quite clear, but we make them more

explicit in the table below:

Gas–liquid Nearest neighbor S = 1/2, H0 = 0, Ising model

Z ZIsing/(cosh J )Nq/2)

fi j = e−βvi j − 1 fαβ = σασβ tanhJ∫
dN �r · · · ∑

{σα} . . .∏
i, j

∏
α,β

fα,β becomes small at large temperatures, as fi j does. At every stage, the detailed

calculations are simpler in the Ising model because of the simpler nature of the

interaction. It is clear that the terms in (8.35) may be represented by diagrams,

much as they were in Chapter 6. An important simplifying feature here is that lines

may only be drawn between circles representing nearest neighbor lattice sites.
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Now consider the one dimensional Ising model. The diagrams are of form

1  2 N

1

 2 3

1

 2 3 4

 2 3 4

N1

N

N

where the line connecting site 1 to site N in the last diagram is present only if

periodic boundary conditions are employed. The first diagram has the value 2N .

The diagrams with untied ends are all zero because they involve a factor∑
σα=±1

σασβ tanhJ = 0 (8.36)

because
∑

σα=±1 σα = 1 − 1 = 0. The result then depends on the boundary condi-

tions chosen for the ends of the one dimensional model. If the spins have only one

neighbor (“free ends”) then there are no nonzero contributions after the first and

the result is

ZIsing,1d = 2N coshN J “free ends” (8.37)

On the other hand in the case of “periodic” boundary conditions, the last spin is

regarded as having the first spin as a nearest neighbor. In that case, the diagram

corresponding to a fully linked loop is nonzero and has the value 2N tanhN J giving

ZIsing,1d = 2N (coshN J + sinhN J ) “periodic boundary conditions” (8.38)

In two dimensions, it turns out that the series can also be summed exactly, but

the result is much more complicated and, in particular, the model admits a phase
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transition. See Stanley’s book for an account of this approach to the solution of the

two dimensional Ising model.3

Transfer matrix

The Ising model in two dimensions was originally solved by Onsager4 using another

approach, which we outline now, again applying the method only to the much

simpler one dimensional Ising model. This method can be used for any problem

involving discrete variables and binary interactions on a lattice. In these cases the

partition function has the form

Z =
∑

x1,x2,...,xN

e−β
∑

(α,β) V (xα,xβ ) (8.39)

In the Ising model V (xα, xβ) = −Jσασβ − (μH0/2)(σα + σβ) and xα = σα,

xβ = σβ . The partition function can be rewritten in terms of the two dimensional

eigenvectors of the 2 × 2 matrix M(x, y) = e−βV (x,y):∑
y

M(x, y)aν(y) = λνaν(x) (8.40)

In this case M(x, y) is Hermitian and the eigenvectors can be taken to be orthogonal∑
y

a∗
ν (y)aμ(y) = δν,μ (8.41)

and complete ∑
ν

a∗
ν (y)aν(x) = δx,y (8.42)

Using these relations we can easily show that M(x, y)can be written as

M(x, y) =
∑

ν

a∗
ν (y)λνaν(x) (8.43)

and the partition function is

Z =
∑

x1,...,xN

∏
α,β

M(xα, xβ) =
∑

x1,...,xN

∑
{ν(α,β )}

∏
α,β

λν(α,β)
a∗

ν(α,β)
(xβ)aν(α,β)

(xα) (8.44)

There is an index ν(α,β) for each pair of nearest neighbor sites (α, β). This can be

analyzed in the case of two dimensions, though it is very complicated. The result is

particularly simple in the one dimensional case when each coordinate xα appears

only twice. Then the sums on xα can all be done using the normalization condition

and we obtain

Z =
∑

ν

λN
ν (8.45)
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In the thermodynamic limit this will be dominated by the largest eigenvalue (which

we will here suppose to be nondegenerate) and we have

Z →
N→∞

(λmax)N (8.46)

Thus in this case the problem of finding Z reduces to the problem of finding the

largest eigenvalue of the matrix (including the field this time):(
eK+C e−K

e−K eK−C

)
. (8.47)

where K = β J and CV = μHβ. The eigenvalues are easily shown to be

λ± = eK cosh C ± (e2K sinh2 C + e−2K )1/2 (8.48)

The eigenvalue with the plus sign is largest for ferromagnetic interactions and the

partition function becomes

Z = (
eK cosh C + (e2K sinh2 C + e−2K )1/2

)N
(8.49)

which reduces to our earlier result (8.38) in zero field for large N .

Monte Carlo methods

In cases in which exact solutions are not available, one can always find an ap-

proximate description of the equilibrium state of a system described by a classical

Hamiltonian using Monte Carlo methods, which we briefly describe here for mag-

netic models, but the extension to other Hamiltonians is not difficult to construct. (In

fact, Monte Carlo methods can also be used for some quantum systems but this re-

quires more discussion.) The information extracted from Monte Carlo calculations

is also available from molecular dynamics calculations whenever the equation of

motion allows approximately ergodic motion of the system point, but the converse

is not the case. Molecular dynamics provides realistic information about the dy-

namics of the system, whereas in most cases, Monte Carlo simulation only provides

information about the distribution of states in the equilibrium state. To formulate

the method generally, we consider that we have a numerical description of a state

of a system. For example, for the spin 1/2 Ising model this would consist of a

specification of the values of all the spin variables (±1/2). Call this state ν. In the

Monte Carlo method one selects another trial state ν ′ by an algorithm involving a

random “flipping of a coin” and designed not to bias the trial selection. One then

considers whether to add that state to an ensemble of states to be used to represent

equilibrium at the end of the calculations. To determine whether the state ν ′ is to

be included one supposes that the temporal evolution of the ensemble during the
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simulation is governed by a “master equation” of the form

dPν/dt =
∑
ν ′

(−Wν→ν ′ Pν ′ + −Wν ′→ν Pν) (8.50)

where the Pν is the probability, in the ensemble, of finding the system in state

ν and the Wν→ν ′, Wν ′→ν are transition probabilities, to be used in generating the

ensemble. When evolving the ensemble according to (8.50), one supposes that a

steady state is reached such that the probabilities do not change in time. Then the

time derivative is zero and one obtains from (8.50)

Wν→ν ′/Wν ′→ν = Pν/Pν ′ = e−β(Eν′−Eν ) (8.51)

assuming that the final steady state describes a canonical ensemble. Notice that it

is only this ratio between rates of transfer between pairs of states which needs to

be preserved in order to end up with an equilibrium ensemble. Now consider the

candidate state ν ′ and evaluate the difference Eν ′ − Eν . (This step is usually easy for

classical systems and often very difficult for quantum ones.) Any choice of transition

rates which consistently obeys (8.51) will generate an equilibrium ensemble and

this leads to considerable flexibility. However, a choice which efficiently and simply

generates an equilibrium ensemble (Metropoulis algorithm) is to choose Wν→ν ′ =
1/τ if Eν ′ − Eν < 0 and Wν→ν ′ = e−β(Eν′−Eν )/τ if Eν ′ − Eν > 0. (τ is taken to be

the time between steps so that the transition is always made in the first case and

with probability e−β(Eν′−Eν ) in the second.) To see that this will work consider a pair

of states for which Eν ′ − Eν > 0. When the system is in state ν then the transition

to state ν ′ takes place with probability e−β(Eν′−Eν ) whereas when the system is in

state ν ′ a transition to state ν takes place with probability 1 so the ratio (8.51)

is preserved. (It is also possible to choose the transition rates more realistically,5

so that the resulting time evolution during the simulation approximates the time

evolution of the real system.)
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Problems

8.1 Use the assumptions of the mean field Fermi liquid theory to derive an expression for

the function 〈δn�q〉 valid at low temperatures. In particular, show that the interactions

arising from the function f do not contribute to leading order.

8.2 Evaluate the low temperature susceptibility of a Fermi liquid in terms of the

parametrization of the Fermi liquid model.

8.3 Find the specific heat and the susceptibility of the following models analytically and

evaluate and graph them as a function of an appropriate dimensionless variable:

(a) quantum spins with S = 1/2, 1, 3/2, 2;

(b) classical spins with d = 1, 2, 3, 4;

(c) one dimensional S = 1/2 Ising model.

8.4 Write a Monte Carlo code to determine the magnetization of the two dimensional

nearest neighbor Ising model on a square lattice as a function of temperature.
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Phase transitions: static properties

We begin with some thermodynamic considerations and then proceed to a discus-

sion of critical phenomena. In discussing critical phenomena we first describe the

phenomenology, then some general considerations concerning Landau–Ginzburg

free energy functionals and mean field theory and finally an introduction to the

renormalization group.

Thermodynamic considerations

Consider a system at fixed pressure P and temperature T . (We will not be concerned

with magnetic properties yet.) We will suppose that the system contains some inte-

ger number s of molecular species. We will also suppose that we have a means of

distinguishing two or more phases of this system. Though this is an assumption it

requires some examples and discussion. We distinguish between phases by consid-

eration of their macroscopic properties so a spatial as well as a temporal average is

involved. For example, we distinguish gas from liquid by the difference in average

density and magnet from paramagnet by the existence of a finite average magneti-

zation in the former. (We will discuss some more subtle cases later.) But if we wish

to consider (as we do here) the possible coexistence of more than one phase then a

problem arises concerning the length scale over which we ought to average spatially.

If, in a system containing two coexisting phases, we find the average properties by

averaging over the entire system, then we will always get just one number and not

two and will have no means of distinguishing the phases. One must say something

along the following lines: let the volume of the whole system go to infinity, as

in the usual definition of the thermodynamic limit. Consider the behavior of the

average properties of portions of the system as this limit is taken, in such a way that

the volume fraction occupied by each portion is fixed as the total volume diverges.

One must also require that the partitions into portions minimize the surface area

between portions of the partition. If the average properties of some portions are

161
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different from others in the limit, then we say that the portions contain different

phases. Even this is not quite enough, since by this means one could find that one of

the portions contained 20% liquid and 80% gas while the other contained 20% gas

and 80% liquid. So we add the following condition. Consider all such partitions of

the system, taking the limit described in each case. Then that partition for which

the average properties of the two portions differ by the largest amount is defined

to be the partition in which each portion contains a pure phase. It should be clear

that the definition could be extended to more than two coexisting phases. It should

be cautioned that this approach will only work in the limit of very large volumes

and when one is taking time (not ensemble) averages. One role of the large volume

is to make the time infinitely long for a given phase in one region to change to the

other phase in the same region. If one thinks of ensemble averages, then no such

stratagem protects us from including, for example, the state with the liquid at the

bottom of the container and the state with the fluid at the top in the average and the

definition fails. For ensemble averages, a region of phase equilibrium is identified

by the response of the system to a field or chemical potential which drives it out of

phase equilibrium. For example, in the case of a magnet at low enough temperatures

the magnetization of the whole system may change discontinuously from a finite

positive value to a finite negative value as the field passes through zero. One infers

from this nonanalyticity of the response of a calculated thermodynamic property

that phase equilibrium between up and down magnetization must exist at zero field.

This approach to identifying regions of phase equilibria from the nonanalyticity of

thermodynamic functions calculated as ensemble averages as a function of probe

fields (or chemical potentials) has been pursued with great mathematical rigor by

Ruelle1 and others.

By one or the other of these approaches we can determine that more than one

phase can coexist in equilibrium at a given pressure and temperature in equilibrium.

Now consider the Gibbs free energy G. In the case of more than one atomic or

molecular spcecies in the whole system

G =
s∑

i=1

μi Ni (9.1)

where μi is the chemical potential of species i and Ni is the number of atoms of

molecules of species i in the whole system. Equation (9.1) is a simple extension

of the earlier definition to the case of more than one component and is obtained by

the same argument which took us from (3.43) to (3.44) starting with the expres-

sions (∂G/∂ Ni )P,T,Ni ′ �=i
= μi . But because we have defined each phase in a way

which permits us to consider its infinite volume limit, we can imagine calculating

the chemical potential μ
( j)
i of the i th species in the j th phase. For example, this
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calculation could be done by calculating the Gibbs free energy G( j) of each phase

and taking the partial derivative (∂G( j)/∂ N ( j)
i )P,T,N ( j)

i ′ �=i
= μ

( j)
i where N ( j)

i is the

number of molecules of the i th species in the j th phase. Also, because the Gibbs

free energy is extensive

G =
p∑

j=1

G( j) =
p∑

j=1

s∑
i=1

μ
( j)
i N ( j)

i (9.2)

where p is the number of phases and s is the number of species. In addition the

numbers N ( j)
i obey the relation Ni = ∑p

j=1 N ( j)
i so that, picking some phase j :

N ( j)
i = Ni −

∑
j ′ �= j

N ( j ′)
i (9.3)

Combining these relations

μi =
(

∂G

∂ Ni

)
P,T,Ni ′ �=i

=
(

∂G

∂ N ( j)
i

)
P,T,Ni ′ �=i ,N j ′ �= j

i

= μ
( j)
i (9.4)

where we have used (9.1) in the first equality, (9.3) in the second and (9.2) in the

last. The argument obviously does not depend on which phase j was chosen so for

each species i we have a set of equations

μ
(1)
i = μ

(2)
i = · · · = μ

(p)
i (9.5)

which must be satisfied if p phases are in equilibrium. It should be emphasized that

it will usually be the case that over most of the space of thermodynamic variables

only one phase will be in equilibrium but we are here interested in the regions of

that space in which more than one phase can coexist. To begin to analyze (9.5)

consider first the case of one molecular species (s = 1) and suppose that the system

is globally characterized by two other intensive thermodynamic parameters, which

we take to be the pressure P and the temperature T . (Extension to other systems,

such as magnetic ones, is not difficult.) In that case, the chemical potentials will

only depend on P and T . To find regions of the P–T plane in which 2 phases

(p = 2) coexist we have from (9.5)

μ
(1)
1 (P, T ) = μ

(2)
1 (P, T ) s = 1 p = 2 (9.6)

We have one equation connecting the two variables P, T so assuming that the

functions μ
(1)
1 (P, T ) and μ

(2)
1 (P, T ) are well behaved we will find a one dimensional

curve in the P–T plane where the two phases 1 and 2 can coexist. Similarly in the

case s = 1, p = 3 the only solutions can be points, usually called triple points.

When the functions are well behaved the triple points will occur at the ends of lines

of two phase coexistence and there will be no regions of four phase coexistence for
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Figure 9.1 Phase diagram of argon. The path PQRS passes from liquid to gas
continuously without crossing the coexistence line TC.

one component systems. All this is entirely consistent with the well known shape

of the phase diagram of a simple one component system having gas, liquid and one

solid phases (see Figure 9.1).

We may generalize these considerations to obtain the Gibbs phase rule, which

gives the dimension f of the region of phase coexistence of p phases of a sys-

tem of s molecular species. We have to determine the dimension of the space of

thermodynamic variables. For more than one component we define variables

x ( j)
i = N ( j)

i∑s
i ′=1 N ( j)

i ′
(9.7)

x ( j)
i is the fraction of the molecules in phase j which belong to species i . Obviously

all the x ( j)
i are 1 when there is only one species. The x ( j)

i obey the condition

s∑
i=1

x ( j)
i = 1 (9.8)
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so in general only s − 1 of them in each phase are independent. The μ
( j)
i will

depend on these s − 1 independent x ( j)
i in each phase. Thus the total collec-

tion of independent thermodynamic variables can be taken to be P, T, x (1)
1 , . . . ,

x (1)
s−1, . . . , x (p)

1 , . . . , x (p)
s−1 and the dimension of the space of thermodynamic vari-

ables is 2 + (s − 1)p. Now the equations (9.5) may be written more explicitly as

μ
(1)
1

(
P, T, x (1)

1 , . . . , x (1)
s−1

) = μ
(2)
1

(
P, T, x (2)

1 , . . . , x (2)
s−1

)
= · · · = μ

(p)
1

(
P, T, x (p)

1 , . . . , x (p)
s−1

)
(9.9)

...

μ(1)
s

(
P, T, x (1)

1 , . . . , x (1)
s−1

) = μ(2)
s

(
P, T, x (2)

1 , . . . , x (2)
s−1

)
= · · · = μ(p)

s

(
P, T, x (p)

1 , . . . , x (p)
s−1

)
There are in general s(p − 1) equations here. Thus the dimension f of the regions of

coexistence of p phases in s component systems is equal to the number of variables

minus the number of equations constraining them or

f = 2 + (s − 1)p − s(p − 1) = 2 − p + s

This is the Gibbs phase rule.

We can obtain further information about the nature of these regions of phase

coexistence using thermodynamic relations applying to the individual phases. The

simplest case is that of one component. Then the chemical potential obeys the

Gibbs–Duhem relation (3.42)

dμ( j) = v( j)dP − s( j)dT (9.10)

where the subscripts are omitted because we are considering only one component.

Then using (9.5) in the one component case one obtains

v(1)dP − s(1)dT = v(2)dP − s(2)dT (9.11)

in the case of two phase equilibrium. Thus we get a relation for the slope of the two

phase coexistence line in the P–T plane in terms of differences in the properties

of the two phases:

s(2) − s(1)

v(2) − v(1)
= dP

dT
(9.12)

which is the Clausius–Clapeyron relation. To generalize this to the multicomponent

case one needs the generalization of the Gibbs–Duhem relation. We have for the

j th phase:

dG( j) =−S( j)dT +V ( j)dP+
s∑

i=1

μ
( j)
i dN ( j)

i =
s∑

i=1

(
N ( j)

i dμ
( j)
i +μ

( j)
i dN ( j)

i

)
(9.13)
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giving

s∑
i=1

x ( j)
i dμ

( j)
i = −s( j)dT + v( j)dP (9.14)

in which we have divided by
∑s

i=1 N ( j)
i and used the definition of x ( j)

i . Thus in the

case of two phase equilbrium the generalization of the Clausius–Clapeyron relation

becomes

dP

dT
−

s∑
i=1

(
x (1)

i − x (2)
i

)dμi

dT
= s(2) − s(1)

v(2) − v(1)
(9.15)

This provides a relation between the components of tangents to the thermodynamic

coexistence hypersurface described in the space of variables P, T, {μ(1)
i }.

Critical points

To introduce the idea of critical points, we consider the case of one component

systems and the equilibrium of two phases. As discussed in the last section, the

region of the thermodynamic space in which the phase equilibrium between these

two phases can occur is given by solutions to the equation

μ(1)(P, T ) = μ(2)(P, T ) (9.16)

and the solutions to this equation will, in the case of well behaved functions, describe

a line in the P–T plane. Under some circumstances, it can happen that such a line

can simply end (without intersecting other lines). At this point the phases become

indistinguishable. For definiteness we consider the case of a gas–liquid transition.

Then the phases could be distinguished by their entropy or by their volume per

particle. It is convenient to consider the volume per particle. As we pass along

the coexistence line, the volume per particle, which is (∂μ/∂ P)T by the Gibbs–

Duhem relation, is not uniquely defined but the two possible values become equal

at the critical point. We can see why this corresponds to a point (and not, in the one

component case, to a line) by writing the condition of indistinguishability explicitly

(
∂μ(1)

∂ P

)
T

=
(

∂μ(2)

∂ P

)
T

(9.17)

The last two equations then give two equations in two unknowns, resulting in

general in solutions only at points in the P–T plane. It is clear that the μ(P, T )

surface will have some peculiarities near a critical point. The first derivative with

respect to P is undergoing a discontinuity along the line and suddenly ceases to

have this discontinuity. It turns out that it solves this problem in the gas–liquid case
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by making the next derivative divergent in the P direction:(
∂2μ

∂ P2

)
Pc,Tc

→ ∞ (9.18)

This may be understood by noting that the derivative in question is (∂v/∂ P)T so

that the fluid is on the margin of mechanical stability when it is divergent. Generally,

the thermodynamic derivatives are either zero or infinite at a critical point. Before

going into this in more detail we briefly go over the same ideas in the case of

magnetic phase transition.

Suppose that there are two possible phases, corresponding to magnetization “up”

(denoted +) and magnetization “down” (denoted −). The free energy which has the

intensive properties required for the discussion is here −kBT ln Tr e−β H because

the field H0 enters the microscopic description naturally (unlike P in the gas–liquid

case). We will follow the literature and denote F = −kBT ln Tr e−β H . When the

values of H and T are such that the two phases (±) are in equilibrium then

μ(+)(H0, T ) = μ(−)(H0, T ) (9.19)

where μ± = (∂ F (±)/∂ N (±))H,t and N (±) are the numbers of spins in the two phases

respectively. Now in lowest order in H0 for small fields

μ± = μ0 ∓ m(T, H0 = 0)H0 (9.20)

where m is the magnetization per spin so that the solution to (9.19) is H = 0. The

coexistence line takes a very simple form. To find the critical point, we need the

Gibbs–Duhem relation which in this case is

dμ = −s dT − m dH0 (9.21)

The phases are distinguished by their magnetization so that the critical point occurs

when (
∂μ(+)

∂ H0

)
T

=
(

∂μ(−)

∂ H0

)
T

(9.22)

and H0 = 0. The second derivative of μ with respect to H0 also diverges, corre-

sponding to the divergence of the susceptibility of the magnet at the critical point.

Phenomenology of critical point singularities: scaling

As hinted, one finds that many thermodynamic derivatives are singular at critical

points. This is known from experiment, numerical simulation and, as we will dis-

cuss, theory. First we summarize the known facts in the simple case of an Ising type

magnet. The susceptibility along the coexistence line χ (T, H = 0) ∝| T − Tc |−γ
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where γ ≈ 4/3, the magnetization m along the coexistence line m ∝| T − Tc |β
where β ≈ 1/3 (and m = 0 for T > Tc of course). The specific heat along the

coexistence line CH (T, H = 0) ∝| T − Tc |−α diverges weakly (though for some

similar models it goes to zero so that α can be negative in some models). The

magnetization for finite field at Tc rises slowly and very nonlinearly with H at Tc :

m(T = Tc, H ) ∝ H 1/δ where δ ≈ 5. Some further relations were obtained for the

correlation function

g(	r ) = 〈m(	r )m(0)〉 − 〈m〉2 (9.23)

which was found always to have the form

g(r ) = K
e−r/ξ

rd−2+η
(9.24)

Here ξ the coherence length diverges at zero field with the temperature dependence

ξ ∝| T − Tc |−ν . d is the lattice dimension. Numerical data are available about the

behavior of the Ising and other n–d and similar models in various dimensions.

Experiments can also approximate the behavior of systems of low dimensionality.

Empirical values of ν for Ising like systems are about 2/3 and values of η, while

finite, are small.

One notes that these numbers approximately obey the relations

2 − α = γ + 2β = β(δ + 1) (9.25)

as well as

γ = ν(2 − η) νd = 2 − α (9.26)

These relations were obtained for several strikingly different physical models on an

empirical basis before there was much understanding of their origin. What was even

more striking was that the same values of the exponents were obtained, both from

experiment and from calculational estimates based on high temperature expansions

(and exactly in the case of the two dimensional Ising model), from apparently quite

diverse physical systems. An especially famous example is the case of the exponents

found for the gas–liquid critical point of simple liquids and the exponents found for

the three dimensional Ising model, which are exactly the same to within measuring

and calculational accuracy. This phenomenon of the identity of the exponents for

diverse physical systems is known as “universality” and its explanation did not

come until the discovery of the renormalization group, which we describe later.

One should not attach too much significance to the word “universality.” Exponents

are the same for some diverse sorts of physical systems but they are not the same for

all systems exhibiting simple critical points. One speaks of “universality classes” of
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systems which have the same critical exponents, despite having superficially very

different physical properties.

It was recognized that the scaling relations between the exponents represent limits

of thermodynamic stability. For example, consider the first relation, which may be

rewritten α + 2β + γ = 2. Consider the specific heat at constant magnetization
CM

CM = T

(
∂S

∂T

)
M

= T

((
∂S

∂T

)
H

+
(

∂S

∂ H

)
T

(
∂ H

∂T

)
M

)
(9.27)

but from the Maxwell relation(
∂S

∂ H

)
T

=
(

∂ M

∂T

)
H

(9.28)

we have

CM − CH = T

(
∂ M
∂T

)
H

(
∂ H
∂T

)
M

(
∂ M
∂ H

)
T(

∂ M
∂ H

)
T

(9.29)

and using (
∂ H

∂T

)
M

(
∂ M

∂ H

)
T

(
∂T

∂ M

)
H

= −1 (9.30)

we obtain

CM = CH − T

(
∂ M
∂T

)2

H(
∂ M
∂ H

)
T

(9.31)

Then requiring that CM ≥ 0 we obtain, using the singular forms for the various

functions as found empirically, that (with t = (T − Tc)/Tc)

t−α ≥ t2(β−1)

t−γ
(9.32)

or

2 ≤ α + 2β + γ (9.33)

Another level of understanding was achieved by the following argument. Con-

sider the free energy f (t, h) per spin of the system at a temperature T and field

H near the critical point where t = (T − Tc)/Tc and h = H − Hc. If there are N
spins, this can be written

f (t, h) = (1/N )
( − kBT ln Tr{S}e−β H

)
(9.34)

Now imagine that we break the trace into two parts as follows. Divide the lattice into

hypercubic blocks each containing Ld spins. Let the average spin of each block be
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Sα where α labels the block. We do the sum in two parts, first over all the variables

for which the Sα remain fixed and then over all the Sα. Then

f (t, h) = 1

Ld

(
Ld

N

( − kBT ln TrSe−β Heff
))

(9.35)

in which

Heff = −kBT ln Trnot Se−β H (9.36)

and “not S” means those other variables over which we sum before summing over

S. This is an identity. N/Ld is the number of new “block spins” so

f ′ = Ld

N

( − kBT ln TrSe−β Heff
)

(9.37)

can be regarded as the free energy per spin of a new “coarse grained” system in

which the short wavelength degrees of freedom have been “summed out” (through

the variables “not S”). Now the physical argument is that near the critical point, the

system consists of very large spatial regions of highly correlated spins. Thus the

free energy per spin f ′ of the “block system” represented by Heff should be sim-

ilar to the free energy per spin f of the original system except that some of

the short wavelength fluctuations have been summed out. The effect of reduc-

ing the fluctuations in this way is qualitatively like moving away from the critical

point in the (t, h) plane. To reproduce the scaling relations one assumes that this

effect can be entirely taken into account by identifying f ′ with the same free

energy function f (t, h) which gives the thermodynamic properties but with the

variables t, h at a different point t ′, h′ which is farther away from the critical

point:

f ′ = f (t ′, h′) (9.38)

Further one assumes that t ′, h′ are related to t, h through the simple relations t ′ =
Lx t , h′ = L yh. One sees that these assumptions are consistent with the preceding

qualitative remarks, though the actual form of the relation (9.38) and the scaling

relations between the effective temperature and field and the real ones have not

been demonstrated.

With these assumptions one has the relation (9.35, 9.37, 9.38)

f (t, h) = (1/Ld) f (L yt, Lx h) (9.39)

It is now quite straightforward to demonstrate the scaling relations cited earlier. To

do so it is convenient to rewrite (9.39) for the particular choice L = 1/t1/y

f (t, h) = td/y f
(
1, h/t x/y

)
(9.40)



Phenomenology of critical point singularities: scaling 171

Calling f (1, h/t x/y) ≡ F(h/t x/y) we may write this

f (t, h) = td/yF
(
h/t x/y

)
(9.41)

We will assume that the “scaling function” F(u) is differentiable. The specific heat

for fixed field at the critical value h = 0 is proportional to the second derivative of

f with respect to t so we have at once that

d/y − 2 = −α (9.42)

or

y = d/(2 − α) (9.43)

The magnetization is proportional to the derivative of f with respect to h at fixed

t so

β = d/y − x/y (9.44)

or

x = d(1 − β/(2 − α)) (9.45)

To obtain the susceptibility at fixed field we take another derivative with respect to

h, giving

γ = 2x/y − d/y (9.46)

Combining these gives

γ + 2β + α = 2 (9.47)

which is consistent with the empirically determined relation between exponents.

One can get a further relation by inspecting the magnetization at fixed field at t = 0.

This involves one further idea. The magnetization is proportional to

td/y−x/yF ′(h/t x/y
)

(9.48)

but at t = 0 this must be finite at finite h. Therefore in this limit the function F ′

must be proportional to (h/t x/y)(d/y−x/y)/(x/y) where the exponent is selected so that

the factors depending on t cancel. Thus we obtain

1/δ = (d − x)/x (9.49)

giving, after inserting the result for x and some algebra

β(δ + 1) = 2 − α (9.50)

which is another of the empirical relations. One may make a similar argument for

g(r ), except that the correlation function is obtained by differentiating with respect
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to h(	r ) at two widely separated places, bringing down two factors of m. Thus in

rescaling to the block spin system, one must divide by two factors of Ld giving

g(r, t, h) = ∂2 f (t, h(	r ))

∂h(0)∂h(	r )
= 1

L2d

∂2 f (t, h(	r ))

∂Lx h(0)∂Lx h(	r/L)

= L2(x−d)g(r/L , L yt, Lx h) (9.51)

from which it is quite straightforward to obtain the relations

ν = 1/y = (2 − α)/d (9.52)

γ = (2 − η)ν (9.53)

The first of these is not obeyed by mean field theory, to be discussed next.

Mean field theory

The first attempt to calculate the critical exponents used a set of approximations

known as mean field theory. We will present this approach in a way which is

intended to make clear the connection to better methods, to be discussed later. We

will express the problem in terms of a magnetic problem, but it should be clear that

a similar approach could be taken for other phase transitions. We consider an Ising

like magnet. The free energy F(H, T ) is

F(H, T ) = −kBT ln TrSi e
−β HIsing (9.54)

where HIsing is the Ising Hamiltonian and H is the field. In general, as discussed

before, we expect that the unusual properties near the critical points arise because

of the behavior of the long wavelength degrees of freedom associated with the

fluctuations between magnetization states. One might in this way expect that if

only these long wavelength degrees of freedom matter, we would be able to ignore

or eliminate the short wavelength degrees of freedom in constructing a theory. In

mean field theory one makes the most extreme possible form of this assumption.

We first illustrate for the case in which we are only interested in the exponents

associated with thermodynamic quantities. In (9.54) we have a set of variables {Si }.
The operator associated with the magnetization of the system is m = (1/N )

∑
i Si .

Now suppose that we introduce new variables m, {S′
i } in terms of which we take the

trace in (9.54), and that we take the trace on the variable m last. In a large system, m
will have an essentially continuous spectrum of values between −1 and 1. Further,

near the critical point we expect that only m values much smaller in magnitude than

1 will be important so we can extend the range to −∞ to ∞ without serious error.

Then the free energy becomes

F(H, T ) = −kBT ln

∫ ∞

−∞
dm Tr{S′

i }e
−β HIsing (9.55)
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We define the quantity

F(m, H, T ) = −kBT ln Tr{S′
i }e

−β HIsing (9.56)

This may be regarded as an effective Helmholtz free energy when both the magnetic

field and the magnetization are held fixed. It is of some pedagogical importance to

emphasize that no such quantity occurs in thermodynamics, because we have only

two free thermodynamic fields in this system. These may be taken to be H, T or

m, T (as they are in the magnetic analogue to the Gibbs free energy) but never all

three variables m, H, T at once. We can write F(H, T ) using the last two equations

as

F(H, T ) = −kBT ln

∫ ∞

−∞
dm e−βF(m,H,T ) (9.57)

So far we have introduced no approximations except the inessential one of extending

the range of the integral on m. The essential approximation consists in assuming

that F(m, H, T ) is an analytical function of m for fixed H, T . (This turns out

not to be correct at low spatial dimension.) With this mean field assumption we

obtain

F =F0−Hm(H, T )+ A(T,H )m2(H, T )+C(H, T )m3(H, T )+B(H,T )m4(H, T )

(9.58)

We have anticipated that at small fields, the linear term will be proportional to the

field. To lowest order in H we may fix the other coefficients at their H = 0 values.

Because the Hamiltonian is invariant to a change of sign of all the spins in the

absence of magnetic field, we may assume that C(H = 0, T ) = 0. Then we have,

to lowest order in the field H

βF = βF0 − Hm(H, T ) + A(T, H = 0)m2(H, T ) + B(T, H = 0)m4(H, T )

(9.59)

In order that the integral on m in (9.57) be finite, we require that B(H = 0, T ) > 0.

Then the possible forms of F as a function of m for zero and for small fields are

sketched in Figures 9.2 and 9.3.

The presence of two minima when A < 0 can be associated with the presence

of a critical point. Recall that in the canonical ensemble, the presence of a phase

transition was signaled by a discontinuity in the derivative of F with respect to H
as a function of the field H . Note also that, because F is proportional to the number

of spins, the lowest lying minimum will be overwhelmingly favored in the integral

as soon as the free energy difference between the minima, which is proportional to

N H , is less than kBT . Thus for any A < 0 and in the N → ∞ limit we will have a

discontinuity in m as a function of H whereas no such discontinuity will occur for
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Figure 9.2 Landau–Ginzburg functional with H = 0.

A > 0. It follows that the critical point corresponds to A = 0. Finally we suppose

that the A is analytic in T around Tc. The correctness of this assumption (which

is still made in a better theory) will be discussed in more detail later. Then we can

write A(T ) = a(T − Tc) where a is a constant. Finally we take B to be constant

with respect to T around Tc, expanding B(T ) around Tc and noting that there must

be a positive constant term. Thus finally we have

F = −kBT ln

∫ ∞

−∞
dm e−(a(T −Tc)m2+Hm−bm4+βF0) (9.60)

When, as here, the minima are very deep (because of the proportionality of the

exponent to the number of spins N ), we can get an excellent approximation to the

integral by expanding the integrand around its minima. For T > Tc the minimum

for H = 0 is at m = 0 and we obtain

〈m〉 =
(

∂ F

∂ H

)
T

=
∫ ∞
−∞ m e−a(T −Tc)m2

dm∫ ∞
−∞ e−a(T −Tc)m2

dm
= 0 (9.61)

whereas for T < Tc the minima are at m = ±√
a(Tc − T )/2b and we obtain, if

H → 0+:

〈m〉 = +
√

a(Tc − T )

2b
+

∫ ∞
−∞ dδm e+a2(Tc−T )2/4b−2a(Tc−T )δm2

δm∫ ∞
−∞ dδm e+a2(Tc−T )2/4b−2a(Tc−T )δm2

=
√

a(Tc − T )

2b
(9.62)
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Figure 9.3 Landau–Ginzburg functional with H/B = 1.

whereas the same result with the opposite sign is obtained by taking the limit

H → 0−. Thus β = 1/2 in this mean field theory.

The susceptibility, generally expressed as

χ =
(

∂2 F

∂ H 2

)
T

= N

kBT
(〈m2〉 − 〈m〉2) (9.63)

is given above Tc by

χ = N

a(T − Tc)

∫ ∞
−∞ u2e−u2

du∫ ∞
−∞ e−u2

du
(9.64)

and for T below Tc by

χ = N

2a(Tc − T )

∫ ∞
−∞ u2e−u2

du∫ ∞
−∞ e−u2

du
(9.65)

so that γ = 1. To compute δ take T = Tc and find by a similar computation that

〈m〉(Tc) = sgn h

( | h |
3b

)1/3

(9.66)

so that δ = 3. Note that these satisfy the scaling relations but are not the same as

the experimental values.

Now we consider the calculation of g(r ) by mean field theory. For this it is not

adequate to integrate out everything but the magnetization. Instead we employ a



176 9 Phase transitions: static properties

coarse graining like that used for the discussion of scaling, resulting in a free energy

expressed in terms of block spins Sα. Then we make a continuum field m(	r ) defined

at every point in space such that Sα = m(	r = 	rα) and varying smoothly in between

the block lattice points. If the blocks are big enough they will behave like the bulk

system so the resulting effective free energy functional will have terms like those

of the bulk:

F(m(	r )) =
∫

d	r (
a(T − Tc)m(	r )2 + bm(	r )4 − h(	r )m(	r )

) · · · (9.67)

with an additional term arising from the interaction between blocks. To lowest order

in the differences in the magnetization of adjoining blocks, the latter can be seen

to have to be of the form (Sα − Sα+δ)2 or in terms of the continous function m, of

the form c(∇m(	r ))2. Thus finally we have

F = −kBT ln

∫ ∏
all 	r

dm(	r ) e−βF({m(	r )} (9.68)

in which

βF(m(	r )) =
∫

d	r (
a(T − Tc)m(	r )2 + bm(	r )4 − h(	r )m(	r ) + c(∇m(	r ))2

)
(9.69)

The formally infinite factors in the integral in F are not a problem when physically

observable quantities are computed. Such integrals are called functional integrals

and are sometimes denoted∫ ∏
all 	r

dm(	r ) · · · =
∫

D({m(	r )}) · · · (9.70)

There is a more detailed discussion in the book by Feynman and Hibbs.2 To evaluate

the free energy we can again take the minimum of F as a first approximation and

then evaluate the effects of fluctuations away from it. This gives

h(	r ) = 2a(T − Tc)m(	r ) + 4bm3(	r ) − 2c∇2m(	r ) (9.71)

for the function which minimizes F and this equation also is easily shown to give

the expected value 〈m(	r )〉 of the magnetization when the fluctuations are neglected.

Now to obtain g(	r − 	r ′) we consider the variation h(	r ) → h(	r ) + δh(	r ) and first

write an exact equation to first order for the corresponding change in 〈m(	r )〉:

δm(	r ) = β

∫
d	r ′δh(	r ′)(〈m(	r )m(	r ′)〉 − 〈m(	r )〉〈m(	r ′)〉) = β

∫
d	r ′δh(	r ′)g(	r , 	r ′)

(9.72)

On the other hand in mean field theory by use of (9.71) we find

δh(	r ) = 2a(T − Tc)δm(	r ) + 12b〈m(	r )〉2δm(	r ) − 2c∇2δm(	r ) (9.73)
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Using the above exact expression for δm(	r ) in this we obtain

kBT
∫

d	r ′δ(	r ′ − 	r )δh(	r ′) =
∫ (

2a(T − Tc)+12b〈m(	r )〉2−2c∇2
	r
)
g(	r , 	r ′)δh(	r ′) d	r ′

(9.74)

Because this must be true for any δh(	r ) we obtain an equation for g(	r , 	r ′):(
2a(T − Tc) + 12b〈m(	r )〉2 − 2c∇2

	r
)
g(	r , 	r ′) = kBT δ(	r − 	r ′) (9.75)

Solution of this by Fourier transform gives

g(r ) = kBT

4πcr
e−r/ξ (9.76)

in which

ξ 2 = c/a(T − Tc) T > Tc (9.77)

and

ξ 2 = c/2a(Tc − T ) T < Tc (9.78)

Thus ν = 1/2 and η = 0 in mean field theory.

Renormalization group: general scheme

We have found that while mean field theory gives results which are approximately

correct and which satisfy the empirically established scaling relations, it does not

give the right numbers for observed critical exponents. This is now understood to

arise because the fluctuations which occur around the minima in the free energy

functional as found in the last section are too large to ignore. Indeed one can see that

in this respect the mean field theory is not self consistent for all lattice dimensions,

providing a hint concerning the approach to its correction. For self consistency the

fluctuations given by g(r ), defined by

g(r ) ≡ 〈m(r )m(0)〉 − 〈m2〉 = K e−r/ξ

rd−2+η
(9.79)

should be smaller in mean field theory than the square of the magnetization 〈m〉2

below Tc. But, by evaluating (9.79) at r = ξ we find this requires that

2β < ν(d − 2 + η) (9.80)

In the scaling theory this is an equality, but in mean field theory we find using the

values β = 1/2, ν = 1/2 and η = 0 just obtained by neglecting the fluctuations

that

d > 4 (9.81)
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is implied by the preceding equation. Thus, the fluctuations cannot be neglected for

three dimensions. Equation (9.80) is sometimes called the Landau–Ginzburg crite-

rion for validity of mean field theory and (9.81), which gives the lowest dimension

for which mean field theory is valid, establishes what is called an upper critical

dimensionality for the model.

For the same reason, the problem of neglected fluctuations cannot be handled

below the upper critical dimension by doing some form of perturbation theory

starting at mean field theory and adding fluctuation corrections. This is because

the fluctuations are more divergent than the mean values and the resulting series

are not convergent. Instead, one pursues the idea by which the scaling forms were

motivated. Begin with a microscopic Hamiltonian such as the Ising model or with a

coarse grained free energy such as the Landau–Ginzburg free energy. In each case

the effective “Hamiltonian” which occurs in the trace defining the free energy can

be characterized as belonging to a space of free energy functionals. For example in

the case of the Ising model, we can envision a space of all free energy functionals

of the form β H = ∑
K (n)σi1

· · · σin in which the sum extends over all clusters

of n spins where n = 1, 2, . . .. Then the starting point is the Ising model with

K (1) = −β H and K (2) = −β J . Similarly in the case of the Landau–Ginzburg

model one can characterize the Landau–Ginzburg free energy functional as a special

case of the set of all free energy functionals which are the spatial integral of arbitrary

local polynomials in the magnetization and its derivatives. Let us denote an arbitrary

point in the parameter space which characterizes such a space of effective free

energy functions by K and the starting point (which depends on the temperature

and the field) by K0(t, h). Now we select a systematic way to sum out the short

wavelength degrees of freedom for the free energy in such a model. For example we

can fix the average spins in each block of a coarse grained lattice and sum out the

remaining variables as discussed in motivating the scaling theory. Alternatively, in

the case of the Landau–Ginzburg formulation it is convenient to sum out the short

wavelength components of the free energy functional. In this or other cases, we

will at this stage have an expression for the free energy per spin of the form

f (t, h)/kBT = − 1

N
ln TrSe−βF(K0) = − 1

N
ln TrS′e−βF(K) (9.82)

in which

βF(K) = − ln TrS not S′e−βF(K0) (9.83)

defines the new free energy functional. Equation (9.83) defines a transformation

in the space of free energy functionals (sometimes called “Hamiltonians” in the

literature, but this is misleading)

R(K0) = K (9.84)
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It should be clear that the transformation can be repeated, though in general the

resulting walk through the space of models will at first get more complicated as one

goes to larger and larger length scales. This set of transformations generally obeys a

multiplicative law. That is, the combination of two transformations leads to another

of the same sort, but unique inverses do not exist so the resulting mathematical

structure is a semigroup. This set of rescaling operations is nevertheless often

called the renormalization group in this context.

Now near critical points, though the model will become at first more compli-

cated, it is eventually expected to simplify as the systematic coarse graining gets to

a scale at which the large fluctuations characteristic of criticality are described. At

this point, one expects that the model may again depend on only a few parameters.

Indeed, if one goes all the way to an infinite volume then only the thermodynamic

variables should remain in any case. Let us consider what will happen to the co-

herence length, ξ̂ (K), measured in units of the lattice spacing at the current level of

renormalization, in such a set of renormalizations. If the length scale changes by a

(dimensionless) factor L in one renormalization then the relation

ξ̂ (Ki+1) = (1/L)ξ̂ (Ki ) (9.85)

will obtain between successive renormalizations and the relationship between the

original ξ̂ and the renormalized one will be

ξ̂ (K0(t, h)) = lim
n→∞ Ln ξ̂ (Kn) (9.86)

Now one can see how to characterize a critical point in terms of this renormalization

process. At a critical point (only) the coherence length ξ̂ (K0(t, h)) diverges and,

according to (9.86), this can only happen if ξ (Kn) approaches a finite value not

equal to zero as the renormalization proceeds to infinity. This will happen if the

starting thermodynamic variables t, h are at a critical point. The resulting final set

of parameters K∗ = limn→∞ Kn is called an unstable fixed point. The reason for

the nomenclature is understood by considering the case in which starting thermo-

dynamic variables are not at a critical point. Then the coherence length is finite

and this can only be achieved if the renormalized coherence length goes to zero.

This will generally happen as the parameter space variables K go to limits in which

the renormalized free energies describe totally ordered or totally disordered phases

which are characteristic of the behavior on either side of the fixed point. These

fixed points characterizing phases on either side of the critical point are said to be

stable because, under renormalization, the system is driven to them over a range of

starting thermodynamic variables.

In summary we suppose that we have a set of operations R which take one

effective free energy into another while increasing the length scale according to the
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relation

Ki = Ri (K0) (9.87)

If the starting thermodynamic point is a critical point then this process will lead

to an unstable fixed point at which the infinitely renormalized coherence length is

finite. Otherwise it will lead to a stable fixed point (of which there are two) at which

the infinitely renormalized coherence length is 0. The fixed points may be found

by solving the equation

K∗ = R(K∗) (9.88)

Now to use this structure to find critical exponents, we consider a “trajectory” in

the K space which starts at a thermodynamic point near, but not at, a critical point.

We expect it eventually to go to a stable fixed point, but by continuity, we expect

that it will first pass close to the unstable fixed point. We consider a region near the

fixed point and linearize the renormalization group transformation R in the region

near the fixed point as the trajectory passes. We write

Ki = K∗ + ki (9.89)

and

ki+1 = Lki (9.90)

For a linear operator we can consider the eigenfunctions

Lφν = �νφν (9.91)

We assume that these are complete so that the ki of (9.89) and (9.90) can be written

ki =
∑

ν

uiνφν (9.92)

Now consider repeating the operation (9.90) m times:

ki+m =
∑

ν

uiν�
m
ν φν (9.93)

It now becomes evident how the variables get “thinned out” at large scales in

this scheme. If | �ν |< 1 then if m is large, the corresponding variable φν will have

disappeared from the sum in (9.93) whereas if | �ν |> 1 the corresponding variable

must be kept. The variables that survive are termed “relevant” to the determination of

the critical behavior. The others, with | �ν |< 1 are called irrelevant and those with

eigenvalues with modulus 1 are called marginal. The existence of a few “relevant”

operators which survive renormalization provides the qualitative explanation for

the “universality” of exponents mentioned earlier. After renormalization, the short
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wavelength degrees of freedom have all been integrated out and the remaining

description, which as we show below allows the calculation of the critical exponents,

involves only the relevant operators. No matter how diverse the physical properties

of two systems on short and intermediate wavelengths may be, as long as the

surviving relevant operators after renormalization behave in the same mathematical

way, the calculated critical exponents will be the same. This is a mathematical way

of describing the idea that systems in the same universality class “look” the same

near critical points, if they are observed on very long length scales. (The word

“look” is actually quite appropriate: optical wavelengths correspond to thousands

of atomic or spin spacings, approaching the appropriate large scale limit. The first

observations of critical fluctuations were the observation of “critical opalescence”

visually in fluids, and many subsequent studies of critical properties have been

carried out with light scattering.)

Now to illustrate the procedure by which critical exponents are calculated using

this formalism, consider again the case of the coherence length, supposing that

we start the trajectory with h = 0 and with t small but finite. We suppose that

the iteration has proceeded long enough at the i th iteration so that only a variable

proportional to t , which will certainly be relevant, is left. We designate the label

ν = 1 for this variable. Then we imagine iterating (9.93) n more times using (9.86)

with the result

ξ̂ (K0(h = 0, t)) = Li ξ̂ (ui1t, . . .) = Li+n ξ̂
(
�n

1ui1t, . . .
)

(9.94)

But if only the temperature variable is left in the second and third expressions, then

all three expressions for ξ̂ must vary as the −ν power of their arguments so that

Li (u1i t)
−ν = Li+n

(
u1i�

n
1t

)−ν
(9.95)

Thus

Ln�−nν
1 = 1 (9.96)

so that taking the power 1/n and the ln we have

ν = ln L

ln �1

(9.97)

In this way, we can determine the critical exponent ν from one of the eigenvalues

(Problem (9.91)).

Renormalization group: the Landau–Ginzburg model

As an illustration of the method we consider Wilson’s original treatment of the

Landau–Ginzburg model in which the free energy functional of the starting model
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is taken to be (9.69). The renormalization R operation is taken to be the integration

of the Fourier components m 	q corresponding to the largest 1/2 of the wave vectors.

Already we run into a problem here because in the continuum model there is an

infinite set of wave vectors. In nonrelativistic condensed matter physics the problem

is only apparent (though it is quite serious in some corresponding relativistic field

theory problems which we will not discuss). In fact, in the original Ising model on a

lattice, the set of wave vectors was confined to the first Brillouin zone. Therefore it is

completely reasonable in the corresponding continuum model to introduce an upper

limit on the momentum components which are nonzero. Before renormalization

starts, this upper limit should be taken to be of the order of the reciprocal of the

lattice constant. As long as we are interested in critical properties, which are a

manifestation of the long wavelength properties of the model, it should not matter

very much exactly how this short wavelength cutoff is implemented. It is first

helpful to rewrite (9.69) in terms of dimensionless variables. If, as we suppose,

m(	r ) is dimensionless then we can rewrite

βF =
∫

d	r (
c | ∇m(	r ) |2 +a′tm(	r )2 + bm4

)
(9.98)

in which a′ = Tca. a′ has dimension 1/lengthd and c has dimension 1/lengthd−2

so it is evident that the ratio c/a′ has the dimensions of a length squared. We refer

to this length as the zero temperature or “bare” coherence length and denote it ξ0.

We multiply and divide (9.98) by ξ d
0 and obtain

βF =
∫

d	r ′ (| ∇	r ′m̃(	r ′) |2 +tm̃(	r )2 + b̃m̃4
)

(9.99)

Here we have defined a dimensionless length scale 	r ′ = 	r/ξ0, and written m̃(	r ′) =
ξ

d/2
0 a′1/2m(	r ) (which remains dimensionless and still has the range −∞ to ∞) and

b̃ = b/ξ d
0 a′2. Now Fourier transforms are defined as

m 	q =
∫

dd	r ′e−i	q·	r ′
m̃(	r ′) (9.100)

The inverse of (9.100) is

m̃(	r ′) =
∫

dd 	q
(2π )d

ei	q·	r ′
m 	q (9.101)

in which, as noted, we wish to cut off the integrals at large q at a value �aξ0 where

�a is of the order of the reciprocal of the lattice constant. However, because we

do not expect the exact value of this cutoff to be significant and ξ0 is of the same

order as the lattice constant, it is very convenient, and should make no essential

difference, if we take this cutoff to be 1. That is, the wave vector integrals are over
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the range 0 <| 	q |< 1. Using (9.101), 9.69 is easily rewritten as

βF =
∫

dd 	q
(2π )d

(
(q2 + t)m 	qm−	q + h−	qm 	q

)

+ b̃
∫

dd 	q
(2π )d

∫
dd 	q2

(2π )d

∫
dd 	q3

(2π )d
m 	qm 	q2

m 	q3
m−	q−	q2−	q3

(9.102)

For simplicity, we will here only consider the case T > Tc and unless otherwise

stated we will take h−	q = 0.

To assist in following the argument, let us first anticipate its outlines. It will turn

out that, after repeated renormalizations, the free energy functional will again be of

form (9.102) but the quadratic term only survives (is relevant) when the dimension

d of the system is less than 4. Thus for d less than 4, the relevant parameters in the

set K turn out to be t and b̃ and the goal of the calculation is to obtain a linearized

recursion relation for them near the unstable fixed point. Because b̃ only becomes

relevant when d < 4 and the only way to deal analytically with the b̃ term is by

a perturbation expansion, it is useful to consider the artificial situation in which d
is infinitesimally less than 4 so that the perturbations will be in some sense small.

One defines the variable ε = 4 − d and seeks expansions for the needed quantities

in ε. One thus has two expansions: one in the b̃ term and one in ε, each of which

is needed in order to obtain the linearized recursion relations. The first expansion

is carried out around the model which results from setting b̃ = 0 in (9.99). This is

called the Gaussian model. It is closely related to but not quite the same as the mean

field theory discussed earlier. We first discuss a few features of the Gaussian model,

including how to get its recursion relations, and then proceed to an expansion in

b̃ around the Gaussian model and the extraction of recursion relations to leading

order in ε from it.

From the preceding discussion, the free energy of the Gaussian model is

f/kBT = − ln

∫ ∏
0<|	q|<1

dm 	q e
− ∫ dd 	q

(2π)d
(q2+t)m 	q m−	q (9.103)

where the 	q integrals are over the range 0 <| 	q |< 1. Renormalization consists in

separating the integral into two ranges 0 <| 	q |< 1/2 and 1/2 <| 	q |< 1. Then the

free energy separates into a nonsingular part arising from the short wavelengths

and the long wavelength part:

f/kBT = − ln

∫ ∏
0<|	q|<1/2

dm 	q e
− ∫

0<|	q|<1/2
dd 	q

(2π)d
(q2+t)m 	q m−	q + nonsingular part

(9.104)

To see how the parameters rescale, one must cast the factor in the exponential into

the original form. For this, one defines 	q ′ = 2	q so that 0 <| 	q ′ |< 1. We define a
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rescaled spin variable m ′
	q ′ = m 	q/ζ giving for the factor in the exponent:

ζ 2

2d

∫
0<|	q ′|<1

dd 	q ′

(2π )d

(
q ′2

4
+ t

)
m ′

	q ′m ′
−	q ′ (9.105)

which is put in precisely the form before normalization by writing t ′ = 4t ,
ζ 2/2d+2 = 1 giving

∫
0<|	q ′|<1

dd 	q ′

(2π )d
(q ′2 + t ′)m ′

	q ′m ′
−	q ′ (9.106)

Thus in this case the renormalization operation involves only t and we have the

relation

L(t) = 4t(= 22t) (9.107)

where the second form reminds us that L = 2 here in the previous language. In

terms of the scaling formulation, this establishes that the exponent y = 2. Thus the

eigenvalue �1 of t is L2 and the exponent ν is ((9.91) and (9.97))

ν = ln L

2 ln L
= 1/2 (9.108)

We may also obtain the scaling with respect to the field by writing the field term

as

−
∫

d	r ′m̃(	r ′)h = −m 	q=0h (9.109)

before renormalization and using m ′
	q ′ = ζm 	q and ζ 2/2d+2 = 1:

−m ′
	q ′=0h′ (9.110)

after renormalization where h′ = 2d/2+1h. Thus

L(h) = 2d/2+1h (9.111)

and the eigenvalue �2 associated with the field is 2d/2+1. This gives the value

x = d/2 + 1 for the scaling theory for the Gaussian model. Here we see a difference

between the Landau mean field theory and the Gaussian model. In the Landau

theory, the value of δ was 3, independent of lattice dimension, whereas here using

δ = x/(d − x) from the scaling theory we obtain δ = (d + 2)/d − 2) which is 5

when d = 3 and 3 when d = 4. The results are the same at the upper critical

dimension after which we expect mean field theory to work.

Now we turn to the consideration of the b̃ term in (9.99). We write (9.99) as

βF = β(FG + FI) (9.112)
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where FG is the Gaussian part just considered:

βFG =
∫

dd 	q
(2π )d

(q2 + t)m 	qm−	q (9.113)

and FI is the interaction term

FI = b̃
∫

dd 	q
(2π )d

∫
dd 	q2

(2π )d

∫
dd 	q3

(2π )d
m 	qm 	q2

m 	q3
m−	q−	q2−	q3

(9.114)

The total free energy is

f/kBT = − ln

∫ ∏
0<|	q|<1

dm 	q e−β(FG+FI) (9.115)

As before we renormalize by summing out the short wavelengths. This time it

is harder. We denote the set of m 	q with 0 <| 	q |< 1/2 by {m0} and the set with

1/2 <| 	q |< 1 by {m1}. We have

FG = FG({m0}) + FG({m1}) (9.116)

as in the Gaussian model but the interacting part does not separate. To handle this

part we expand the exponent, hoping as discussed above, to control the convergence

of the resulting series by keeping the dimension near 4. The free energy is then of

form

f/kBT = − ln

∫ ∏
0<|	q|<1/2

dm 	q e−βFG({m0})

×
∫ ∏

1/2<|	q|<1

dm 	q e−βFG({m1})(1 − βFI + (1/2)(βFI)
2 + · · ·) (9.117)

The first factor is exactly the same as in the Gaussian model. In the second factor

one must carry out averages of the various interacting terms with respect to the

Gaussian weight eβFG({m1}). The integrals can all be done term by term. The rules

for carrying out an integral of the form∫ ∏
1/2<|	q|<1 dm 	q e−βFG({m1})m 	q1

· · · m 	qk∫ ∏
1/2<|	q|<1 dm 	q e−βFG({m1}) ≡ m 	q1

· · · m 	qk (9.118)

where all the 	q satisfy 1/2 <| 	q |< 1 are as follows.

(1) If k is odd the answer is zero.

(2) If k is even form all possible pairings of the factors m 	q on the line.

(3) For each pair within each pairing, there is a factor (2π )dδ(d)(	q1 + 	q2)/2(q2
1 + t).

Details are to be found in the paper by Wilson and Kogut.3 In order to obtain the

renormalized free energy, we need the logarithm of the series and recognize that
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we are dealing with another version of the cumulant series discussed in Chapter 6.

Here we will only consider the first two terms which give

βF ′({m ′
	q ′ }) = βFG({m0}) + βFI − (1/2)

(
βF2

I − βFI
2
)

+ · · · (9.119)

A diagrammatic notation can be introduced for the resulting terms. The diagrams

represent terms in the series with the following rules.

Each power of b̃ is represented by a dot ·.
Each line with a free end represents a power of m 	q with 0 <| 	q |< 1/2.

Each line with ends connected to dots represents a factor

∫ ∏
1/2<|q|<1 dm 	qm 	q1

m 	q2
e− ∑

1/2<|q′ |<1 m 	q′ m−	q′ (q ′2+t)

∫ ∏
1/2<|q|<1 dm 	q e− ∑

1/2<|q′ |<1 m 	q′ m−	q′ (q ′2+t)
= (2π )dδ(d)(	q1 + 	q2)/2

(
q2

1 + t
)

(9.120)

The trickiest part of writing the terms in the series correctly is to get the combi-

natorial factors associated with counting the numbers of each type of term right. I

refer to Wilson’s article for some details. To second order in b̃, the series looks like

this diagrammatically:

βF ′ = βFG({m0}) +

+6

−(1/2) 18

+3

+24

+24

+18

+4

+36

+6
(9.121)
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It turns out that the leading terms when d is near 4 are the “tadpole-like” diagram

which contributes to the renormalized t and the term

in the expression for the renormalized b̃. The calculation of the quadratic terms

proceeds much as in the case of the Gaussian model. We have, using the “tadpole”

term∫
ddq ′

(2π )d
(q ′2 + t ′)m ′

	q ′m ′
−	q ′

=
∫

ddq ′

(2π )d

(
q ′2/4 + t + 6b̃

∫
ddq3

(2π )d

1

2
(
q2

3 + t
)
) (

ζ 2

2d

)
m ′

	q ′m ′
−	q ′ (9.122)

in which the integral over q3 is over the interval 1/2 <| q3 |< 1. Thus the renor-

malization of t gives

t ′ = R(t) = 4t + 12b̃
∫

ddq3

(2π )d

1(
q2

3 + t
) (9.123)

(Our b̃ is related to the u of Wilson and Kogut by b̃ = 4u.) The first term is the same

as for the Gaussian model and one sees that to this order ζ = 2d/2+1 as it was in the

Gaussian model. However, t will transform differently than it did in the Gaussian

model if b̃ is relevant. To find out if and when it is relevant we write the terms that

give the renormalization of b̃. We have

b̃′
∫

ddq ′
1

(2π )d

∫
ddq ′

2

(2π )d

∫
ddq ′

3

(2π )d
m ′

	q ′
1
m ′

	q ′
2
m ′

	q ′
3
m ′

	−q ′
1−q ′

2−q ′
3

= b̃ζ 4

23d

∫
ddq ′

1

(2π )d

∫
ddq ′

2

(2π )d

∫
ddq ′

3

(2π )d
m ′

	q ′
1
m ′

	q ′
2
m ′

	q ′
3
m ′

	−q ′
1−q ′

2−q ′
3

×
(

1 − 9b̃
∫

ddq4

(2π )d

1

(q2
4 + t)((	q1 + 	q2 + 	q4)2 + t)

)
(9.124)

where again the integral over q4 is over 1/2 <| q4 |< 1. Thus

b̃′ = R(b̃) = ζ 4

23d
b̃

(
1 − 9b̃

∫
ddq4

(2π )d

1(
q2

4 + t
)
((	q1 + 	q2 + 	q4)2 + t)

)
(9.125)

The prefactor is of particular interest. Since ζ = 2d/2+1, it is 2−d+4. Thus b̃ will

disappear under repeated iterations if d > 4 but not if d < 4, consistent with the
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Landau–Ginzburg criterion (9.81). In terms of ε = 4 − d the last relation becomes

b̃′ = R(b̃) = 2ε b̃

(
1 − 9b̃

∫
ddq4

(2π )d

1(
q2

4 + t
)
((	q1 + 	q2 + 	q4)2 + t)

)
(9.126)

Equations (9.123) and (9.126) constitute a renormalization group transformation

for the Landau–Ginzburg model. We will analyze these equations following the

procedure outlined in the last section. For demonstration that the remaining terms

in the perturbation series give irrelevant contributions when d is near 4 we refer to

the paper by Wilson and Kogut. The fixed point equations are

t∗ = 4

(
t∗ + 3b̃∗

∫
ddq3

(2π )d

1(
q2

3 + t∗)
)

b̃∗ = 2ε b̃∗
(

1 − 9b̃∗
∫

ddq4

(2π )d

1(
q2

4 + t∗)((	q1 + 	q2 + 	q4)2 + t∗)

)
(9.127)

We will suppose that the dependence on the small wave vectors q1 and q2 in the

last equation can be ignored so that it becomes

b̃∗ = 2ε b̃∗
(

1 − 9b̃∗
∫

ddq4

(2π )d

1(
q2

4 + t∗)2

)
(9.128)

It will turn out that for small ε = 4 − d the fixed point of interest has t∗ and b̃∗

both of O(ε). Working to this order we can then expand the right hand sides of the

equations for the fixed point in powers of ε and obtain:

b̃∗ = ε ln 2

9
∫

dd q4

(2π )d
1

q4
4

(9.129)

t∗ = −4

9
ε ln 2

∫
dd q4

(2π )d
1

q2
4∫

dd q4

(2π )d
1

q4
4

(9.130)

In the next step we must linearize the renormalization transformation (9.123) and

(9.126) about the fixed point. To lowest order in ε we denote
∫

dd q4

(2π )d
1

q2
4

= ∫
1
p2 and∫

dd q4

(2π )d
1

q4
4

= ∫
1
p4 and find

(
t ′ − t∗

b̃′ − b̃∗

)
=

(
4 − 12b∗ ∫

1
p4 12

∫
1
p2

18b∗2
∫

1
p2 2ε(1 − 18b∗)

∫
1
p4

) (
t − t∗

b̃ − b∗

)
(9.131)

Note that the matrix is not symmetric and that one must distinguish between right

and left eigenvectors. The right eigenvectors (meaning those that give back the

eigenvalue times themselves when multiplied from the left by the matrix) are the
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ones of interest here and one sees that to lowest order in ε (using the fact that b∗ is

of order ε) the eigenvalue problem has the structure(
A B
0 D

) (
u
v

)
= �

(
u
v

)
(9.132)

with a solution (
u1

v1

)
=

(
1

0

)
(9.133)

with �1 = A = 4 − (4/3)ε ln 2. The other eigenvalue is easily found to be �2 =
D = 1 − ε ln 2 (because the determinant of the matrix minus � times the identity is

zero). Thus the second eigenvector is irrelevant and the first is simply t as anticipated

in the general discussion given earlier. But the mixing of t and b̃ has affected the

eigenvalue associated with the temperature. As a result, following precisely the

analysis in the section on the general formulation of the renormalization group

analysis, the lowest order estimate of the exponent ν is, using (9.97),

ν = ln 2

ln �1

= 1

2
+ ε

12
+ O(ε2). (9.134)
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Problems

9.1 Consider a monatomic substance for which the chemical potential as a function of

the volume per particle and the temperature is

μ = −kBT ln

(
(v − vc)

λ3

)
− a

v

Here vc is a constant positive parameter with the dimensions of volume and a is a

constant positive parameter with the dimensions of energy times volume. λ is the

thermal wavelength, λ =
√

2πh̄2/mkBT .

(a) Discuss the physical significance of this model for μ with particular attention to

the parameters vc and a.

(b) Find the condition or conditions under which this model for μ leads to phase

separation.

(c) Find the critical point for this model (values of Tc, vcritical (not to be confused with

the parameter vc of the model) and Pc) in terms of the given parameters.
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(d) Show explicitly that at the critical point,
(

∂ P
∂v

)
T,N

= 0 and
(

∂2 P
∂v2

)
T,N = 0.

(e) Evaluate v as a function of T near the critical point and thus find the exponent β

for this model.

9.2 Demonstrate that the scaling relations ((9.52) and (9.53))

ν = 1/y = (2 − α)/d

γ = ν(2 − η)

follow from the scaling form for g(r, t, h) given in equation (9.51)

g(r, t, h) = L2(x−d)g(r/L , L yt, Lx h)

9.3 In magnetic models, one can sometimes use a renormalization operationR consisting

of summing out a fraction of the spins, leaving the remainder to take account of the

longer wavelength degrees of freedom. The simplest version of such a transformation

is called “decimation.” In the one dimensional Ising model, it consists of summing out

every other spin and, unlike most such transformations, the resulting transformation

can be written out exactly. Carry out this program for the one dimensional Ising model

and show that applying the analysis described above leads to correct conclusions.

9.4 Consider a model for phase transitions in which the Landau–Ginzburg free energy

functional is

βF =
∫

dd 	q
(2π )d

(
(qμ + t)m 	qm−	q + h−	qm 	q

)

+ b̃
∫

dd 	q
(2π )d

∫
dd 	q2

(2π )d

∫
dd 	q3

(2π )d
(m 	qm 	q2

)(m 	q3
m−	q−	q2−	q3

)

Here μ is a positive number (not 2 and not necessarily an integer).

(a) Consider the “Gaussian” approximation in which the term involving b̃ is dropped.

Work out the Wilson renormalization group transformation for this functional in

that case. Find the upper critical dimension and the exponent ν.

(b) Calculate the correlation function 〈m 	qm−	q〉 exactly within this approximation for

t > 0. Use result in the limits t → 0 at finite q and q → 0 at finite t to find the

values of the exponents γ and η.

(c) For the case that b̃ is not zero, work out the renormalization group transformation,

find the fixed points and the value of ν to lowest order in ε (appropriately defined!).

9.5 Consider a model for a magnetic system which is described by the Landau–Ginzburg

free energy functional, but with n components of the magnetization instead of 1:

βF =
∫

dd 	q
(2π )d

(
(q2 + t)m	q · m−	q + h−	qm 	q,1

)

+ b̃
∫

dd 	q
(2π )d

∫
dd 	q2

(2π )d

∫
dd 	q3

(2π )d
(m	q · m	q2

)(m	q3
· m−	q−	q2−	q3

)

Both for t > 0 and for t < 0 you are to treat this free energy in Gaussian approx-

imation, in which only terms to second order in the magnetization fluctuations are

kept.
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(a) Calculate the correlation function 〈m 	q,νm−	q,ν〉 exactly within this Gaussian ap-

proximation for t > 0.

(b) Use the result from (a) in the limits t → 0 at finite q and q → 0 at finite t to find

the values of the exponents γ and η.

(c) Consider the same questions for t < 0. Here you must keep h small but finite

to specify about which of the free energy minima you are expanding. Take care

to note that the answer is different depending on whether you are considering

〈m 	q,νm−	q,ν〉 for ν �= 1 or 〈m 	q,1m−	q,1〉 − 〈m 	q,1〉〈m−	q,1〉 where ν = 1 denotes the

direction of the magnetic field.
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Dynamics
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Hydrodynamics and definition of transport coefficients

General discussion

In general, by a hydrodynamic description of a many body fluid we mean a de-

scription valid at long wavelengths and low frequencies and which is based on

closure of the local conservation laws of the fluid by use of a linear relation be-

tween fluxes and the gradients of densities. The coefficients of the linear relation are

transport coefficients and they are phenomenological parameters of the hydrody-

namic theory, calculable in principle from a theory describing the system at shorter

length and time scales. The resulting hydrodynamic theory is generally a set of

nonlinear partial differential equations of which the Navier–Stokes equations for

the hydrodynamics of a simple fluid are a familiar example.

The reason that hydrodynamic theories accurately describe slow motions on large

length scales is that global conservation laws link long distances to long times.

Physically, for example, conservation of mass results in a diffusion equation in

which the distance which particles diffuse increases with the square root of the time

(see Problem 10.1). Although this link guarantees that some of the slow variables

of the system are described by the hydrodynamic equations, it does not ensure that

all of the slow variables can be so described. Near critical points associated with

second order phase transitions, there are very slow changes in the fluid which are

not described by the conservation laws of hydrodynamics, but which arise because

of the very slow development and decay of large, almost stable regions looking like

one of the (two or more) phases between which the system is slowly fluctuating. (For

example, at the gas–liquid critical point, these are gas and liquid like regions.) This

slow motion is not a consequence of the conservation laws on which hydrodynamics

is based but arises from other features of the dynamics of the fluid.

195
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Hydrodynamic equations for a classical fluid

The basic variables of ordinary fluid mechanics are the following conserved quanti-

ties: the number density �(�r , t), the momentum density �J (�r , t), and the energy den-

sity e(�r , t). The hydrodynamic equations arise from the fundamental microscopic

equations of motion through the conservation laws for the densities of particles,

momentum and energy. Though these are usually introduced at the classical level,

it is easy to show that they also are exactly correct in a quantum fluid. In particular

we define the operator

ρ(�r ) =
∑

i

δ(�r − �ri ) (10.1)

Then a direct application of the equation of motion

∂ρ

∂t
= i

h̄
[H, ρ] (10.2)

with the Hamiltionian

H =
∑

i

−h̄2∇2
i

2m
+ (1/2)

∑
i �= j

φ(�ri − �r j ) (10.3)

gives the continuity equation for particle conservation in operator form

∂ρ

∂t
= −∇ · �J/m (10.4)

in which

�J/m = (1/2)
∑

i

( �pi

m
δ(�r − �ri ) + δ(�r − �ri )

�pi

m

)
(10.5)

is the quantum mechanical operator describing the particle current density. Similarly

∂ �J
∂t

= −∇ · Π (10.6)

In which the operator Π is a tensor describing the flux of momentum:

Π = (1/4)
∑

i

( �pi �pi

m
δ(�r − �ri ) + 2

�pi

m
δ(�r − �ri )�pi + δ(�r − �ri )

�pi

m
�pi

)

+ (1/2)
∑
i �= j

�r ji∇iφ(�ri − �r j )δ(�r − �ri ) (10.7)

Finally the conservation of energy density can also be written in operator form.

One defines the energy density e as

e(�r ) =
∑

i

{
(1/2)[Tiδ(�r − �ri ) + δ(�r − �ri )Ti ] + (1/2)

∑
i �= j

φ(�ri − �r j )δ(�r − �ri )

}

(10.8)
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where Ti = − h̄2∇2
i /2m. Then by direct calculation one gets the energy conserva-

tion equation as

∂e

∂t
= −∇ · �S (10.9)

in which

�S = �SK + �Sφ + �Sv (10.10)

and

�SK = (1/4)
∑

i

[
Ti

( �pi

m
δ(�r − �ri ) + δ(�r − �ri )

�pi

m

)

+
( �pi

m
δ(�r − �ri ) + δ(�r − �ri )

�pi

m

)
Ti

]
(10.11)

�Sφ = (1/4)
∑

i

( �pi

m
φ(�ri − �r j )δ(�r − �ri ) + φ(�ri − �r j )δ(�r − �ri )

�pi

m

)
(10.12)

�Sv = (1/4)
∑

i

∑
j �=i

( �pi

m
· ∇i jφ(�ri −�r j )�r jiδ(�r −�ri ) + �r jiδ(�r − �ri )∇i jφ(�ri − �r j ) · �pi

m

)

(10.13)

The equations (10.4), (10.6) and (10.9) are formally correct but the quantities in

them are extremely singular because of the delta functions δ(�r − �ri ) in the definitions

of the densities and fluxes. (Mathematically these are really relations between

“distributions,” not functions.)

To obtain hydrodynamic equations from these conservation laws, one must av-

erage them over spatial regions which are large compared to the microscopic

distances between atoms and small compared to the wavelengths of interest.

Here we simply assume that the average is a linear process, so that the average

〈. . .〉( �R, t) of a quantity is defined in a coarse grained region labelled �R and that

〈∇�r A(�r )〉( �R, t) = ∇�R〈A〉( �R, t) where ∇�R is a coarse grained gradient. We then

define the fluid velocity field �v( �R, t) as �v( �R, t) = 〈 �J 〉( �R,t)/m
〈ρ〉( �R,t)

and rewrite the conser-

vation laws by writing �pi/m = �v + δvi . This gives

∂ρ

∂t
+ ∇ · (��v) = 0

∂ �J
∂t

+ ∇ · (mρ�v�v − σ̃ ) = 0 (10.14)

∂e

∂t
+ ∇ · ( �Q + e�v − �v · σ̃ ) = 0
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Here we have written

〈Π〉 = m〈ρ〉�v�v − σ̃ (10.15)

and

〈�S〉 = �Q + 〈e〉�v − �v · σ̃ (10.16)

�Q and σ̃ depend only on the differences �pi/m − �v between the particle velocities

and the local hydrodynamic velocity. The tensor σ̃ is called the stress tensor and �Q
is the heat current. Because the heat current and stress tensor �Q and σ̃ appear on the

right hand side of the conservation laws, the last three equations are not closed and

merely represent the first in a hierarchy of equations describing the microscopic

dynamics of the fluid. Notice, however, that because the three conservation laws

are all of the form ∂ A/∂t = −∇ · �B, then unless the fluxes (generically �B) have a

very peculiar dependence on position, low frequency disturbances of the variables

in these equations will lead to long wavelength excitation and vice versa (long

wavelength disturbances will lead to low frequency response). When the equations

are linearized this can be shown quite rigorously (and is easy to see by taking

Fourier transforms in space and time). Thus the confinement of the description of

the dynamics to low frequencies and long wavelengths can be self consistent. This

is the merit of basing the hydrodynamic theory on conservation laws. Actually,

however, the nonlinear terms in the hydrodynamic equations can couple long to

short wavelengths, and this can lead to conditions in which this self consistency

breaks down when the amplitude of the disturbance is large. This breakdown leads

to the phenomenon of turbulence, which is extremely important technically and

of great scientific interest and which is only partly understood at the fundamental

level. We will not discuss turbulence further here. In the hydrodynamic limit of

low frequencies and long wavelengths, these equations can be closed to obtain a

hydrodynamic theory containing only three equations for the densities �, �J and e
by relating σ̃ and �Q to the gradients of these densities through phenomenological

constants which are usually called transport coefficients. To do this, the stress tensor

σi j is written as

σi j = −pδi j + σ ′
i j (10.17)

where p is the local pressure (defined by the same averaging procedure which

defines the densities) and (10.17) defines σ̃ ′, which is known as the viscous part

of the stress tensor. Closure is obtained by assuming that σ ′
i j is proportional to the

gradients of the velocity �v as one expects from the elementary intuitive description

of viscosity. By use of the isotropy of the fluid on large length and long time scales,

one can show1 that the only possible form of σ ′ is

σ ′
i j = ηs

[
∇iv j + ∇ jvi − 2

3
∇ · �vδi j

]
+ ηv∇ · �vδi j (10.18)
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The two coefficients ηs and ηv are called the shear and bulk viscosities, re-

spectively. (Various other symbols are used for ηv including ζ and μB). The bulk

viscosity describes the viscous or dissipative part of the response to a compression

while ηs describes the response to shear. The use of the isotropy of the fluid and the

requirement that σ ′ be traceless reduces the number of constants in this expression

from 34 = 81 to 2. (In the Navier–Stokes form of the hydrodynamic equations, the

term in ∇ · �v is dropped.)

The diffusive heat flux �Q is proportional to the gradient of the local temperature

∇T and obeys Fourier’s law

�Q = −
 �∇T (10.19)

The quantity 
 is called the thermal conductivity. According to this law, heat flows

from regions of high temperature to regions of low temperature, that is, in a direction

opposite to the temperature gradient. The temperature T can be related to the energy

density e through the application of thermodynamic relations. The applicability of

thermodynamics here follows because the quantities ρ, �J , e, p are all defined

as averages of microscopic expressions over spatial regions which are large com-

pared to interatomic distances but small compared to the relevant hydrodynamic

wavelengths and over times large compared to the time for local thermodynamic

equilibrium to be established in these regions but small compared to the inverse

of the relevant hydrodynamic frequencies. Analogous use of local thermodynamic

equilibrium occurs in the formulation of other hydrodynamic theories.

Fluctuation–dissipation relations for hydrodynamic transport coefficients

The general idea associated with fluctuation–dissipation theorems is very simply

illustrated by the case of a simple magnet for which the intensive thermodynamic

variables are H, T and the static susceptibility at zero field is(
∂ M

∂ H

)
T

= (〈M2〉 − 〈M〉2)/kBT (10.20)

(This is easily obtained by use of 〈M〉 = − (∂ F/∂ H )T and F =
−kBT ln

∑ {S}exp(−(H0 − H
∑

i Sz
i )) for example. The magnetic moment

per unit spin is absorbed in the definition of the field H so that H has the

dimensions of energy.) In (10.20), the left hand side is representative of the

response of the system to an external magnetic field, whereas the right hand side,

evaluated at zero field, is representative of the fluctuations of the magnetization

in the absence of that external field. Generically, this type of relation occurs

repeatedly in statistical mechanics. The response to a small external field is

proportional to the magnitude of the equilibrium fluctuations (in the absence

of the field) of the quantity which the external field probes. (The relations are
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called fluctuation–dissipation theorems rather than fluctuation response theorems

because at finite frequency they are often expressed in terms of the imaginary, out

of phase response of the system, corresponding to the energetically dissipative

part of the response.) A somewhat more involved example is the relationship

between the response of a many body system to a beam of neutrons (expressed as a

differential cross-section) to fluctuations in the density of the system as described

for liquids in Chapter 7.

Because the transport coefficients ηv, ηs, 
 of the hydrodynamic equations are

associated with energy dissipation in the system, one might expect that a type of

fluctuation–dissipation theorem might be obtained for them, and we will pursue

that line of investigation here. One can see in equations (10.18) and (10.19) that

the transport coefficients relate momentum and energy currents to gradients of the

velocity and temperature respectively so, in a sense, they are response functions.

However, the fields (gradients of velocity and temperature) to which the response

corresponds are more difficult to characterize theoretically (and experimentally)

than an external magnetic field or a neutron beam, each of which can be char-

acterized by parameters in the underlying Hamiltonian without any kind of self

consistent calculation. In the hydrodynamic case, the gradients of velocity and

temperature which are the driving fields are quantities averaged over short length

and time scales. That it is nevertheless possible to derive fluctuation–dissipation

theorems which give the Navier–Stokes transport coefficients in terms of correla-

tion functions describing the fluctuations of the fluid in the absence of gradients

in temperature and velocity was first shown by Kadanoff and Martin.2 We will

review that work here. The idea is to think of the fluid in a state of hydrodynamic

flow from the present into the future (t > 0) as being produced by external forces

which were slowly turned on in the past (t < 0) in such a way that there is a small

perturbation δp(�r ) in the pressure, but otherwise each part of the fluid is in local

equilibrium at t = 0, when the external forces are turned off. Now the behavior of

the fluid for t > 0 can be calculated in two ways. (1) As a response of the system

to the external perturbation (now shut off, but still influencing the time dependent

behavior). This calculation goes much like the calculations of the susceptibility

and the neutron scattering cross-section and results in a response which is propor-

tional to correlation functions characterizing fluctuations of the equilibrium fluid

and (2) as a solution of the hydrodynamic equations with appropriate initial con-

ditions. By equating the result of (1) to the result of (2) one obtains expressions

involving correlation functions of the equilibrium fluid (from (1)) to hydrodynamic

transport coefficients (from (2)). The advantage of this procedure is that the re-

sponse of the fluid after t = 0 can be described by the hydrodynamic equations

(because the disturbance was produced by a slow, long wavelength perturbation)

but because the state was produced by a set of weak external forces, one can also
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calculate the response to the external fields directly, getting results in terms of cor-

relation functions of microscopic operators. We will now illustrate this in some

detail.

Because the external fields we apply will be small, a linearized form of the

hydrodynamic equations should be adequate. To obtain the linearized form of the

equations, one substitutes � = �0 + �1, e = e0 + e1, T = T0 + T1, �g = �g0 + �g1,

�v = �v0 + �v1 into the equations and retains all terms that are no higher than first

order in the fluctuations. Note that �v0 = 0 because the hydrodynamic velocity is

zero in equilibrium and that e = (eint + (1/2)mρv2) so that the first order fluc-

tuation e1 in e refers only to the internal energy eint and not to the kinetic en-

ergy associated with the flow. Applying these considerations we find the linearized

equations:

∂ρ1

∂t
+ ρ0∇ · �v1 = 0

mρ0

∂�v1

∂t
= −∇ p1 + ηs∇2�v1 +

(
ηv + 1

3
ηs

)
�∇( �∇ · �v1) (10.21)

∂e1

∂t
+ (e0 + p0) �∇ · �v1 = 
∇2T1

Now take the divergence of the second (momentum conservation) equation and use

the first (particle number) equation in the second two equations to eliminate �v1.

Thus one finds

m

(
∂2

∂t2
− Dl∇2 ∂

∂t

)
ρ1 = ∇2 p1 (10.22)

∂

∂t

(
e1 −

(
e0 + p0

ρ0

)
ρ1

)
= 
∇2T1 (10.23)

Here Dl = (ηv + (4/3)ηs)/ρ0m is called the longitudinal diffusion constant. The

first of these equations will become a wave equation describing sound waves and

the second will become a diffusion equation describing heat diffusion in appropriate

cases. To close the equations one must invoke the assumption of local thermody-

namic equilibrium to relate the four quantities ρ1, T1, P1 and e1 to one another

in terms of two independent thermodynamic variables. A convenient choice is to

express e1 and p1 and T1 in terms of ρ1 and q1, a heat fluctuation defined as (V is

the system volume)

q1 ≡ e1 −
(

e0 + p0

ρ0

)
ρ1 = T0

V
S1 (10.24)

The second equality follows from elementary thermodynamics at constant particle

number N . S1 is the fluctuation in the total entropy. Thus choosing the entropy and
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the number density as independent variables we have from the chain rule that

T1 =
(

∂T

∂ρ1

)
S

ρ1 + V

T

(
∂T

∂S

)
ρ

q1 (10.25)

p1 =
(

∂p

∂ρ1

)
S

ρ1 + V

T

(
∂p

∂S

)
ρ

q1 (10.26)

Inserting these equations into the two previous ones gives

(
∂2

∂t2
− Dl∇2 ∂

∂t
− c2

s ∇2

)
ρ1 − αρc2

s

C p
∇2q1 = 0 (10.27)

∂

∂t
q1 − γ DT ∇2q1 − 


αρ0

(γ − 1)∇2ρ1 = 0 (10.28)

Here c2
s = (1/m)(∂p/∂ρ)S is the adiabatic sound velocity, α = −(1/ρ0)(∂ρ/∂T )P

is the thermal expansion coefficient, C p = (1/V )(T ∂S/∂T )P is the isobaric specific

heat per unit volume, γ = CP/CV is the specific heat ratio and DT = 
/CP .

Notice that at low temperatures, the thermal expansion coefficient becomes small

and the term in the first equation which couples the density fluctuations to the heat

fluctuations becomes small. Then the first equation just describes adiabatic sound

propagation.

Further, the damping of the sound is of order q2 Dl while the frequency is csq so

the damping becomes weaker at long wavelengths. At the same time the coupling

term in the second equation also becomes small at low temperatures, so that the

second equation reduces to the diffusive heat equation (because C p ≈ CV .)

It remains to treat the initial conditions in these equations in an appropriate way

so that they can be used to calculate the density correlation function . As mentioned

above, the general idea is to connect the correlation function to the hydrodynamic

response through a fluctuation–dissipation theorem. We impose a perturbation of

the form

H ′(t) = −
∫

d�r δp(�r )ρ(�r , t)eεt/〈ρ〉 (10.29)

for t < 0 (and H ′(t) = 0 for t > 0). Here δp(�r ) is a small c-number function which

may be regarded as a slowly imposed fluctuation in the pressure. ε is an infinitesi-

mally small positive number describing the very slow rate at which the perturbation

is turned on. ρ(�r , t) is the Heisenberg representation of the number density operator

of the fluid. By quite standard manipulations of time dependent perturbation theory

one can show that the change in the density δρ(�r , t) at time t > 0, resulting from
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this perturbation is

δρ(�r , t) = i

h̄

∫ 0

−∞
dt ′eεt ′

∫
d�r δp(�r ′)

〈ρ〉 〈[ρ(�r ′, t ′), ρ(�r , t)]〉T (10.30)

Here 〈. . .〉T means a thermal average in the unperturbed system, which we assume is

described by the canonical ensemble as t → −∞. This is a fluctuation–dissipation

theorem in the sense discussed earlier because it relates the response δρ(�r , t) to an

externally imposed disturbance (characterized by δp(�r ′) and the slow introduction

of the perturbation in time up to t = 0) through the equilibrium correlation functions

〈[ρ(�r ′, t ′), ρ(�r , t)]〉 describing the fluctuations of the undisturbed system. It is not

hard, for example by introducing a set of exact energy eigenstates, to show that the

time Fourier transform of the commutator on the right hand side of this expression

is related to the density density correlation function by

∫ ∞

−∞
dτ e−iωτ 〈[ρ(�r ′, 0), ρ(�r , τ )]〉T ≡ 〈[ρ(�r ′), ρ(�r )]〉T (ω)

= (1 − e− h̄ωβ)

∫ ∞

−∞
e−iωτ 〈ρ(�r ′, 0)ρ(�r , τ )〉T dτ ≡ (1 − e− h̄βω)〈ρ(�r ′)ρ(�r )〉T (ω)

(10.31)

If we assume that the perturbation H ′(t) left the system in a state of local equilibrium

at time t = 0 with pressure p + δp(�r ) in place of the equilibrium pressure, then we

can use the hydrodynamic equations to calculate the response δρ(�r , t) for t > 0.

This assumption can be established2 for small enough ε. To use the result to calculate

the density–density correlation function, we take the complex Laplace transform

of (10.30) for a complex variable z in the upper half of the complex plane:

δρ(�r , z) ≡
∫ ∞

0

dt eiztδρ(�r , t)

=
∫

δp(�r ′)
〈ρ〉 (−1/h̄)

∫ ∞

−∞

dω

2π

1

(ω − iε)

1

(i(z − ω))
〈[ρ(�r ′), ρ(�r )]〉T d�r ′(ω)

(10.32)

Then by taking z → ω + iε, using the identity 1/(x + iε) → P(1/x) − iπδ(x) and

defining spatial Fourier transforms as f (�q) = ∫
d�re−i�q·�r f (�r ) one finds

2 h̄ωV

(1 − e−β h̄ω))
Re(δρ(�q, z → ω + iε)〈ρ〉/δp(�q)) = 〈ρρ〉T (�q, ω) (10.33)
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in which the Fourier transform of the equilibrium density–density correlation func-

tion is defined by

〈ρρ〉T (�q, ω) =
∫

d(t − t ′)
∫

d(�r − �r ′) eiω(t−t ′)−i�q·(�r−�r ′)〈ρ(�r , t)ρ(�r ′, t ′)〉T (10.34)

Thus the program is simply to solve the hydrodyamic equations for the Laplace

transform with initial condition p1(�r , t = 0) = δp(�r ) and then use (10.33) to com-

pute the correlation function. The equations for the Laplace transform take the

form:

( − z2 + izDl∇2 − c2
s ∇2

)
ρ1(�r , z) − αρ0c2

s

CP
∇2q1(�r , z) = (−Dl∇2 − iz)ρ(�r , t = 0)

(10.35)

(−iz − γ DT ∇2)q1(�r , z) − 


αρ0

(γ − 1)∇2ρ1(�r , z) = q1(�r , t = 0) (10.36)

Now we take the spatial Fourier transform and write

ρ1(�q, t = 0) =
(

∂ρ

∂p

)
T

δp(�q) (10.37)

q1(�q, t = 0) =
(

T

V

) (
∂S

∂p

)
T

δp(�q) (10.38)

Here we are using the previously discussed assumption concerning the preparation

of the initial state with the perturbation H ′(t). Then the two equations become:

(−z2 − izq2 Dl + (csq)2)ρ1(�q, z) + αρ0c2
s

CP
q2q1(�q, z) = (q2 Dl − iz)

(
∂ρ

∂p

)
T

δp(�q)

(10.39)




αρ0

(γ −1)q2ρ1(�q, z) + (−iz + γ DT q2)q1(�q, z) =
(

T

V

)(
∂S

∂p

)
T

δp(�q) (10.40)

These are two linear equations for ρ1(�q, z) and q1(�q, z). The solution for ρ1(�q, z)

is easily written out as a ratio of 2 × 2 determinants:

ρ1(�q, z) =
(q2 Dl − iz)(q2γ q2 − iz)

(
∂ρ

∂p

)
T

− αρ0c2
s

CP
q2

(
T
V

) (
∂S
∂p

)
T

(−z2 − izq2 Dl − (csq)2)(−iz + γ DT q2) − DT c2
s q4(γ − 1)

δp(�q)

(10.41)

For given values of the hydrodynamic and thermodynamic parameters one can

now substitute z → ω + iε in this and take the real part. At the cost of some more
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work, one gets considerably greater insight by rearranging this expression and

making some approximations. First, one may make an expansion of the roots of the

denominator in powers of q. To second order in q one then finds poles at

z = ±csq − i(�/2)q2 − iDT q2 (10.42)

These poles correspond to the propagation of sound in the fluid. � = (γ − 1)DT +
Dl is a measure of decay rate of the sound mode. It turns out that the correlation

function 〈ρρ〉T (�q, ω) is directly proportion to the rate of inelastic light scattering

from a fluid and, at the long wavelengths and low frequencies for which the hy-

drodyamic theory is valid, this is a particularly useful way to measure 〈ρρ〉T (�q, ω).

In such an experiment, the first two poles described in (10.42) correspond to the

Stokes and anti-Stokes peaks in the light scattering amplitude, corresponding to

scattering angles giving momentum transfers �q to or from the fluid respectively and

corresponding to the absorption or emission of energy by or from the liquid from

or by the incident light beam respectively. The third pole corresponds to the central

“Rayleigh peak” associated with the diffusion of heat in the fluid. (Notice, that by

careful treatment of the factors γ here one finds that the central peak is proportional

to 1/CV and not to 1/CP .) To obtain a physically transparent form for 〈ρρ〉T (�q, ω)

it is useful to rewrite the factor αρ0

CP

(
T
V

) (
∂S
∂p

)
T which appears in the rightmost term

of the numerator as

αρ0c2
s

CP

(
T

V

) (
∂S

∂p

)
T

= CP

(
−1 + 1

γ

) (
∂ρ

∂p

)
T

(10.43)

by use of several thermodynamic identities. This rightmost term in the denominator

then becomes simply (csq)2(1 − 1/γ ). Now if we suppose that csq � DT q2, �q2

then the peaks as a function of ω will be well separated and we can approximate

the weight of each pole by simply evaluating all the finite factors at the position of

the pole. In this way we find using (10.33) and (10.41),

〈ρρ〉T (�q, ω)

= kBTρ0χT

π

[
(1/γ )

(
�q2

(ω − csq)2 + (�q2/2)2
+ �q2

(ω + csq)2 + (�q2/2)2

)

+ (1 − 1/γ )
DT q2

(ω2 + (DT q2)2)

]
(10.44)

which has a simple interpretation.
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From this one can extract various relations between transport coefficients and

the equilibrium correlation function. For example:

1

�
= lim

q→0

q2γπ〈ρρ〉T (�q, ω = csq)

kBTρχT
(10.45)

1

DT
= lim

q→0
lim
ω→0

q2π〈ρρ〉T (q, ω)

(1 − 1/γ )kBTρχT
(10.46)

�/γ + (1 − 1/γ )DT = lim
ω→0

lim
q→0

γπ〈ρρ〉T (q, ω)ω2

q2kBTρχT
(10.47)

Note that the order of taking limits is very important. Some work has been done to

use these relations to make computations of transport coefficients.3

Superfluid hydrodynamics The hydrodyamics of superfluid 4He is described by a

two fluid model.4 The basic idea for the derivation of the two fluid hydrodynamics is

the same as the one used in the derivation of the classical hydrodynamic equations.

One writes down local conservation laws and uses general symmetry arguments to

close the equations by expressing the resulting currents in terms of gradients of the

densities of the conserved quantities and phenomenological transport coefficients.

The difference between the classical hydrodynamics and the two fluid theory is

that there is an additional slow variable in the two fluid theory. The additional slow

variable arises because the lambda transition leading to superfluidity resulted in the

breaking of a symmetry in the fluid.

Unfortunately, this symmetry, which we will discuss shortly, is somewhat diffi-

cult to visualize, so we will begin with a brief discussion of the partly analogous

situation in a Heisenberg ferromagnet. In a Heisenberg ferromagnet, at any temper-

ature below the Curie temperature, the magnetization of the magnet can point in any

of an infinite number of directions on the unit sphere. In practice, the magnetization

is found in one of these infinitely many possible states, at least over macroscopic

distances, though a large sample may contain many of these macroscopic domains.

Thus the thermodynamic state of the system is described by a density matrix which

does not include all the states of the system, but only those consistent with this par-

ticular magnetization direction. Such a density matrix will not be invariant under

the simultaneous rotations of all the spin directions although the Hamiltonian of the

system is invariant under such rotations. Once the magnet is in such a state, the total

magnetization does not change in time, because the Hamiltonian commutes with

the total magnetization. This is a global conservation law (conservation of mag-

netization) which is a result of the rotational invariance of the Hamiltonian. (The

magnetization could change if the system is not isolated, as a result of interactions

with the thermal environment if the magnet is of finite size. But the time for such

changes is extremely long for macroscopic samples well below the Curie point.)
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Figure 10.1 Phase diagram of 4He.

Now consider making a hydrodynamic theory of the ferromagnet.5 One considers a

region of the magnet which is large compared with interatomic distances but small

compared with the long wavelengths of interest and supposes that such a region is

in local thermodynamic equilibrium in the constrained sense that the density ma-

trix describes the system with a fixed local magnetization direction. However, we

suppose that the whole system is slightly out of global equilibrium, so neighboring

regions of similar size in the magnet are also in local equilibrium but have a different

local magnetization. Terms of the Hamiltonian coupling spins within one of these

regions will conserve the local magnetization, but terms coupling spins in regions of

different local magnetization will change the local magnetization directions, con-

sistent with global magnetization conservation. From this picture one can derive a

new conservation law, describing the flow of magnetization. This new conservation

equation arises as a result of the broken rotational symmetry of the equilibrium

density matrix for the system below the Curie point. Much as the conservation of

momentum leads to sound waves in the Navier–Stokes equations, this conservation

law leads to spin waves in the hydrodynamics of a Heisenberg ferromagnet.

Now consider the case of liquid 4He. We show an experimental phase diagram

in Figure 10.1. In addition to the solid, “normal” He I liquid and vapor phases,

there is another phase, termed superfluid or He II phase, which exists at pressures
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below about 25 atmospheres and temperatures below about 2 K. The experimental

discovery of this phenomenon began in 1911 when a density anomaly was discov-

ered by the group of Kammerlingh Onnes. The low temperature phase was found to

have anomalous flow properties in the 1930s and, in 1938, London suggested that

Bose condensation was associated with onset of the He II phase. However, liquid
4He in this regime is much too dense for use of the low density Gross–Pitaevskii–

Bogoliubov theory described in Chapter 5. A full microscopic theoretical descrip-

tion of the superfluid phase is to this day somewhat incomplete. However, by

understanding some basic symmetry properties one can construct a correct hydro-

dynamic description. The symmetry breaking analogous to the rotational symmetry

breaking occuring in a ferromagnet is the selection by the low temperature liquid

of a quantum mechanical phase which is defined as follows. We begin with a zero

temperature description. In a basis of energy eigenstates the density matrix may be

described as

ρ = |�N ,0〉〈�N ,0| (10.48)

where |�N ,0〉 is the ground state of the system. This may be projected onto eigen-

states |�r1, . . . , �rN 〉 to give

ρ(�r ′
1, . . . , �r ′

N ; �r1, . . . , �rN ) = 〈�r1, . . . , �rN ||�N ,0〉〈�N ,0|�r ′
1, . . . , �r ′

N 〉
= �∗

N ,0(�r1, . . . , �rN )�N ,0(�r ′
1, . . . , �r ′

N ) (10.49)

To display the feature which distinguishes the superfluid from an ordinary fluid,

one sets �r2, . . . , �rN = �r ′
2, . . . , �r ′

N here and integrates over �r2, . . . , �rN to obtain the

one particle density matrix ρ1(�r ′
1, �r1):

ρ1(�r ′
1, �r1) = N

∫
d�r2 · · · d�rN�∗

N ,0(�r1, �r2, . . . , �rN )�N ,0(�r1, �r2, . . . , �rN ) (10.50)

(The factor N is included so that ρ1(�r ′
1, �r1) reduces to the particle density when

�r1 = �r ′
1.) Now take the limit in which |�r1 − �r ′

1| becomes large (macroscopic). In a

superfluid, ρ1(�r1, �r1) approaches a finite limit of factors independent of the differ-

ence �r1 − �r ′
1

ρ1(�r1, �r ′
1) → Nψ∗

0 (�r ′
1)ψ0(�r1) (10.51)

In a noninteracting Bose gas, ψ0 is simply the eigenfunction of the lowest eigenstate

of the single particle Hamiltonian. More generally, it has an amplitude which is

denoted
√

n0(�r )/V and a phase φ(�r ) so that

ρ1(�r1, �r ′
1) → (N/V )

√
n0(�r1)n0(�r ′

1)exp(+i(φ(�r1) − φ(�r ′
1)) (10.52)
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In the ground state of a homogeneous bulk superfluid, φ and n0 are constants and

ρ1(�r1, �r ′
1) → (Nn0/V ) which is a fraction of the total density of the fluid, termed

the “condensate fraction.” If the fluid is not interacting then n0 = 1 whereas in the

presence of interactions n0 < 1. In this bulk limit and the ground state, the quantum

mechanical phases φ (not to be confused with the thermodynamic phases) do not

enter the limiting form of ρ1. In particular, a change δφ in the phase everywhere

would not change ρ1 or anything else observable about the system. Now consider

a low lying time dependent wave function, associated with a hydrodyamic flow

state of the fluid, which is inhomogeneous on scales much larger than interatomic

distances. Now the phases can be defined as above, but they will be position and

time dependent:

ρ1(�r1, �r ′
1, t) = N

∫
d�r2 · · · d�rN�∗

N (�r ′
1, . . . , �r ′

N , t)�N (�r1, . . . , �rN , t)

→ (N/V )
√

n0(�r1)n0(�r ′
1)exp(+i(φ(�r1, t) − φ(�r ′

1, t)) (10.53)

The new hydrodynamic equation involves the derivatives of the phase. One defines

�vs(�r , t) ≡ (h̄/m)∇rφ (10.54)

which has the dimensions of a velocity. It is called the “superfluid velocity.” How-

ever, it is important to note that because the phase difference between two points

in the fluid has only been defined when the two points are far apart (in practice

much farther than interatomic distances), the derivative in the last equation can

only make sense as a finite difference. To get an equation for ∂φ/∂t we write

ρ1(�r1, �r ′
1) a different way

ρ1(�r1, �r ′
1) = N 〈�N |ψ†(�r ′

1)ψ(�r1)|N 〉 (10.55)

for the equilibrium state whereψ(�r ) = ∑
ν φn(�r )an is the wave operator discussed in

connection with the Gross–Pitaevskii–Bogoliubov theory and φn(�r ) is any complete

one particle basis. The time dependent ρ1 for a hydrodynamic state is, in this

language

ρ1(�r1, �r ′
1, t) = N 〈�N |ψ†(�r1, t)ψ(�r ′

1, t)|N 〉 (10.56)

where ψ(�r ′
1, t) is the Heisenberg operator

ψ(�r ′
1, t) = eiHt/ h̄ψ(�r ′

1) e−iHt/ h̄ (10.57)

Insert a complete set of N − 1 particle states in this form of ρ1(�r1, �r ′
1, t) and take the

limit of large separations of �r1 and �r ′
1. We assume that, with an appropriate choice

of basis for the complete set, only one intermediate state |�N−1〉 survives the limit
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giving

ρ1(�r1, �r ′
1, t) → N 〈�N |ψ†(�r ′

1, t)|�N−1〉〈�N−1|ψ(�r1, t)|�N 〉 (10.58)

allowing the identification

√
n0(�r ) eiφ(�r ,t) = 〈�N−1|ψ(�r1, t)|�N 〉 (10.59)

We are supposing that the time dependence on the left hand side is all in the phase.

Taking the time derivative of this equation gives

∂φ(�r , t)

∂t
= −(EN − EN−1)/ h̄ (10.60)

if |�N 〉 and 〈�N−1| are energy eigenstates. More generally the right hand side is

(〈�N−1|Hψ(�r1, t)|�N 〉 − 〈�N−1|ψ(�r1, t)H |�N 〉)/〈�N−1|ψ(�r1, t)|�N 〉h̄
(10.61)

It is reasonable to identify this with the negative of a local chemical potential,

since it represents the negative of the energy cost of adding a particle to the system

at �r1:

∂φ(�r , t)

∂t
= −μ(�r , t)

h̄
(10.62)

and taking the gradient and using the definition of �vs

m
∂�vs

∂t
= −∇μ(�r , t) (10.63)

which is the desired new equation. These relations may be interpreted to mean that

an increase in time of the phase of the condensate wave function is associated with

the local addition of a particle to the system and the associated energy is μ so the

time scale is h̄/μ. A gradient in the phase means that particles are being added or

subtracted at different rates in neighboring parts of the fluid, resulting in fluid flow.

Thus the superfluid flow is driven by the gradient of the chemical potential. (This

relation is attributed to Josephson.)

All this discussion may be extended to finite temperatures. In the language used

here the equilibrium one particle density matrix is

ρ1(�r1, �r ′
1) = N

∫
d�r2 · · · d�rN

∑
ν

e(−EN ,νβ)�∗
N ,ν(�r ′

1, . . . , �r ′
N )�N ,ν(�r1, . . . , �rN )

(10.64)
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where �N ,ν is a complete set of many body eigenstates and the condensate wave

function is defined in exactly the same way

ρ1(�r1, �r ′
1) → Nψ∗

0 (�r ′
1)ψ0(�r1) (10.65)

which is temperature dependent so obviously the “condensate wave function” is

not a wave function in the usual sense. There is a possibility that there will be no

finite term of order N when �r1 − �r ′
1 is large. This will occur when the temperature

is large enough and the temperature at which it first occurs is the lambda transition

temperature.

It is sometimes convenient to think of the definition of phase in another, equiv-

alent, way due to Onsager and Penrose.6 Regard the one particle density ma-

trix as an integral operator acting on functions ψ(�r ) and consider the eigenvalue

equation:

∫
d�r ′ρ1(�r , �r ′)ψλ(�r ′) = nλψλ(�r ) (10.66)

It is easy to establish that the operator is Hermitian so the eigenvalues nλ are real.

For a Hermitian operator the operator can be rewritten as

ρ1(�r , �r ′) =
∑

λ

ψλ(�r )nλψ
∗
λ (�r ′) (10.67)

Then the lambda transition occurs when one of the terms in this sum has a macro-

scopically large eigenvalue nλ. Call this eigenvalue nλ0
. Then the relationship to the

previous formulation is ψλ0
= ψ0(�r ) and nλ0

= n0 N . The phase φ of ψλ0
(�r ) is the

phase used to define the superfluid velocity as before. This formulation in terms of

“Penrose orbitals” is useful for study of transitions to the strong coupling analogue

of Bose condensation in finite and heterogeneous systems. Unless the many body

problem has been completely solved, however, the Penrose orbitals are not easy to

calculate.

The quantum mechanical phase will only survive at large separations if only one

term dominates the sum on ν in ρ1. Thus in the limit, although n0 is temperature

dependent, the phase φ is associated with just one many body wave function,

whose weight in the total density matrix gets smaller as the temperature rises. Thus

the essential elements of the derivation of the equation for �vs are unchanged except

that there are additional, uncontrolled terms which cause the phase to degrade in

time. One takes account of these with a dissipative term:

m
∂�vs

∂t
= −∇(μ(�r , t) + h) (10.68)
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Now we combine (10.68) with the conservation laws which led to the Navier–Stokes

equations in order to obtain the superfluid hydrodynamics.

∂ρ

∂t
= −∇ · �J/m (10.69)

∂ �J
∂t

= −∇ · Π (10.70)

∂e

∂t
= −∇ · �S (10.71)

in which

�J/m = (1/2)
∑

i

( �pi

m
δ(�r − �ri ) + δ(�r − �ri )

�pi

m

)
(10.72)

Π = (1/4)
∑

i

( �pi

m
�piδ(�r − �ri ) + 2

�pi

m
δ(�r − �ri )�pi + δ(�r − �ri )

�pi

m
�pi

)

+ (1/2)
∑
i �= j

�r ji∇iφ(�ri − �r j )δ(�r − �ri ) (10.73)

�S = �SK + �Sφ + �Sv (10.74)

and

�SK = (1/4)
∑

i

[
Ti

( �pi

m
δ(�r − �ri )+δ(�r − �ri )

�pi

m

)
+

( �pi

m
δ(�r − �ri )+δ(�r − �ri )

�pi

m

)
Ti

]

(10.75)

�Sφ = (1/4)
∑

i

( �pi

m
φ(�ri − �r j )δ(�r − �ri ) + φ(�ri − �r j )δ(�r − �ri )

�pi

m

)
(10.76)

�Sv = (1/4)
∑

i

∑
j �=i

( �pi

m
· ∇i jφ(�ri −�r j )�r jiδ(�r −�ri ) + �r jiδ(�r − �ri )∇i jφ(�ri − �r j ) · �pi

m

)

(10.77)

as before.

In experimental practice, the part of the flow of the fluid which arises from �vs can

be distinguished from any other flow in the system by the fact that, after any external

forces are removed, it decays much more slowly in time than any other flow. This

existence of superfluid currents is the central phenomenon of superfluidity and arises

because a change in the coherent gradient ∇φ of the phase of a macroscopically

large number of the particles would require a simultaneous coherent change in the

phases of all of them at once and this is unlikely and energetically expensive. (One

can get more insight into this by study of the Gross–Pitaevskii–Bogoliubov model

discussed in Chapter 5.) Thus both computationally and experimentally one can
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distinguish a component �J s of the momentum current which survives after removal

of any external forces and depends linearly on �vs:

�J s = lim
t→∞

�J (t) = mρs�vs (10.78)

where the coefficient ρs is defined by this equation. (Here we have defined ρs as

a number density though in much, but not all, of the literature on superfluidity ρs

is this quantity multiplied by m.) At shorter times, or in the presence of continual

external driving forces, the current has additional terms which we write in the

form:

�J = m(ρ�vs + (ρ − ρs)�vn) (10.79)

This equation is to be regarded as defining �vn. It is convenient to write the coefficient

of �vn as ρn = ρ − ρs. One refers to this formulation as two fluid hydrodyamics,

with the densities and velocities of the “superfluid” and “normal” components of

the fluid being respectively ρs, �vs, ρn, �vn. This picture is intuitively appealing but it

must be treated with considerable caution, returning when in doubt to the original

definitions. Averaging the three conservation laws of ordinary hydrodynamics and

writing 〈�̃〉 = 1p − σ ′ as before gives

∂ρ

∂t
= −∇ · �J/m (10.80)

∂ �J
∂t

= −∇ p + ∇ · σ̃ ′ (10.81)

∂e

∂t
= −∇ �j ε (10.82)

and the new equation

m
∂�vs

∂t
= −∇(μ(�r , t) + h) (10.83)

The correct forms for �j ε, σ̃ ′ and h are given by Khalatnikov. They are strongly

constrained by the requirements of Galilean invariance, local thermodynamic equi-

librium and the increase of entropy with time:

σ̃ ′
i j = η((∇ivn, j + ∇ jvn,i ) − (2/3)∇ · �vnδi j + δi j (ζ2 − mρζ1)∇ · �vn) (10.84)

�j ε = μ �J/m + T s�vn − 
∇T (10.85)

h = ζ3∇ · ( �J − ρ�vn) + ζ1∇ · �vn (10.86)

The equations are closed by the relations

�J = m(ρs�vs + ρn�vn) (10.87)

ρ = ρs + ρn (10.88)
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which were already introduced. New transport coefficients ζ1, ζ2, ζ3 have been in-

troduced. s is the entropy per unit volume. (Elsewhere we have used the same

symbol to denote the entropy per particle.) We imagine inserting the definitions

of σ̃ ′
i j (10.84), �j ε and h (10.86) into equations (10.81), (10.82) and (10.83). Then

the remaining equations are the continuity equation (10.80) (1), the momentum

equation (10.81) (3), the superfluid velocity equation (10.83) (3), the energy con-

servation equation (10.82) (1) and the relations (10.87) (3) and (10.88) (1) which

relate the current and density to their superfluid and normal compenents for a total

of 12 equations relating the variables e, s, T, ρ, p, μ (six thermodynamic variables)

and �J , �vs, �vn, ρs and ρn (11 other variables) for a total of 17 variables. Thermo-

dynamic relations between the six thermodynamic variables reduce the number of

independent thermodynamic variables to two independent variables and the con-

straint ∇ × �vs = 0 reduces the number of independent components of �vs to two

so the equations can be closed (17 − 4 − 1 = 12 independent variables and 12

equations).

Relations for the transport coefficients in terms of equilibrium correlation func-

tions of the currents, analogous to equations (10.46) and (10.47) were worked out

by Hohenberg and Martin.7
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Problems

10.1 Consider a monatomic fluid moving in a porous material in such a way that the

momentum is not conserved.

(a) Write the conservation law for mass in this system in terms of ρ = ∑
i δ(�r − �ri ).

Define the quantities which appear carefully.
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(b) Imagine averaging this equation over short time scales as discussed to get a

hydrodynamic equation. Here there is only one hydrodynamic quantity, the

average density 〈ρ〉(�r , t). What is the appropriate way to close the equation,

analogous to what was done for a fluid conserving momentum? (Hint: you must

expand the current to lowest order in gradients of the hydrodynamic variables

and introduce a transport coefficient.) What is the name of the equation you get

this way, and what is the name of the transport coefficient?

(c) Now deduce some Kubo relations for this system. Introduce a perturbation

H ′ = −
∫

δp(�r )

ρ0

ρ(�r , t)

exactly as for the hydrodyamic case. You may use the relation

2 h̄ω(
1 − e−β h̄ω)

)Re(δρ(�q, z → ω + iε)〈ρ〉/p(�q)) = 〈ρρ〉T (�q, ω)

where

〈ρρ〉T (�q, ω) =
∫

d(t − t ′)
∫

d(�r − �r ′) eiω(t−t ′)−i�q·(�r−�r ′)〈ρ(�r , t)ρ(�r ′, t ′)〉T

as in (10.34). Use this and your hydrodynamic equation to find an expression for

〈ρρ〉T (�q, ω) in terms of ω, β, the equilibrium density, �q, an equilibrium thermo-

dynamic derivative and your transport coefficient. (There should be no reference

to δp in the answer.)

(d) Use the answer to (c) to find two different expressions for the transport coefficient

in terms of 〈ρρ〉T (�q, ω) and the other quantities using the limits limω→0 limq→0.

10.2 Linearize the equations of superfluid hydrodynamics and solve them in the case of

zero viscosities. Show that there are two propagating, sound like modes. These are

called first and second sound.

10.3 Use the Gross–Pitaevskii–Bogoliubov theory for a weakly interacting Bose gas, as

described in Chapter 5, to calculate the one particle density matrix, thus identifying

the condensate wave function in this case (at zero temperature).
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Stochastic models and dynamical critical phenomena

General discussion of stochastic models

In the hydrodynamic theories, one writes equations which describe the system at

hand on long time and length scales, using local conservation laws and the presence

of broken symmetries to determine the identity of these slowly varying quantities.

However, one would like a way to take account of the effects of the more rapidly

varying degrees of freedom in such theories. Implicitly, these more rapid degrees

of freedom are present in the integrals which determine the transport coefficients

in the hydrodynamic equations by way of Kubo relations, but no method is pre-

sented to calculate the required integrands. One way to take account of the other

degrees of freedom is to take on the entire many body problem all the way down

to the atomic or electronic level, as one does in molecular dynamics simulations of

various sorts. However, it is useful to have some approximate analytical ways to

attack this problem as well. Here we review the basis for the most common such

approach, the Langevin equation. For most of this discussion, we will assume that

the identity of the slow variable or variables is known and that the separation of time

scales is extreme so that the faster variables are essentially instantaneous in a sense

we will discuss. These assumptions are not often particularly well justified. How-

ever, the resulting formulation has yielded very useful insights and is an important

part of the subject. Even after these assumptions, the Langevin equation (and its

relatives) is not particularly simple to solve because it contains a stochastic noise

term.

Generalized Langevin equation

We suppose that we know that a set of selected variables, generically labelled ψi (t),
is known to be “slow.” We suppose that these can be expressed in terms of the coor-

dinates and momenta which are used to write down the Hamiltonian or Lagrangian

217
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of the system. For example, these variables could be the hydrodynamic quantities

ρ(�r , t), �v(�r , t) and e(�r , t) which enter the Navier–Stokes equations. However, here

we ignore the spatial dependence which can be taken into account later by use of

the index i . In a system in which quantum mechanical effects are important at low

frequencies, the ψi (t) could be treated as operators without changing very much

of what follows. However, we will assume that they are classical variables. In gen-

eral, if one knows a correct model for the system, expressed as a Hamiltonian or

Lagrangian, one can write down equations for the time derivatives of these selected

variables. However, the expressions obtained for the time derivatives will be very

complicated functions of the original coordinates and momenta and will not involve

only the ψi variables originally selected. (Unless, of course, one has selected the

entire collection of coordinates and momenta to be the ψ . But then their dynamics

will not be “slow” in any sense and one might as well do a molecular dynamics

simulation.) In fact we carried out the process of finding the time derivatives of the

hydrodynamic variables in the last chapter and found expressions which did not

“close.” That is, the time derivatives involved quantities which were not expressible

in terms of the hydrodynamic variables themselves. In deriving the Navier–Stokes

equations we closed the equations by assuming that unknown currents could be

expressed in terms of gradients of densities in a way which introduced phenomeno-

logical transport coefficients. To go beyond that assumption here, we suppose that

the time derivatives can be written in the form

∂ψi

∂t
= −

∑
j

∫ t

0

dt̄ Ki j (t − t̄)ψ j (t̄) + fi (t) (11.1)

This is equivalent to separating off a term of the form shown in the first part of the

right hand side from the time derivative. This is supposed to be the “slow” part. It

is assumed to be linear in the ψ j but the possibility of a time delay is taken into

account. The factor Ki j (t − t̄) is called a “memory function” since it is interpreted

to mean that ∂ψi/∂t is affected by values of ψ j in the “past” (t̄ < t). The second

term on the right, fi (t), is called the “noise.” It is assumed (and to some extent can

be shown) to be “fast.” That is, its dynamics will involve frequencies (much) higher

than those resulting from the first term alone.

To proceed further we suppose that our system is in local equilibrium, so that

one can define an average, termed a “thermal average” and denoted 〈. . .〉, in which

one averages the time dependent quantities over times which are short compared

to the long periods of all the motions of interest. So far, the functions Ki j (t − t̄)
and fi (t) are quite arbitrary but one finds some useful constraints on them if one

supposes that

〈ψi (t = 0) f j (t)〉 = 0 (11.2)



Generalized Langevin equation 219

for all positive t . One says that the noise is not correlated with the (initial) values

of the ψi . With these constraints one can show quite generally that the correlation

function of the “noise” is related to the “memory function”:

〈 fi (t) f j (t
′)〉 =

∑
l

Kil(t − t ′)〈ψlψ j 〉 (11.3)

Furthermore if one separates off a kind of “mean field” term from Kil(t − t ′)

Kil(t − t ′) = δ(t − t ′)
∑

j

〈
ψ j

∂ψi

∂t

〉
(〈ψ jψl〉)−1 + K (d)

il (t − t ′)≡ K (s)
il + K (d)

il (t − t ′)

(11.4)

then only K (d)
il (t − t ′) contributes to (11.3):

〈 fi (t) f j (t
′)〉 =

∑
l

K (d)
il (t − t ′)〈ψlψ j 〉 (11.5)

We provide a sketch of the proof of these results (more details appear in references

1–3). One defines a Laplace transform F(z) of any function F(t) as

F(z) = −i

∫ ∞

0

eizt F(t) dt (11.6)

(where z has a small positive imaginary part). Then the Laplace transform of (11.1)

is

zψi (z) −
∑

j

Ki j (z)ψ j (z) = ψi (t = 0) + i fi (z) (11.7)

(We have made use of the assumption that ψ j (t) varies slowly to omit a small part

of the second term.) Multiply this by ψl(t = 0) ≡ ψl and average using (11.2):∑
j

(zδi, j − Ki j (z))〈ψlψ j (z)〉 = 〈ψlψi 〉 (11.8)

It is useful to define

Ci j (t − t ′) = �(t − t ′)〈ψ j (t)ψi (t
′)〉 (11.9)

where �(t − t ′) is the Heaviside function (equal to 1 when t > t ′ and 0 otherwise).

The Fourier transform of Ci j (t − t ′) defined as

Ci j (ω) =
∫ ∞

∞
eiω(t−t ′)Ci j (t − t ′) d(t − t ′) (11.10)

(note that only half the interval contributes) is related to the quantity 〈ψi (z1)ψi (z2)〉
by the relation

〈ψi (z1)ψ j (z2)〉 =
∫ +∞

−∞

dω

2π

Ci j (ω)

(z1 − ω)(z2 + ω)
(11.11)
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which is in turn given in terms of the Laplace transforms of Ci j (t − t ′) as

〈ψi (z1)ψ j (z2)〉 = 1

z1 + z2

(Ci j (z1) + C ji (z2)) (11.12)

Now consider the correlation function of the Laplace transform of the noise. Using

(11.7) to eliminate the f and (11.8) several times one gets

〈 fi (z1) f j (z2)〉 = −
∑
l,k

(z1δil − Kil(z1))(z2δ jk − K jk(z2))〈ψl(z1)ψk(z2)〉 + 〈ψiψ j 〉
(11.13)

or making use again of (11.12) and (11.8) and using Ci j (z) = 〈ψ jψi (z)〉

〈 fi (z1) f j (z2)〉 = − 1

z1 + z2

∑
k

(K jk(z1)〈ψkψi 〉 + Kik(z2)〈ψkψ j 〉) (11.14)

Inverting the Laplace transform gives (11.3). To show that only K (d)
il (t − t ′), and

not K (s)
il (t − t ′), contributes to (11.3), one can use (11.14) to write the contribu-

tion of K (s)
il (t − t ′) by inserting the Laplace transform of K (s)

il (t − t ′), which is

just a constant equal to
∑

j 〈ψ j∂ψi/∂t〉〈ψ jψk〉−1 giving for the contribution of

K (s)
il (t − t ′) to the sum in (11.14)

〈ψi∂ψ j/∂t〉 + 〈(∂ψi/∂t)ψ j 〉 (11.15)

But it is quite easy to show that this is zero using the time reversal properties of

〈ψi (t)ψ j (t ′)〉 (Problem 11.1).

Now consider the limiting case, which is the most common one studied, in which

the time scale of the noise is much shorter than the time scales of interest. Then

one often approximates

〈 fi (t) f j (t
′)〉 = δ(t − t ′)	δi j (11.16)

(More generally this does not have to be diagonal in i, j .) We invert (11.5) to give

K (d)
i j (t − t̄) = δ(t − t̄)	〈ψiψ j 〉−1 (11.17)

in which 〈ψiψ j 〉−1 is the i j element of the inverse of the matrix 〈ψiψ j 〉. Then the

Langevin equation in this “Markov” approximation becomes using (11.4)

∂ψi

∂t
= −

∑
j

K (s)
i j ψ j (t) −

∑
j

	〈ψiψ j 〉−1ψ j (t) + fi (t) (11.18)

in which the weight of the noise is related to the second term on the right by

(11.16). In practice one can arrange, for example, that the terms involving K (s)
i j

give, in the hydrodynamic case, the (linearized) Navier–Stokes equations. Then this

prescription permits one to extend the Navier–Stokes equations to take account of

high frequency noise, providing that one remembers that to do this consistently; one
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must also include a damping term (the second one on the right in the last equation)

which is determined by the weight of the noise and the static correlation functions

〈ψiψ j 〉 of the fluid.

General discussion of dynamical critical phenomena

At critical points, the fluctuations of the properties of the system become large at

long wavelengths, as discussed in Chapter 9. However, the scale of the fluctuations

becomes large not only in space but also in time, that is they “slow down.” To under-

stand this critical “slowing down” we start with a hydrodyamic theory describing

conservation laws plus equations for the dynamics of the fluctuations of the quan-

tity, such as magnetization or phase, which characterizes the broken symmetry of

the ordered phase below the critical point. However, it turns out to be essential also

to take into account the effects of the dynamics of the other degrees of freedom

in the system, which have characteristically faster dynamics. From the preceding

discussion, we saw that including the “noise” associated with these other degrees of

freedom also necessarily, and for consistency, leads to additional dissipative terms

which can affect the slow dynamics and whose magnitude is related to the magni-

tude of the noise. Because the separation of time scales just discussed is very large

near critical points, the Langevin theory, which assumed such a time separation, is

a particularly good place to start to understand dynamical critical phenomena. To

be a little more specific, one can refer to equation (11.19), specialized to just one

variable ψ :

∂ψ

∂t
= −K (s)ψ(t) − 	〈ψψ〉−1ψ(t) + f (t) (11.19)

where 	 is the weight of the noise. Now suppose for definiteness that ψ is the

deviation of the magnetization of a magnet with no local conservation laws from its

equilibrium value ψ = M − 〈M〉 ≡ δM . (If there are no local conservation laws,

then at low frequencies, the “mean field” term (also known as the Poisson bracket

term) gives no contribution.) Consider the susceptibility χ of such a magnet:

χ = ∂〈M〉
∂ H T

= ∂2 F

∂ H 2
= 〈(δM)2〉

kBT
(11.20)

(This is a very simple form of the fluctuation–dissipation theorem.) But near the

critical point χ = C/|T − Tc|γ so the second term on the right hand side of (11.19)

is (−	|T − Tc|γ /C)δM which gets very small (that is slow) as T → Tc. Thus we

have critical slowing down from this term. Basically, this little example has the

elements of a theory due to Van Hove of critical slowing down. The theory does

account for the qualitative fact that slowing down occurs but quantitatively it does
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not give the right exponents to describe the reduction in time scales as a function

of the distance in thermodynamic parameter space (e.g. temperature or field) from

the critical point. In fact it turns out that the critical fluctuations can cause 	 to

be significantly temperature dependent and to diverge at Tc in some models. To

go further, one needs a more detailed theory which incorporates hydrodynamic

degrees of freedom, as well as the order parameter dynamics. However, before

embarking on that discussion we need to discuss the phenomenological description

of dynamical critical phenomena which, like the static critical phenomena, can be

based on a scaling hypothesis.

Scaling description of dynamical critical phenomena To characterize dynami-

cal behavior associated with the large, long wavelength fluctuations which occur

near critical points, it is convenient to think about dynamical correlation functions.

These can be defined for many variables, though we will be primarily interested

in the variable which acquires a value which breaks a global symmetry of the

Hamiltonian by acquiring a finite value and thus drastically reducing phase space

over which the density matrix is nonzero below Tc. This variable is often called

the “order parameter.” Examples are the magnetization in magnetic models and the

density in the gas–liquid transition. (More specifically for the gas–liquid transition

it is the difference between the density of the gas phase and the liquid phase when

the pressure is fixed along the coexistence line. The subtleties associated with iden-

tifying separate phases in a system with which we are not already quite familiar

were briefly discussed in Chapter 9.) In the last chapter, we described the calcula-

tion of such a dynamical correlation function (〈ρρ〉(�q, ω)) for a fluid in the limit of

long wavelengths and low frequencies, and using the hydrodynamic Navier–Stokes

equations. We argued there that at long wavelengths the assumptions that led to

the hydrodynamic theory were justified. The essential assumption is that by aver-

aging properties over regions of size which are small compared to the wavelength

considered, one can describe the average local properties with the assumption of

local thermodynamic equilibrium. This assumption was used to justify the use of

local thermodynamic relations in the derivation of the Navier–Stokes equations.

Near critical points, these assumptions remain valid only if the observations are

confined to larger and larger length scales, because equilibrium fluctuations associ-

ated with longer and longer wavelengths become important. Thus it is because the

closure of the hydrodynamic equations required the repeated use of the assumption

of local thermodynamic equilibrium (though the fundamental conservation laws

which were the starting point of the hydrodynamic theory were obtained from ex-

act operator identities), that the region of validity of hydrodynamics narrows near

critical points. Near critical points, we have seen that there are large amplitude

fluctuations (in the order parameter but sometimes also in other variables coupled
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Figure 11.1 Illustration of the hydrodynamic and critical regions.

to it) over very large length scales. In order to describe the thermodynamic state

near a critical point, we must therefore choose a region of the system which is large

compared to these fluctuations, which means that the volume of the regions over

which we average the conservation equations to obtain the hydrodynamic theory

must be larger than the coherence length which characterizes the fluctuations. If we

do not choose it that large, we still get the conservation equations but we cannot use

thermodynamic relations to close them because the regions are not in local thermal

equilibrium. Thus the hydrodynamic equations only make sense if the wave vector

q characterizing the scale of the observation is much smaller than the inverse 1/ξ

of the coherence length ξ (Figure 11.1). At the critical point itself, ξ → ∞ and the

region of hydrodynamically allowed q shrinks to zero: hydrodynamics becomes

useless.

To obtain a phenomenological characterization of how the dynamics evolves as

one leaves the hydrodynamic regime, one needs a characterization of the dominant

frequency scale of the fluctuations. This may be done in a variety of essentially

equivalent ways. Here we follow Halperin and Hohenberg4 and rewrite the corre-

lation functions of form 〈ψψ〉(�q, ω) as

〈ψψ〉(�q, ω) = 2π

ωψ (�q)
〈ψψ〉(�q) f (ω/ωψ (�q)) (11.21)

where

〈ψψ〉(�q) =
∫

d�r exp(−i�q · �r )〈ψ(�r , t = 0)ψ(�r = 0, t = 0)〉 (11.22)

is related to

〈ψψ〉(�q, ω) =
∫

d�r dt e−i�q·�r+iωt〈ψ(�r , t)ψ(�r = 0, t = 0)〉 (11.23)
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by the relation ∫
dω

2π
〈ψψ〉(�q, ω) = 〈ψψ〉(�q) (11.24)

The integral on ω is over the interval −∞ < ω < ∞. Then with the form (11.21)

one has for the function f the equivalent relation∫ ∞

−∞
dx f (x) = 1 (11.25)

Now the frequency ωψ (�q) in (11.21) is fixed by requiring that

∫ 1

−1

f (x) dx = 1/2 (11.26)

This is easily shown to be a sensible (though not unique) way of characterizing the

frequency of the fluctuations near a critical point. It is better than using a frequency

moment of the correlation function for this purpose, because for some models, the

most natural moments to choose turn out to be divergent.

Now if ψ represents the fluctuations of the order parameter (magnetization for a

ferromagnet above the Curie point, magnetization minus the average magnetization

below the Curie point, for example) then the scaling form for 〈ψ(�r , t = 0)ψ(�r =
0, t = 0)〉 = g(�r ) was discussed in Chapter 9 and can be written in the form

g(r ) = r−(d−2)+η F(r/ξ ) (11.27)

or for the Fourier transform

S(q) =
∫

d�r exp(−i�q · �r )g(r ) (11.28)

the scaling form is

S(q) = qη−2F(qξ ) (11.29)

We have argued that the dynamics of the critical fluctuations will also depend on qξ .

Accordingly, Halperin and Hohenberg postulated the scaling relation, analogous to

(11.29)

ωψ (q) = qz�(qξ ) (11.30)

The function �(qξ ) can be expected to take different forms in the hydrodynamic

and critical regions shown in Figure 11.1, without affecting the validity of (11.30).

One new exponent, the dynamical critical exponent z, has been introduced.

For example, we can use this hypothesis to draw conclusions about the critical

dynamics at the gas–liquid critical point. From the density–density correlation func-

tion S(q, ω) for a classical hydrodynamic fluid which was worked out in Chapter 9
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we found two modes, a sound mode and a zero frequency overdamped mode cor-

responding to entropy fluctuations in the fluid. Near the critical point, the entropy

fluctuation mode associated with heat diffusion dominates the critical behavior. Its

damping rate is

ωq1
(q) = DT q2 (11.31)

and represents the rate of decay of fluctuations in the heat, defined (equation (10.23))

as q1 = e1 − (e0 + p0)(ρ1/ρ0). Here DT = �/CP has the generic form of a trans-

port coefficient divided by a static susceptibility as mentioned earlier. CP ∝ ε−γ

near the critical point. We must, as discussed earlier, consider the possibility that

the transport coefficient � also may diverge at the critical point. Assuming � ∝ ε−l

one has

ωρ(q) ∝ ε−l+γ q2 ∝ ξ (l−γ )/νq2 ∝ q2−(l−γ )/ν(qξ )(l−γ )/ν (11.32)

This means that the dynamical exponent z is

z = 2 − (l − γ )/ν (11.33)

In the critical dynamics region qξ 
 1 the function �(qξ ) must approach a fi-

nite limit: otherwise, the dynamical frequency will become either zero or infinity

independent of q in this region. Thus the scaling hypothesis predicts

ωρ(q) = �(∞)q2−(l−γ )/ν (11.34)

when qξ 
 1 near the critical point. This q dependence can be checked exper-

imentally if l is known. However, these relations do not give the value of l or,

equivalently within the dynamical scaling hypothesis, of z. For that, an extension

of the renormalization group approach to the case of dynamical response functions

is required. For applications of the dynamical scaling hypothesis to ferromagnets

and antiferromagnets near their critical points, see reference 4.

Note that, in the Van Hove theory, the dynamical exponent z for the gas–liquid

case would be z = 2 + γ /ν = 4 − η, that is if l, characterizing the hypothesized

singularity in the transport coefficient (the thermal conductivity in the gas–liquid

case), were zero. This is characteristic of systems in which the order parameter is

conserved but the hydrodynamic mode is overdamped, so that there is a leading

q2 in the characteristic frequency (arising basically from the diffusive form which

the equation of motion of the order parameter takes in those cases). In the case

that the order parameter is not conserved, there is no leading 2 and the Van Hove

prediction for the dynamical exponent is z = γ /ν = 2 − η. A third possibility is

that the lowest frequency hydrodyamic mode is an underdamped sound like mode.

This occurs in an isotropic antiferromagnet. Then the dynamical exponent takes the

general form z = 1 − l/ν + γ /ν. In the antiferromagnet the sound velocity goes to
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zero as ξ−1/2 and the transverse susceptibility has no singularity so that l/ν = −1/2,

γ = 0 and z = 3/2. The Van Hove theory would give z = 1 for the antiferromagnet,

not close to the known answer. However in the latter case, z is fixed by the form of

the hydrodynamic theory and elaborate calculations (briefly discussed below) are

not required to obtain it.

Experimentally one finds that the Van Hove predictions are not always well

satisfied. Van Hove theory works well for many magnetic models (though not

for antiferromagnets as mentioned above). However, for the gas–liquid transition,

l ≈ ν and z ≈ 3 − η. The thermal conductivity diverges approximately as ξ near

the critical point in three dimensions. To account for such differences one must

consider the calculation of the transport coefficient near the critical point more

carefully. Though the general notion that the dynamical critical exponent does not

depend on the microscopic details of the system still holds (“universality”) one can

see that, for a given set of static critical exponents characterizing a “universality

class” with respect to these static exponents, there can be more than one result for the

dynamical exponent z. Hence the number of “universality classes” proliferates for

dynamical properties and they are not particularly “universal” in the ordinary sense

of the word. (A review of a large set of models for dynamical critical properties is

given by Hohenberg and Halperin, where some commonly used names are assigned

to them.5)

Here we will confine attention to the simplest of these models, which has the

same static critical behavior as the Landau–Ginzburg model for the Ising model

which was discussed in Chapter 9. (This is “Model A” with n = 1 in reference

5.) The models are formulated as Langevin equations for the relevant variables.

Though, in principle, the Langevin equations could be derived from microscopic

Hamiltonians, along the lines described at the beginning of this chapter, in practice

they have been postulated to be correct. Generally one requires that (1) the static

critical behavior be consistent with the known critical behavior of the system of in-

terest and that (2) the model reduces in the hydrodynamic regime to the known

hydrodynamic behavior. The model we consider is described by the Langevin

equation

∂m(�r , t)

∂t
= −	0

δF
δm

+ f (�x, t) (11.35)

in which

βF =
∫

d�r (| ∇�r m̄(�r ′) |2 + rm̄(�r )2 + bm̄4) (11.36)

is exactly the same as the free energy functional defined in equation (9.99) (and

with the same dimensionless choice of units) except that to avoid confusion between
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the temperature variable and the time we have used the variable r in place of the

variable t in (9.99). Also the coupling constant b̃ of (9.99) is denoted b here and

the variable m̃ is denoted m̄. One can see that (11.35) is nearly of the form (11.18)

with the discrete index i in (11.18) replaced by the continuous position label �r .

However, because of the term proportional to b̃ in βF , (11.35) is nonlinear unlike

(11.18) and this makes it significantly more difficult to solve, as well as to justify.

Mazenko1 has shown that one can obtain a derivation of such equations by use

of a generalized Fokker–Planck equation. Fokker–Planck equations have content

closely related to that described by Langevin equations but are expressed in terms

of the probability distribution P({m}) of the “slow” or macroscopic variables {m}.
To be specific, in the case of the Ising like magnet, we identify

P({m̄q}, t) = �qδ(m̄q − mq(t)) (11.37)

where {m̄q} is a set of numbers and {mq(t)} are the corresponding values which the

long wavelength components of the magnetization take at a time t. One obtains a

probability distribution from P({m̄q}, t) by averaging on the time (equivalent to an

equilibrium average):

〈P({m̄}, t)〉 = 〈�qδ(m̄q − mq(t))〉 = e−βF({m̄}) (11.38)

−βF({m̄}) can be identified with the free energy functional above, as suggested

by the notation. (Here and in the sequel we sometimes abbreviate {m̄q<}, which

is the set of all the small wave number variables m̄ �q, by m̄. The product �q will

always extend only over the long wavelength degrees of freedom in the set {m̄q<}.)
Now Mazenko basically postulates that the equation of motion for P({m̄q}, t) is of

a form similar to the equation of motion for ψi as described in the first section of

this chapter. It is

∂ P(m̄, t)

∂t
=−

∑
q,q ′

∂

∂m̄q

{[
Vqδq,q ′ −	(q, q ′)

(
∂

∂m̄q ′
+β

∂F
∂m̄q ′

)]
P(m̄, t)

}
+ R(m̄, t)

(11.39)

where

Vq = −
∑

q ′

[
∂

∂m̄q ′
Qq,q ′ − Qq,q ′β

∂F
∂m̄q ′

]
(11.40)

and

Qq,q ′ = ZkBT 〈P(m̄, t){mq, mq ′ }〉eβF(m̄) (11.41)

(Z is the partition function, {mq, mq ′ } is a Poisson bracket.) Equation (11.39) has a

form closely related to a Fokker–Planck equation.6 Notice that the function P(m̄, t)



228 11 Stochastic models and dynamical critical phenomena

does not involve any averaging and is intrinsically very singular as a function of its

arguments. The equation of motion (11.39) is only useful for producing equations

for moments of it with respect to powers of the m̄q , and we will only discuss the

equation resulting from taking the first moment. The equation for P is linear in P
but the corresponding equations for the slow variables mq will be nonlinear.

Here we reproduce elements of a derivation of (11.39) given by Mazenko (see

also reference 7). Some of the assumptions made can only be justified a posteriori

(if at all) by reference to the reasonableness of the resulting equations obtained by

taking moments of (11.39). The basic steps are similar to those used in deriving

the Langevin equation at the beginning of this chapter. Write the time deriva-

tive of P({m̄q}, t) in terms of a term involving a memory function plus a noise

term:

∂ P({m̄}, t)

∂t
=

∫ t

0

dt ′
∫

D({m̄ ′})K (m̄, m̄ ′, t − t ′)P(m̄ ′, t ′) = R(t)

Separate a mean field like term from the memory function. This mean field term is

assumed to be of the form

K (s)(m̄, m̄ ′, t − t ′) = δ(t − t ′)
∫

D(m̄ ′′)
〈

P(m̄ ′′)
∂ P(m̄)

∂t

〉
〈P(m̄ ′′)P(m̄)〉−1

(11.42)

Assuming that 〈P(m̄, t = 0)R(m̄, t)〉 = 0 as before gives

〈R(m̄, t)R(m̄ ′, t ′)〉 =
∫

D(m̄ ′′)K (d)(m̄, m̄ ′′, t − t ′)〈P(m̄ ′′)P(m̄ ′)〉 (11.43)

where K (d)(m̄, m̄ ′′, t − t ′) = K (m̄, m̄ ′, t − t ′) − K (s)(m̄, m̄ ′′, t − t ′). In (11.42),

〈P(m̄ ′′)P(m̄)〉−1 is the inverse of the matrix 〈P(m̄ ′′)P(m̄)〉 with dimension which

is the square of the number of low wave vector variables. The matrix

〈P(m̄ ′′)P(m̄)〉 =
∫

D(m>)

∫
D(m<)�qδ(m̄ ′′

q − mq)�qδ(m̄q − mq) e−β H

= e−βF(m̄)�qδ(m̄ ′′
q − m̄q)/Z

where Z is the partition function. (Notice that, to take thermal averages, we are

integrating over all the variables mq , slow and fast, but that they must be treated

differently.) Thus the inverse is

〈P(m̄ ′′)P(m̄)〉−1 = Z e+βF(m̄)�qδ(m̄ ′′
q − m̄q) (11.44)

The other factor in K (s)(m̄, m̄ ′, t − t ′) is 〈P(m̄ ′′)∂ P(m̄)/∂t〉. It is rewritten as

∂ P(m̄)

∂t
= −

∑
q<

∂mq

∂t

∂ P(m̄)

∂m̄q
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Therefore

〈
P(m̄ ′′)

∂ P(m̄)

∂t

〉
= −

∑
q<

〈
P(m̄ ′′)

∂mq

∂t

∂ P(m̄)

∂m̄q

〉

= −
∑
q<

∂

∂m̄q

[〈
�q ′′δ(m̄ ′′

q ′′ − mq ′′)
∂mq

∂t
�q ′δ(m̄q ′ − mq ′)

〉]

= −
∑
q<

∂

∂m̄q

[
(�q ′′δ(m̄ ′′

q ′′ − m̄q ′′)

〈
∂mq

∂t
P(m̄)

〉]
(11.45)

Now one evaluates the time derivative by use of the Poisson bracket

∂mq

∂t
= {H, mq} =

∑
λ

[
∂ H

∂pλ

∂mq

∂qλ

− ∂ H

∂qλ

∂mq

∂pλ

]

where qλ, pλ are canonical coordinates and momenta for the system. We assume

that the Hamiltonian depends only on a complete set of the m �q (not just some low

wave vector subset). Then

∑
λ

[
∂ H

∂pλ

∂mq

∂qλ

− ∂ H

∂qλ

∂mq

∂pλ

]
=

∑
q ′′

∂ H

∂mq ′′

∑
λ

[
∂mq ′′

∂pλ

∂mq

∂qλ

− ∂mq ′′

∂qλ

∂mq

∂pλ

]

=
∑
q ′′

∂ H

∂mq ′′
{mq ′′, mq}

Therefore the factor
〈 ∂mq

∂t P(m̄)
〉

in the last expression in (11.45) can be written

(1/Z )

∫
D({m})�q ′δ(m̄q ′ − mq ′) e−β H

∑
q ′′

∂ H

∂mq ′′
{mq ′′, mq}

= (−1/(βZ ))

∫
D({m})

∑
q ′′<

∂

∂m̄q ′′
�q ′δ(m̄q ′ − mq ′){mq ′′, mq} e−β H

= −kBT
∑
q ′′<

∂

∂m̄q ′′
〈P(m̄){mq ′′, mq}〉

(The integration by parts involved three changes of sign. These integrals
∫
D({m})

are on all the microscopic (unbarred) variables mq .) Thus finally

〈
P(m̄ ′′)

∂ P(m̄)

∂t

〉
= kBT

∑
q<

∂

∂m̄q

[
�q ′δ(m̄ ′′

q ′ − m̄q ′)
∑
q ′′<

∂

∂m̄q ′′
〈P(m̄){mq ′′, mq}〉

]

(11.46)
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Now combine (11.42), (11.44) and (11.46):

K (s)(m̄, m̄ ′, t − t ′) = δ(t − t ′)
∫

D(m̄ ′′)kBT
∑
q<

∂

∂m̄q

×
[
�q ′δ(m̄ ′′

q ′ − m̄q ′)
∑
q ′′<

∂

∂m̄q ′′
〈P(m̄){mq ′′, mq}〉

]

× Z e+βF( ¯mq<)�qδ(m̄ ′′
q − m̄ ′

q)

(11.47)

Insert the definition (11.41):

K (s)(m̄, m̄ ′, t − t ′)

= δ(t − t ′)
∫
D(m̄ ′′)kBT

∑
q<

∂

∂m̄q

[
�q ′δ(m̄ ′′

q ′ − m̄q ′′)
∑
q ′′<

∂

∂m̄q ′′

(
β e−βF(m̄) Qq ′′,q/Z

)]

×Z e+βF(m̄q )�qδ(m̄ ′′
q − m̄ ′

q)

= δ(t − t ′)
∫

D(m̄ ′′)
∑
q<

∂

∂m̄q

×
[
�q ′′δ(m̄ ′′

q ′′ − m̄q ′′)
∑
q ′<

∂

∂m̄q ′

(
Qq ′,qe−βF(m̄)

)]
e+βF(m̄)�q ′′′δ(m̄ ′′

q ′′′ − m̄ ′
q ′′′)

= δ(t − t ′)
∫

D(m̄ ′′)
∑
q<

∂

∂m̄q

[
�q ′′δ(m̄ ′′

q ′′ − m̄q ′′)
∑

q ′

(
∂ Qq ′,q

∂m̄q ′
− β

∂F(m̄)

∂m̄q ′
Qq ′,q

)

×�q ′′′δ( ¯m ′′
q ′′′ − ¯m ′

q ′′′)

]

= −δ(t − t ′)
∑
q<

∂

∂m̄q
[�q ′δ(m̄ ′

q ′ − m̄q ′)Vq]

= −δ(t − t ′)
∑
q,q ′

∂

∂m̄q
[Vqδq,q ′ P(m̄q, t)] (11.48)

which is the form given in the first term of the right hand side of (11.39). Notice

that this term has the form of the divergence of a current in the multidimensional

space defined by the variables m̄ with P interpreted as a density and V as a ve-

locity. The expression for V can be evaluated for any choice of Hamiltonian and

variables m̄. These terms are sometimes called “streaming terms.” An equilib-

rium distribution is unchanged in time by this term, as one can show by proving
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that

∑
q,q ′

∂

∂m̄q

[
Vqδq,q ′ e−βF] =

∑
q

∂

∂m̄q

[∑
q ′

(
∂ Qq,q ′

∂m̄ ′
q

e−βF − β
∂F
∂m̄ ′

q

Qq,q ′ e−βF
)]

=
∑
q,q ′

∂

∂m̄q

[
∂ Qq,q ′

∂m̄ ′
q

e−βF + ∂(e−βF )

∂m̄ ′
q

Qq.q ′

]

=
∑
q,q ′

∂2(Qq,q ′ e−βF )

∂mq∂mq ′

But the latter is zero because

Qq,q ′ = −Qq ′,q

To choose models taking account of the remaining terms K (d) in the memory

function, workers impose this same requirement that an equilibrium distribution be

stable. To keep things simple, one usually also assumes that K (d) is local in time.

Then writing

K (d)(m̄, m̄ ′, t − t ′) = δ(t − t ′)K(d)(m̄, m̄ ′)

we have the requirement

∫
D(m̄ ′)K(d)(m̄, m̄ ′) e−βF(m̄ ′) = 0

Choosing the following expression for K(d)(m̄, m̄ ′) satisfies this condition (it is

expressed as a differential operator with respect to the m̄ but this can be seen to be

a limit of a function of m̄, m̄ ′)

K(d)(m̄, m̄ ′) = −
∑
q,q ′

	(q, q ′)
∂

∂m̄q

[
∂

∂m̄q ′
+ ∂βF

∂m̄q ′

]
�q ′′δ(m̄q ′′ − m̄ ′

q ′′)

This form leads to the equation (11.39).

We have emphasized that in (11.39) every term is extremely singular because

P(m̄) is a product of delta functions. To obtain information about the coarse grained

variables we can simply note that if q is within the set of labels for “slow” variables

∫
D(m̄)m̄q P(m̄, t) =

∫
D(m̄)m̄qδ(m̄q − mq(t))�q ′ 
=qδ(m̄q ′ − m ′

q(t)) = mq(t)

That is by averaging over P we get the time dependence of the slow variable.

Thus multiplying (11.39) by m̄q and integrating on all the variables m̄ we obtain
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equations for the slow variables themselves

∂mq

∂t
= Vq(m) −

∑
q ′

	(q, q ′)
∂βF
∂mq ′

+ fq(t) (11.49)

in which the noise term is

fq(t) =
∫

D(m̄)m̄q R(m̄, t)

It is not hard to show using (11.43) that

〈 fq(t) f ′
q(t ′)〉 = 2	(q, q ′)δ(t − t ′) (11.50)

The equations (11.49) and (11.50) are very similar to the linear Langevin equations

(11.19) and (11.5). The important difference is that the terms on the right are

nonlinear in the variables mq . Further we have a prescription for calculating their

form, though the function 	(q, q ′) is phenomenological and unknown. (In principle,

one could calculate 	(q, q ′) and check the assumptions about the locality of the

memory function in time and in the variables m̄ which were made to reach these

equations. As far as I know this has not been seriously attempted.)

Finally, we can see how to get the model (11.35) from these considerations. In

the case of an Ising model, one can see that Qq,q ′ must be exactly zero (see (11.41))

because the Poisson brackets between angular momenta are only nonzero for dif-

ferent components of the angular momentum of a given site, and the Hamiltonian

only depends on one component. Thus there are no streaming terms for an Ising

model. Taking 	(q, q ′) = 	0δq,q ′ we obtain (11.35).

Now let us consider, as an example, how the dynamical critical phenomena can

be studied with the model (11.35). First we take the Gaussian model as discussed

in Chapter 9. That is, we take b = 0 in (11.36). We write the Fourier transform (as

defined in (11.23)) of (11.35) in this case:

(−iω + 2	0(q2 + r ))mq(ω) = fq(ω) (11.51)

We multiply this by the corresponding equation for m∗
q(ω) and take the equilibrium

average of the result:

〈m∗
q(ω)mq(ω)〉 = 〈 fq(ω)∗ fq(ω)〉/(ω2 + 4	2

0(q2 + r )2
)

(11.52)

The numerator of the right hand side is just the Fourier transform in time of (11.50)

so with our choice of 	(q, q ′) we obtain

〈m∗
q(ω)mq(ω)〉 = 2	0/

(
ω2 + 4	2

0(q2 + r )2
)

(11.53)

In the language of the dynamical scaling theory, 〈m∗
q(ω)mq(ω)〉 is to be identified
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with 〈ψψ〉(�q, ω) ((11.23)). Integrating∫ ∞

−∞
〈m∗

q(ω)mq(ω)〉dω = 1/(q2 + r ) = 〈m∗
qmq〉 (11.54)

or S(q) in the notation of (11.28). Thus the scaling function f in this case obeys

the relation ((11.21))

2	0(q2 + r )/
(
ω2 + 4	2

0(q2 + r )2
) = (

2π/ωmq

)
f
(
ω/ωmq

)
(11.55)

where ωmq is the scaling frequency. It is plausible to suppose that ωmq = a	0(q2 +
r ) where a is a constant. Putting that ansatz into (11.55) one easily finds

f
(
ω/ωmq

) = (1/π )
1/a(

ω/ωmq

)2 + (4/a2)

and

(1/2π )

∫ 1

1

(2/a) dx/(x2 + 4/a2) = 1/2

The integral is (1/π ) tan−1(a/2) and this is 1/2 when a = 2 so for this Gaussian

model

ωmq = 2	0(q2 + r )

We put this in the form (11.30) by recalling that ν = 1/2 for the Gaussian model

(equation (9.108)) and that in the dimensionless units in use here (see after (9.99))

it is therefore the case that ξ = 1/r1/2. (We are taking T > Tc.) Thus

ωmq = q22	0(1 + 1/(qξ )2)

which is written in the form (11.30) by defining �(qξ ) = 2	0(1 + 1/(qξ )2). Thus

ωmq = q2�(qξ )

and z = 2 for this model.

Now we consider the case in which b 
= 0. The approach is similar to that used

for static critical phenomena as described in Chapter 9. We seek a perturbation

expansion in b. However, the perturbation expansion will not converge below some

upper critical dimension dc above which the renormalized b will be irrelevant.

We will consider the artificial case of d infinitesimally less than dc and make an

expansion in ε = dc − d. It is an interesting feature that dc for the dynamic model

is often different from dc for the static critical properties. However, in the relatively

simple model we are considering (Model A with n = 1 in reference 5) the upper

critical dimension turns out to be 4 for dynamics as well as statics.

To produce a perturbation expansion in b, it is convenient to introduce a small

field time dependent term of the form − ∑
q hq(t)mq to the free energy βF and
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consider the time Fourier transform of the resulting equation of motion (the field

here includes a factor kBT which cancels the β in βF in the field term)

(−iω + 2	0(q2 + r ))mq(ω) + 4b
∑
q2,q3

∫
(dω2/(2π ))

∫
(dω3/(2π ))mq2

(ω2)

× mq3
(ω3)mq−q2−q3

(ω − ω2 − ω3))

= fq(ω) + 	0hq(ω) (11.56)

which is to be compared with (11.51). The field provides a convenient way to

organize the calculation. When we take a thermal average of (11.56) the only

nonzero terms in 〈mq(ω)〉 will arise because of the presence of the field. We write

χ0(�qω) = (	0/(−iω + 2	0(q2 + r ))) and rewrite (11.56) as

mq(ω) = χ0(�qω)

	0

( fq(ω) + 	0hq(ω)) − (1/	0)χ0(�qω)(4b)

×
∑
q2,q3

∫
(dω2/(2π ))

∫
(dω3/(2π ))mq2

(ω2)mq3
(ω3)mq−q2−q3

(ω−ω2−ω3)

(11.57)

We can generate a series in b for mq(ω) by iterating this equation, inserting the

entire expression for mq(ω) into each of the three factors in the last term repeatedly.

This yields ( f̃ ≡ f/	0)

mq(ω) = χ0(�qω)( f̃ q(ω) + hq(ω)) + (−4b/	0)χ0(�qω)
∑
q2,q3

∫
((dω2)/(2π ))

×
∫

((dω3)/(2π ))
[{

χ0(�q2ω2)( f̃ q2
(ω2) + hq2

(ω2)) + (−4b/	0)χ0(�q2ω2)

×
∑
q4,q5

∫
((dω4)/(2π ))

∫
((dω5)/(2π ))mq4

(ω4)mq5
(ω5)mq2−q4−q5

×(ω2 − ω4 − ω5))
}{

χ0(�q3ω3)( f̃ q3
(ω3) + hq3

(ω3)) + (−4b/	0)χ0(�q3ω3)

×
∑
q4,q5

∫
((dω4)/(2π ))

∫
((dω5)/(2π ))mq4

(ω4)mq5
(ω5)mq3−q4−q5

× (ω2 − ω4 − ω5))
}{

χ0(q − q2 − q3, ω − ω2 − ω3)( f̃ q−q2−q3

× (ω − ω2 − ω3) + hq−q2−q3
(ω − ω2 − ω3))

+ (−4b/	0)χ0(q − q2 − q3, ω − ω2 − ω3)

×
∑
q4,q5

∫
((dω4)/(2π ))

∫
((dω5)/(2π ))mq4

(ω4)mq5
(ω5)

× mq−q2−q3−q4−q5
(ω − ω2 − ω3 − ω4 − ω5)

}]
(11.58)
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where we have just iterated once. The resulting series can be thermally av-

eraged term by term, using the properties 〈 fq(ω)〉 = 0, 〈 fq1
(ω1) fq2

(ω2)〉 =
(2π )(2	0)δq1,−q2

δ(ω1 + ω2). With the assumption that the noise is Gaussian, higher

order correlation functions of f can be expressed as products of pairs, using these

rules. For example the zeroth order term (first line of (11.58) ) gives

〈mq(ω)〉 = hq(ω)χ0(�qω) + · · ·

which says that χ0(�qω) is the susceptibility in zeroth order as the notation suggests.

Note that the imaginary part of χ0(�qω) is

Imχ0(�qω) = 	0

(
ω/

(
ω2 + 4	2

0(q2 + r )2
)) = (ω/2)〈mq(ω)m−q(−ω)〉0

when b = 0 (equation (11.53)). This is the fluctuation–dissipation theorem for the

b = 0 model. (A factor kBT appears on the left hand side if one makes the field

term in βF equal to −β
∑

q hq(t)mq .) One can show (reference 7 equations 2.32

to 2.46) that, within the model we are using, this fluctuation theorem is also true

for the b 
= 0 model

Imχ (�qω) = (ω/2)〈mq(ω)m−q(−ω)〉 (11.59)

where χ (�qω) = ∂mq(ω)/∂hq(ω).

At finite order in −4b the terms which contribute to the series all have even

numbers of factors fq(ω) and one power of hq(ω). After iteration to a given order,

only the factors f are time dependent and need to be thermally averaged and since

the variables f are distributed (by assumption) in a Gaussian way, these averages

all factor into products of pairs of f . We illustrate by writing down the first order

term in b from (11.58):

3(−4b/	0)χ0(�qω)
∑
q2,q3

∫
((dω2)/(2π ))

×
∫

((dω3)/(2π ))χ0(�q2, ω2)χ0(�q3, ω3)χ0(q − q2 − q3, ω − ω2 − ω3)

× 〈 f̃ q2
(ω2) f̃ q3

(ω3)〉hq−q2−q3
(ω − ω2 − ω3)

= 3(−4b/	0)χ0(�qω)
∑
q2,q3

∫
((dω2)/(2π ))

×
∫

((dω3)/(2π ))χ0(�q2, ω2)χ0(�q3, ω3)χ0(q − q2 − q3, ω − ω2 − ω3)

× (4π/	0)δq2,−q3
δ(ω1 + ω2)hq−q2−q3

(ω − ω2 − ω3)

= 3(−4b/	0)χ0(�qω)

×
∑

q2

∫
((dω2)/(2π ))(2/	0)χ0(�q2ω2)χ0(−�q2, −ω2)χ0(�q, ω)hq(ω) (11.60)
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The product

(2/	0)χ0(�q2ω2)χ0(−�q2, −ω2) = (2/	0)	2
0/

(
ω2

2 + 	2
0(q2 + r )2

)
= 〈mq2

(ω2)m−q2
(−ω2)〉0

where 〈mq2
(ω2)m−q2

(−ω2)〉0 is the b = 0 value of the correlation function given in

(11.53). Thus the first order term is also written

3(−4b/	0)χ0(�qω)
∑

q2

∫
(dω2/(2π ))〈mq2

(ω2)m−q2
(−ω2)〉0χ0(�q, ω)hq(ω)

The reduction of the terms associated with the averages on the f together with

the corresponding factors χ0 to factors of the form 〈mq(ω)m−q(−ω)〉0 occurs re-

peatedly in the series so that the evaluation of the terms can be reduced to “rules”

corresponding to the replacement of pairs of factors of f and the accompanying

noninteracting susceptibilities by noninteracting equilibrium correlation functions.

These rules differ somewhat for various dynamical models and are formulated

differently by various authors. One relatively clear source is the book by Ma.8

To clarify the calculations further, various authors have introduced diagrammatic

notations for the terms in the resulting series. It is convenient to denote

χ (�q, ω) = ∂mq(ω)

∂hq(ω)

and rewrite the series as a series for χ (�q, ω) (which amounts to keeping only

linear terms in hq(ω) and dropping the factors hq(ω)). Then the first term in the

corresponding series for χ (�q, ω) can be represented by the diagram

= χ
0
(q,ω)

The whole series can then be represented diagrammatically as

=

=

+

+ χ
0
(q,ω)  χ

0
(q,ω)  χ

0
(q,ω)(Σ(q,ω)/Γ

0 
)χ(q,ω)

in which the factor labelled �(q, ω) contains all the terms in the series with one

factor χ0(�q, ω) factored out on the right and the left. (Some authors define it with the

opposite sign.) (Factors χ0(�q ′ω′) with arguments not equal to those in the χ (�q, ω)

being calculated will occur inside sums on frequency and wavevector in �(q, ω).)
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The last equation can obviously be formally solved for χ (�q, ω)

χ (�q, ω) = χ0(�q, ω)/(1 − χ0(�q, ω)�(q, ω)/	0)

and reintroducing the explicit expression for χ0(�q, ω)

χ (�q, ω) = 	0/(−iω + 2	0(q2 + t) − �(q, ω))

The “self energy” �(q, ω) described in this way thus gives the information about the

characteristic frequency used in the scaling theory of dynamical critical phenomena.

Since near critical points we are only interested in low frequencies, we can explore

how to relate �(q, ω) to the characteristic frequency ωmq of the scaling theory by

expanding �(q, ω) about its argument for small ω giving

χ (�q, ω) = 	0/(−iω + 2	0(q2 + r ) − �(q, 0) − ω(d�(q, ω)/dω)ω=0 + · · ·)

≈ 	0/(1 + i(d�(q, ω)/dω)ω=0)

−iω + (ωq − �(q, 0))/(1 + i(d�(q, ω)/dω)ω=0)

where ωq = 2	0(q2 + t). Assuming the fluctuation–dissipation theorem (11.59)

this leads to a Lorentzian correlation function 〈mq(ω)m−q(−ω)〉 at this order, and

hence, by the same arguments used for the b = 0 model, to a characteristic frequency

ωmq of :

ωmq = (ωq − �(q, 0))/(1 + i(d�(q, ω)/dω)ω=0) (11.61)

The term we calculated explicitly makes a contribution which can be denoted

diagrammatically by

where the wavy line stands for a factor 〈mq2
(ω2)m−q2

(−ω2)〉0 and the black dot

denotes a factor (−4b). One sums over internal wave vectors and integrates over

frequencies so that this contribution is

�1(�q, ω) = 3(−4b)
∑

q2

∫
(dω2/(2π ))〈mq2

(ω2)m−q2
(−ω2)〉0

to the self energy. This term is independent of q and ω. It can be evaluated, but

only results in an effective shift in the critical temperature. In particular, one finds
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�1(�q, ω) = K t (d−1)/2 which can be added to the term 	t in the denominator of

χ (�q, ω). By defining a shifted critical temperature T̃c by the requirement that 	t −
Kr (d−1)/2 = 0 at T = T̃c one can take account of the essential effects of this term

inasfar as they affect the critical properties of the model. The first term in the self

energy which does more than affect the effective critical temperature is the one

denoted by

This term may be written as

�3(�q, ω) = 18(−4b)2

∫
(dω2/(2π ))

∫
(dω3/(2π ))

×
∑
�q2,�q3

(
1

−i(ω − ω2 − ω3) + −ωq−q1−q2

)(
2	0

ω2
2 + ω2

q2

)(
2	0

ω2
3 + ω2

q3

)

(11.62)

where ω�p = 2	0(p2 + r ). The prefactor 18 can be understood by iterating (11.58)

to second order and then noting that the second factor proportional to (−4b) can

be selected in three ways, in this second factor the factor proportional to h can be

selected in three ways, and the remaining four factors of the fluctating field may be

factored in two ways. (The reader is encouraged to do this explicitly.)

One can carry out the integrals on the frequencies in (11.62) giving

�3(�q, ω) = −18(−4b)2
(
	2

0/3
) ∑

�p,�k

ω�p + ω�k + ω�q−�p−�k
ω�pω�kω�q−�p−�k[−iω + (ω�p + ω�k + ω�q−�p−�k)]

(11.63)

To evaluate the effects of this term on the dynamical critical behavior, we use

(11.61). We define scaled variables �q ′ = �q/r1/2, �k ′ = �k/r1/2. Setting ω = 0 we

have

�3(�q, 0) = −18(−4b)2(1/3	0)rd−3
(
�(d)/(2π )d)

)2
∫

dd�k ′

×
∫

dd �p′(1/(p′2 + 1))(1/(k ′2 + 1))
(
1/

((�q/r1/2 − �p′ − �q ′)2 + 1
))
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which is finite at the critical point if d ≤ 3. However

i(d�3(q, ω)/dω)ω=0 = 18(−4b)2
(
1/	2

0

)
rd−4

(
�(d)/(2π )d)

)2

×
∫

dd�k ′
∫

dd �p′(1/(p′2 + 1))(1/(k ′2 + 1))

× (
1/

((�q/r1/2 − �p′ − �k ′)2 + 1
))(

1/
[
3 + p′2 + k ′2

+ (�q/r1/2 − �p′ − �k ′)2])
and this diverges as r → 0 for d < 4. The contribution to the characteristic fre-

quency is

i(d�3(q, ω)/dω)ω=0ωq ∝ q2rd−4

(plus a q independent term) so this means that the effective diffusion constant

associated with mq is diverging. However, as in the case of static critical phenomena

we cannot use this perturbation theory result to deduce the nature of the divergence

because the perturbation theory obviously breaks down when it gives diverging

terms.

One copes with this divergence in a way closely analogous to the way the infrared

divergences which occured in static critical phenomena were handled. Note that

the expression for the characteristic frequency ωmq in (11.61) can be written

ωmq = 2	0(q2 + r − �(�q, 0))/(1 + i(d�(q, ω)/dω)ω=0)

We write this as

ωmq = 	(q)/χ (q)

in a form suggestive of the discussion of the Van Hove theory. Then we identify

χ (q)−1 = q2 + r − �(�q, 0)

a kind of inverse static susceptibility corrected for interactions and

1/	(q) = (1 + i(d�(q, ω)/dω)ω=0)/2	0 (11.64)

which is an inverse “kinetic coefficient” (here a diffusion constant) corrected for

interactions. In this model, it is not the effects of interactions on χ (q) which change

the value of the exponent z, but the q dependence which enters due to terms in

1/	(q).

We just showed that the first term in a perturbation series of the correction to

the kinetic coefficient diverges. The divergence is an infrared one (occurring at

the lower, long wavelength limit) in the integrals on intermediate wave vectors,

quite analogous to the problem that arose with a perturbation calculation for the

effective free energy in the static critical phenomenon problem. One approaches
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the problem similarly, except that instead of renormalizing the free energy, we have

to renormalize the equation of motion. The renormalization occurs in two steps, as

it did in the static critical phenomenon problem. One can do these steps in either

order but we will begin by describing the “dynamical” step. We will first only

take account of those terms in the perturbation series for 1/	(q) for which the

intermediate fluctuations have wave vectors in the range �/b̃ < k, p, . . . , < �.

Here � is the short wavelength cutoff on the wave vector sums, just as in the static

critical phenomenon problem (b̃ was 2 in the discussion in Chapter 9). This is

obviously only a partial summation of the perturbation series. The advantage is

that we can do this part of the problem without encountering an infinity, because

the lower limit of the integrations is not zero. The second step is to rescale the

result so that the upper limit of the remaining wave vectors, expressed in scaled

form, is the same as it was before. Then if all goes well, we will have a new

equation of motion with a rescaled kinetic coefficient and we can do the same

perturbation theory calculation again on the next shell of wave numbers, working

in from larger to smaller ones, giving a recursion relation. In such a renormalization

we must rescale the parameters of the free energy functional at each step in a way

which is completely consistent with the result which we got for the analogous

renormalization of the free energy in the discussion of static critical phenomena.

In the problem at hand, this will turn out to work near the upper critical dimension

of 4 and we will evaluate the correction to lowest order in ε = 4 − d.

There are two things to note about this. One might think that to cope with

dynamical critical phenomena, one would have to do the integrals on ω (as well

as on the wave vector) in the same shell by shell manner, starting with the larger

frequencies, but this turned out not to be necessary. Further, one does not actually

need to reduce the problem of finding z to an eigenvalue problem of the linearized

renormalization group, because it turns out to be sufficient to require that the value

of z allow a fixed point of the recursion relation to exist.

To carry out these steps it is convenient to reverse the order and do the rescaling

first. To get the scaling right, it is convenient to go back to equation (11.35). We

rescale to new length variables x ′ related to the earlier ones by x = b̃x ′. We suppose

that m ′ = b̃am. Then the free energy F in (11.36) becomes

βF =
∫

d�r ′ (b̃d−2(1+a)−η | ∇�r ′m ′(�r ′) |2 + b̃d−2arm ′(�r )2 + b̃d−4abm ′4) (11.65)

The exponent η will enter after a few rescalings because the critical form of the

static correlation function contains the factor 1/rd−2+η. We define

r ′ = b̃d−2ar

b′ = b̃d−4ab
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and require

b̃d−2(1+a)−η = 1

The last equation arises so that the coefficient of the term involving the gradient will

remain 1. An equivalent requirement was imposed in the discussion in Chapter 9.

It gives

a = (1/2)(d − 2 + η) (11.66)

and thus

r ′ = b̃2−ηr

b′ = b̃4−d−2ηb

after the rescaling step. These rescalings are consistent with those found in the

rescaling step for the renormalization of the free energy described in Chapter 9.

For the dynamical part of the equation (11.35) we suppose that frequencies rescale

as ω = b̃−zω′ so that the time in (11.35) rescales as t = b̃zt ′. We may then write

(11.35) as

b̃−a ∂m̄ ′

b̃z∂t ′ = −2	0b̃a−d[r ′m̄ + ∇′2m̄ ′ + b′m̄ ′3] + field and noise terms (11.67)

Thus if one requires the new equation to have the same form as the old one, the

rescaling of the kinetic coefficient 2	0 should be

2	′ = b̃z+2a−d2	

where we have written 	 instead of 	0 in anticipation of the idea that this relation

will be iterated. With this rescaling, (11.67) is

∂m̄ ′

∂t ′ = −2	′[r ′m̄ ′ + ∇′2m̄ ′ + b′m̄ ′3] + field and noise terms

Now to take the dynamical step in the renormalization we can use the results of

Chapter 9 for the recursion relations for r (formerly t) and b since the renormaliza-

tion procedure is essentially the same. (Several authors have shown this explicitly,

see for example reference 5). For the renormalization of 	 we use (11.64) and keep

the first relevant term in the perturbation series, evaluated, as described above, only

for wave vectors �/b̃ < p, k < �

1/	′ = b̃−(z+2a−d)

(
1/	 + 18(−4b)2(1/	)

×
∫ �

�/b
dd�k

∫ �

�/b
dd �p(1/(p2))(1/(k2))(1/(−�p − �k)2)

×(1/[p2 + k2 + (−�p − �k)2])

)
(11.68)
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We have supposed that �/b̃ 
 r and dropped the terms involving r . Following the

procedure in the case of static critical phenomena we want the lowest order terms

arising from this in a series in ε = 4 − d. One can show that the integral in (11.68)

is proportional to ln b. Writing the result as (1/	)(−4b)2c1 ln b one obtains

1/	′ = b̃−(z+2a−d)(1/	)(1 + (−4b)2c1 ln b)

At the fixed point 4b is of order ε so one can write

(1 + (4b)2c1 ln b) ≈ b(−4b∗)2c1

and the equation for 1/	 has a fixed point if

z = 2 − η + (−4b∗)2c1

η is of order ε2 in this model so the corrections to z = 2 in this model are of order

ε2. (See the references for numerical values.)
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Problems

11.1 Show that (11.15) is zero.

11.2 Find the streaming terms Vq for a Heisenberg ferromagnet. Assume the slow degrees

of freedom to be low wave vector spatial Fourier transforms Sx
q , Sy

q , Sz
q of the x , y

and z components of the spins Sx
i , Sy

i , Sz
i at sites i and assume the spins at each

site to be of the (classical) form �Si = ∑
λi

�rλi × �pλi where �rλi , pλi are canonical

coordinates and momenta.

11.3 Show that the factor 18 in (11.62) becomes 6(n + 2) if there are n “components” to

the variables m̄(�q) as in the n–d model.



Appendix
Solutions to selected problems

Chapter 1

1.1 The three dimensional constant energy surfaces of the two dimensional harmonic
oscillator are three dimensional ellipsoids in the px, py, x, y phase space and are
described by

p2
x/2m + p2

y/2m + Kx x2/2 + Ky y2/2 = E

If the trajectory filled this surface, then all the values of x, y in the range

Kx x2/2 + Ky y2/2 < E

would be passed through by the trajectory, for example. But, in general, this cannot occur.
Suppose one starts at x0, y0, with zero momenta. The energies

Ex = p2
x/2m + (Kx/2)x2

and

Ey = p2
y/2m + (Ky/2)y2

are separately conserved by the equations of motion so that the maximum value that x can

take during the trajectory is x0 and not
√

(x2
0 + (Ky/Kx )y2

0 ) which is included in the

ellipse in the first equation. In fact, in the xy plane, the trajectories are confined to a
rectangle bounded by ±x0 and ±y0 which fits inside the ellipse. Inside this rectangle,
though, one can say something about a kind of limited ergodicity. If the frequencies of
motion in the two directions are in rational ratio so that

√
(Kx/Ky) is a rational number

then the trajectories close and do not even fill the rectangle, whereas if this ratio is
irrational, then the trajectories do fill the rectangle but not the ellipse.

We illustrate numerically with a couple of cases in Figure A.1. The Fortran program
used to generate the figures is also attached.

1.3 A particle confined to a box of length a by elastic walls:

q = q0 + (p0/m)t

until reflection at walls p → −p0.

243
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Figure A.1

The time �q is m�q/ | p0 | while the period is 2ma/ | p0 |. Thus

�

t
= m�q/ | p0 |

2ma/ | p0 | [δ(p− | p0 |) + δ(p+ | p0 |)] �p�(q)�(a − q)

= �q

2a
[δ(p− | p0 |) + δ(p+ | p0 |)] �p�(q)�(a − q)
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and

ρ(q, p; q0, p0) = 1

2a
[δ(p− | p0 |) + δ(p+ | p0 |)] �(q)�(a − q)

A one dimensional harmonic oscillator. Here the system is ergodic and periodic for all
initial conditions. The energy is

E = p0
2

2m
+ kq0

2

2
= p2

2m
+ kq2

2
so

p(q) = ±
√

2m(E − kq2/2) = m
dq

dt
so that over one period in (�q, �p) at (q, p) we spend the time

�t = m�q√
2m(E − kq2/2)

[
δ(p −

√
2m(E − kq2/2)) + δ(p +

√
2m(E − kq2/2))

]
�p

whereas one whole period takes T = 2π
√

m/k. Thus, ignoring the finite time spent in the
fraction of a period immediately after the initial conditions (which is negligible in the
large time limit),

ρ(q, p; q0, p0) = �t

T �q�p

= m

2π

√
k

m

δ(p −
√

2m(E − kq2/2)) + δ(p +
√

2m(E − kq2/2))√
2m(E − kq2/2)

A ball in the Earth’s gravitational field bouncing elastically from a floor. Here the system
is ergodic and periodic for all initial conditions. The energy is

E = p0
2

2m
+ mgq0 = p2

2m
+ mgq

thus

p(q) = ±
√

2m(E − mgq) = m
dq

dt
so that over one period, in (�q, �p) at (q, p), we spend the time

�t = m�q√
2m(E − mgq)

[
δ(p −

√
2m(E − mgq)) + δ(p +

√
2m(E − mgq))

]
�p

whereas one whole period takes T = 2tdrop, the time it takes for the ball to fall from its
maximum height, qmax. This is found by solving

mgqmax = E

0 = q f = qmax − gt2
drop/2

which give

T = 2

√
2E

mg2
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Thus, ignoring the finite time spent in the fraction of a period immediately after the initial
conditions (which is negligible in the large time limit),

ρ(q, p; q0, p0) = �t

T �q�p
= mg

4

[
δ(p − √

2m(E − mgq)) + δ(p + √
2m(E − mgq))

]
√

E(E − mgq)

A pendulum with arbitrary amplitude. Here the system is periodic, but only ergodic for
some initial conditions: for small energies, the pendulum’s angular position is bounded
and it traces a nearly elliptical path in phase space similar to that of the harmonic
oscillator (Figure A.2). For large enough energies, however, the pendulum rotates
continuously around the pivot, maintaining the sign of its momentum.

In the coordinate system θ, pθ = ml2dθ/dt , the energy takes the form

E = p2
θ,0

2m
− mgl cos(θ0) = p2

θ

2m
− mgl cos(θ )

(note E ≥ −mgl). Thus the energetically allowed momenta are

pθ (θ ) = ±
√

2m(E + mgl cos(θ )) = ml2 dθ

dt
Now we can find the bounds on the coordinate θ by looking for the condition in which

the momentum is zero, i.e. E = −mgl cos(θmax), or

θmax = cos−1

(−E

mgl

)

which becomes undefined when its argument passes ±1. For E > mgl, the motion is
unbounded in θ .



248 Appendix: solutions to selected problems

For |E | < mgl, over one period in (�q, �p) at (q, p) we spend the time

�t = ml2�θ√
2m(E + mgl cos(θ ))

[
δ(p −

√
2m(E + mgl cos(θ )))

+ δ(p +
√

2m(E + mgl cos(θ )))
]
�pθ

as the system samples both directions of momentum. On the other hand, for E > mgl,

�t = ml2�θ√
2m(E + mgl cos(θ ))

[
δ(p ±

√
2m(E + mgl cos(θ )))

]
�pθ

where the ± depends on the sign of the initial condition, pθ,0.
The whole period for the motion can be expressed as

T =
∫

oneperiod

dt =
∮

dθ√
2m(E + mgl cos(θ ))

which can be written for each case (using the symmetry of the integrand)

T|E |<mgl = 4

cos−1(−E/mgl)∫
0

dθ√
2m(E + mgl cos(θ ))

and

TE>mgl = 2

π∫
0

dθ√
2m(E + mgl cos(θ ))

This integral can be evaluated numerically and one can then combine the above pieces
using (for each energy case separately)

ρ = �t

T �θ�pθ

(What happens in the special case when E = mgl?)

Chapter 2

2.3 The eigenfunctions are

ψ+
n (x) =

√
2

a
cos kn x kn =

(π

a

)
(2n − 1)

ψ−
n (x) =

√
2

a
sin kn x kn =

(π

a

)
(2n)

n = 0, 1, 2, . . . . Energy eigenvalues are En = h̄2k2
n/2m. The general form of the density

matrix is (s = ±)

ρn,s;n′,s ′ = |an(0)|2δn,n′δs,s ′

but if you start with an energy eigenstate n0, s0 it is

ρn,s;n′,s ′ = δn,s;n′,s ′δn,s;n0,s0
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For an operator O(x) the expectation value, for s0 = +, is

〈O〉 = (2/a)

a/2∫
−a/2

cos2 kn0
x O(x) dx

= (2/a)

∫
dp

h̄

a/2∫
−a/2

dx (1/2)(δ(p − h̄k0) + δ(p + h̄k0)) cos2 px/h̄ O(x)

with cos2 px/h̄ = (1/2)(1 + cos 2px/h̄) this is

〈O〉 =
∫

dp
∫

dx(1/2a)(δ(p − h̄k0) + δ(p + h̄k0))[1 + cos(2px/h̄)]O(x)

The first term in the square bracket gives the classical result and the second term gives the
correction. For s0 =− it is the same except that one uses sin2 px/h̄ = (1/2)(1−cos 2px/h̄)
and the correction term has the opposite sign. For functions of momentum O( h̄

i
d

dx ) we
have, with s0 = +

〈O〉 = (2/a)

a/2∫
−a/2

cos(kn0
x)O

(
h̄

i

d

dx

)
cos kn0

x dx

= (2/a)

a/2∫
−a/2

cos(kn0
x)(1/2)[O(h̄k0) eik0x + O(−h̄k0) e−ik0x ]

= (2/a)

∫
dp

h̄

a/2∫
−a/2

dx cos(px/h̄)(1/2)(δ(p − h̄k0) + δ(p + h̄k0)) eipx/h̄ O(p)

But cos(px/h̄) eipx/h̄ = (1/2)[1 + e2ipx/h̄] so

〈O〉 =
∫

dp
∫

dx(1/2a)(δ(p − h̄k0) + δ(p + h̄k0))
[
1 + e2ipx/h̄

]
O(p)

and the correction term is again the second one in the square bracket. (However, in this
case, with one eigenfunction and a function of only the momentum, the correction term
actually integrates to zero.) Finally for s0 = − and functions of the momentum one gets
the last result with a minus sign in front of the correction term. The correction terms are
small if (i) the wavelength h̄/p0 is small compared to the size a of the box and (ii) the
operator O(x) varies slowly over the wavelength. In terms of the uncertainty principle
language, the uncertainty in x here is of order a and the uncertainty in p is 2p0 so the
criterion (i) is a � h̄/p0 or �x � 2h̄/�p consistent with the expected requirement for
classical considerations to work; (ii) just means that you can focus down more on the
particle and determine its position (with O(x)) down to some �x < a as long as
�x � h̄/�p. The more general case O(p, x) and a general starting wave function,
corresponds classically to averaging over a variety of classical trajectories with a
probability distribution of starting energies. Let the momentum width of the starting wave
function be �p and the position width be �x . Then as long as O(p, x) varies slowly over
both of these, and the average momentum p̄ satisfies h̄/ p̄ � a, the classical result can be
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used with a momentum distribution

ρ(p, x) = (1/4a)|a|p|a/h |2
(Here one should use the nearest integer to |p|a/h.)

Chapter 3

3.5 The needed derivatives are

∂ E{	pi }
∂V

= −(2/3)E{	pi }/V

∂2 E{	pi }
∂V 2

= (10/9)E{	pi }/V 2

Thus 〈(
∂ H

∂V

)2
〉

−
〈
∂ H

∂V

〉 〈
∂ H

∂V

〉
= (4/9V 2)(Ē2 − Ē2

) = (4/9V 2)kBT 3

(
∂S

∂T

)
V

= (4/9V 2)kBT 2CV = (4/9V 2)kBT 2(3/2)NkB

= (2/3)k2
BT 2 N/V 2

so the left hand side of (3.78) is (2/3)kBT N/V 2. Similarly the second quantity on the
right of (3.78) is〈

∂2 H

∂V 2

〉
= (10/9V 2)Ē = (10/9V 2)(3/2)NkBT = (5/3)NkBT/V 2

and the first term on the right of (3.78) is −NkBT/V so the equality is verified for an ideal
gas and the fluctuations behave as claimed.

3.6 Use (
∂w

∂x

)
y

=
(

∂w

∂x

)
z

+
(

∂w

∂z

)
x

(
∂z

∂x

)
y

with w = S, x = T, y = P, z = V giving

CP − CV = T

(
∂S

∂V

)
T

(
∂V

∂T

)
P

From dF = −S dT − P dV + μ dN one gets the Maxwell relation(
∂S

∂V

)
T

=
(

∂ P

∂T

)
V

giving

CP − CV = T

(
∂ P

∂T

)
V

(
∂V

∂T

)
P

All the quantities on the right hand side get small at low temperatures in a solid. But
using (

∂z

∂y

)
x

(
∂y

∂x

)
z

(
∂x

∂z

)
y

= −1
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with x = V, y = T, z = P gives(
∂V

∂T

)
P

= −
(

∂ P

∂T

)
V

(
∂V

∂ P

)
T

and thus

CP − CV = T

(
∂ P

∂T

)2

V

/
−

(
∂ P

∂V

)
T

The denominator (inversely proportional to the compressibility) goes to zero at a
gas–liquid phase critical point, while the numerator remains finite, so this quantity
diverges.

Chapter 4

4.2

Zgc =
∑

N

(1/h3N N !)

[∫
e−p2β/2mdp

]3N [∫
e−Kβx2/2dx

]3N

eβμN

If
√

2π/βK 
 V 1/3 then the limits on the integrals on x can be extended to ±∞ and

Zgc = exp
[(

λ3
K /λ3

T

)
eβμ

]
where λT =

√
h2/2mπkBT and λK = √

2π/βK . Then

� = −kBT
(
λ3

T /λ3
K

)
eβμ

so that

〈N 〉 = −(∂�/∂μ)T,K = (
λ3

T /λ3
K

)
eβμ

and

μ = kBT ln
(〈N 〉(λ3

T /λ3
K

))
which depends on 〈N 〉. We have

� = −kBT 〈N 〉
d� = −S dT + (∂�/∂K )T,μ dK − 〈N 〉dμ

and

S = −(∂�/∂T )K ,μ = 〈N 〉(4kB + kB ln
(
λ3

K /λ3
T 〈N 〉))

(∂�/∂K )T,μ = (3/2)(kBT/K )〈N 〉
is an area. The specific heat is

T (∂S/∂T )K ,N = 3kB〈N 〉
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Chapter 5

5.2

S = V kB[eβμ/λ3](5/2 − μ/kBT )

(∂S/∂T )μ,V = (V kB[eβμ/λ3])(μ/kBT 2 + (3/2T − μ/kBT 2))(5/2 − (μ/kBT ))

= NkB

[
(15/4T − 3(μ/kBT 2) + (

μ2/k2
BT 3

)]
So the specific heat

CV,μ/NkB = 15/4 − 3μ/kBT + μ2/k2
BT 2

with μ/kBT = ln(Nλ3/V ) and λ =
√

2πh̄2/mkBT one can calculate CV,μ/NkB and
compare it with CV,N /NkB = 3/2

We show an example in Figure A.3 of the specific heat at constant μ and volume as a
function of temperature for helium gas at a chemical potential corresponding to 1
atmosphere at 300 K.

Now we show algebraically the relation between CV,μ and CV,N :

(∂S/∂T )N ,V = (∂S/∂T )μ,V + (∂S/∂μ)T,V (∂μ/∂T )N ,V

(∂S/∂μ)T,V = (V kB[eβμ/λ3]((1/kBT )(5/2 − μ/kBT ) − (1/kBT ))

= (N/T )(3/2 − μ/kBT )

(∂μ/∂T )N ,V = (μ/T − (3/2)kB)

(∂S/∂T )N ,V = (NkB/T )(15/4−3μ/kBT +μ2/(kBT )2+(3/2 − μ/kBT )(μ/kBT −3/2))

= (NkB/T )(3/2)

CV,N = 3NkB/2

as expected.
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5.3 n = 2, M = 2 and there are 4!/(2!2)(2!) = 3 assignments.

Permutation Exchange center of mass Sign

For assignment of 12 to one molecule and 34 to the other:
12 34 34 12 +
21 34 34 21 −
21 43 43 21 +
12 43 43 12 −

For assignment of 13 to one molecule and 24 to the other:
13 24 24 13 −
31 24 24 31 +
31 42 42 31 −
13 42 42 13 +

For assignment of 23 to one molecule and 14 to the other:
32 14 14 32 −
23 41 41 23 −
23 14 14 23 +
32 41 41 32 +

The approximation associated with (5.22) would correspond to just using the first eight
of these. In the semiclassical approximation for the centers of mass one is effectively
using just four of these eight (e.g. the first column).

5.4 The vibrational and translational contributions to the specific heat are the same in the
equilibrium and mixed states. Here I evaluate only the rotational part.

In each case, total I of the molecule is 0, 1, 2 with nuclear wave functions respectively
even, odd and even and multiplicities 1, 3, 5. Since deuterons are bosons the total wave
function is even so the corresponding rotational states must have L even (with weight
1 + 5 = 6) for the even nuclear states and L odd (with weight 3) for the odd
nuclear states.

Let Zeven, odd = ∑
L even, odd(2L + 1) exp(−h̄2L(L + 1)/kBT )

Equilibrium:

Fe = −kB N T ln [6Zeven + 3Zodd]

Se = −(∂ Fe/∂T )V,N = kB N

[
ln [6Zeven + 3Zodd] + T

[
6(∂ Zeven/∂T ) + 3(∂ Zodd/∂T )

6Zeven + 3Zodd

]]

Ce
v = T (∂Se/∂T )V,N

= kB N

[
2

(
6(∂ Zeven/∂T ) + 3(∂ Zodd/∂T )

6Zeven + 3Zodd

)
+ T

(
6(∂2 Zeven/∂T 2) + 3(∂2 Zodd/∂T 2)

6Zeven + 3Zodd

)

− T

(
6(∂ Zeven/∂T ) + 3(∂ Zodd/∂T )

6Zeven + 3Zodd

)2
]
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Mixture:

Fm = −kB N T ((2/3) ln Zeven + (1/3) ln Zodd)

Sm = −(∂ Fm/∂T )V,N = kB N

[
(2/3) ln Zeven + (1/3) ln Zodd

+ T

[
(2/3)

(
(∂ Zeven/∂T )

Zeven

)
+ (1/3)

(
(∂ Zodd/∂T )

Zodd

)]]

Cm
v = T (∂Sm/∂T )V,N

= kBT N

[
2

(
(2/3)

(
(∂ Zeven/∂T )

Zeven

)
+ (1/3)

(
(∂ Zodd/∂T )

Zodd

))

+
(

(2/3)T

(
(∂2 Zeven/∂T 2)

Zeven

)
+ (1/3)T

(
(∂2 Zodd/∂T 2)

Zodd

))

−
(

(2/3)T

(
(∂ Zeven/∂T )

Zeven

)2

+ (1/3)T

(
(∂ Zodd/∂T )

Zodd

)2
)]

For numerical purposes I wrote these in terms of the sums


e,o
m (x) =

∑
L even, odd

(2L + 1)(L(L + 1))m exp(−L(L + 1)x)

m = 0, 1, 2 giving (x = h̄2/2I kBT )

Ce
v = NkBx2

[(
2
e

2 + 
o
2

2
e
0 + 
o

0

)
−

(
2
e

1 + 
o
1

2
e
0 + 
o

0

)2
]

Cm
v = NkBx2

[
(2/3)

(

e

2


e
0

−
(


e
1


e
0

)2
)

+ (1/3)

(

o

2


o
0

−
(


o
1


o
0

)2
)]

The calculated rotational specific heat as a function of absolute temperature in kelvins
is shown in Figure A.4.

5.7 In each case choose a partition of the energy axis such that there are Gα levels in the
partition α. We require Gα � 1 and that the energy width of the partition be much less
than kBT . (This is possible for a macroscopic system where the level spacing is small as
long as there are no localized states.) Now consider a set {Nα} where Nα = ∑

ν in α nν and
ask: how many ways can the nν be assigned, consistent with this set {Nα}? kB times the ln
of this number is the entropy. For convenience we say that nν “particles” have been
assigned to ν for each set {nν} though the particles are all indistinguishable. We calculate
the number of ways separately for fermions and for bosons.

Fermions For each α, assign the first particle in Gα ways. For each of these, there are
Gα − 1 ways to assign the second particle, etc. until Nα particles have been assigned for a
total of

Gα!/(Gα − Nα)!

However, permutations of the labels on the Nα particles in these partitions give identical
states, so the total number of distinguishable states is

Gα!/((Gα − Nα)!Nα!)



Chapter 5 255

0

0.2

0.4

0.6

0.8

1

1.2

0 50 100 150 200 250 300

C
V

/N
k B

T (K)

CV
e
m   

+

CV       ×

Figure A.4

(To be sure you understand this, working out an example, say with Gα = 5 and Nα = 2 is
advised.) Now we suppose that both Gα and Nα are � 1 and apply Stirling’s
approximation to the ln:

S/kB =
∑

α

ln (Gα!/((Gα − Nα)!Nα!))

=
∑

α

[Gα ln Gα − (Gα − Nα) ln(Gα − Nα) − Nα ln Nα]

=
∑

α

Gα [ln Gα − (1 − nα)[ln Gα + ln(1 − nα)] − nα[ln nα + ln Gα]

=
∑

α

Gα[ln Gα(1 − (1 − nα) − nα) − (1 − nα) ln(1 − nα) − nα ln nα)]

=
∑

α

Gα((nα − 1) ln(1 − nα) − nα ln nα)

Here nα = Nα/Gα . Finally, if the energy width of the partition is much less than kBT , one
can replace

∑
α Gα → ∑

ν and nα → nν in the summand, yielding (5.40) for fermions.

Bosons In this case, one can think of the distribution of states within α as follows. Lay
out all the Nα particles, like marbles, in a row. Insert Gα − 1 partitions between them in
all possible ways. Each partitioning corresponds to a possible assignment of the particles
to states ν except that the particles and the partitions are indistinguishable. Thus there are
(Nα + Gα − 1)! ways to lay out particles and partitions if particles and partitions are
distinguishable and a total of

(Nα + Gα − 1)!/Nα!(Gα − 1)!
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possible states taking indistinguishability into account. Applying Stirling’s approximation
to the ln, a calculation very similar to the fermion one gives (5.40) with the boson signs.

5.8 The energy levels in a box with periodic boundary conditions are h̄2k2/2m and the
smallest nonzero value of k is 2π/V 1/3 (taking a cubic box for convenience; the argument
works for any shaped box as long as it goes to ∞ in all directions in the thermodynamic
limit). Thus we require μ 
 h̄24π2/2mV 2/3 in order to ignore μ in the second term in
(5.64). On the other hand, combining (5.65) and (5.61) and assuming that −μ 
 kBT
gives

−μ = kBT/
(
N̄

(
1 − (T/T0)3/2

)) = (
kBT/

(
ρ
(
1 − (T/T0)3/2

)))
(1/V )

which varies as 1/V at any temperature a finite amount below T0 in the thermodynamic
limit. Thus

−μ/(smallest εk) =
[(

kBT/
(
ρ
(
1 − (T/T0)3/2

)))
(1/V )

h̄24π2/2mV 2/3

]
∝ 1/V 1/3 → 0

in the thermodynamic limit.

5.10 (a)

Zgc =
∑
{nν }

e

(
Nμ−∑

ν nνεν

)
β =

∑
{nν }

�νenν (μ−εν )β = �ν

(
1 + e(μ−εν )β + 2e2(μ−εν )β

)

with z = eμβ :

� = −kBT
∑

ν

ln(1 + z e−ενβ + 2z2 e−2ενβ)

(b)

N =
∑

ν

1 + 2z e−ενβ

z−1 eενβ + 1 + z e−ενβ

E =
∑

ν

εν

(
1 + 2z e−ενβ

z−1 eενβ + 1 + z e−ενβ

)

The function nν = (1 + 2ze−ενβ)/(z−1eενβ + 1 + ze−ενβ) is plotted in Figure A.5, where it
is compared with the corresponding function 2/(1 + ze−ενβ) which describes the
occupancy of electrons with spin 1/2. We have used the value μ(0) = ( h̄2/2m)(3π2ρ)2/3

which can quite easily be shown to be the same for the two cases. We also show the
function 1/(1 + ze−ενβ) with μ(0) = 22/3( h̄2/2m)(3π2ρ)2/3 which is the occupancy at the
same particle density for spinless fermions. The cases of spin 1/2 fermions and three state
anyons are different near the Fermi level as shown in Figure A.6. (Figures are for free
particles of density 0.5 × 1023 cm−3 and temperature 300 K.)

(c) As in the text, consider a function f (ε) (we will use f = N (ε) and f = εN (ε) as
before). We need to evaluate

I =
∫

dε f (ε)
1 + 2z e−εβ

z−1 eεβ + 1 + z e−εβ

and introducing x = (μ − ε)β we note that

(1 + 2ex )/(e−x + 1 + ex ) − 2 = −(1 + 2e−x )/(e−x + 1 + ex )
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Using this we rewrite I as

I = 2kBT
∫ μβ

0

f (μ − kBT x) dx

+ kBT
∫ ∞

0

[ f (μ + kBT x) − f (μ − kBT x)](1 + 2ex )

(e−x + 1 + ex )
dx

Using f = N (ε) we have

N = 2

∫ μ(0)

0

N (ε) dε+ 2(μ(T ) − μ(0))N (μ(0)) + 2(kBT )2N ′(μ(0))

∫ ∞

0

x(1 + 2e−x )

e−x + 1 + ex
dx

Denote the integral ∫ ∞

0

x(1 + 2e−x )

e−x + 1 + ex
dx ≡ I1

We have

μ(T ) − μ(0) = −(kBT )2 N ′(μ(0))

N (μ(0))
I1

Now with f = εN (ε) we get the energy

E = 2

∫ μ(0)

0

εN (ε) dε + 2(μ(T ) − μ(0))μ(0)N (μ(0))

+ 2(kBT )2d(εN (ε))/dε|μ(0)

∫ ∞

0

x(1 + 2e−x )

e−x + 1 + ex
dx

and using N ∝ ε1/2

E = E(0) + 2(kBT )2N (μ(0))I1

This is exactly the same as the low temperature energy of a gas of free spin 1/2 fermions
except that the factor I1 has replaced the integral

∫ ∞
0

x
ex +1

dx = π2/12. Numerically these

are close but not the same: π2/12 = 0.822467 . . ., I1 = 1.09629 . . .
(d) We show the function 〈nν〉(ε) for the cases in which the maximum value of nν is 1,

2, 3 and 4 in Figure A.7 (same parameter choices as for the preceding figures).
Analytically,

〈nν〉 =
k=n∑
k=0

k e−kx

/
k=n∑
k=0

e−kx

with x = (ε − μ)β and μ = μ2(2/n)2/3 where μ2 is the chemical potential when n = 2.

5.12 First evaluate the next term in μ(T ) − μ(0).
Let μ(T ) − μ(0) = aT 2 + bT 4. (It is not hard to see that only even powers come in.)

Then from (5.84) with I = N and f = N = K ε1/2 density of states and the
O((μ(T ) − μ(0))2) term written explicitly we have:

N =
∫ μ(0)

0

f (ε) dε + (μ(T ) − μ(0)) f (μ(0)) + (1/2)(μ(T ) − μ(0))2 f ′(μ(0))

+ 2 f ′(μ(T ))(kBT )2

∫ ∞

0

z dz/(ez + 1) + (2/3!) f ′′′(μ(T ))(kBT )4

∫ ∞

0

z3dz/(ez + 1)
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Figure A.7

Now expand f ′(μ(T )) = f ′(μ(0)) + (μ(T ) − μ(0)) f ′′(μ(0)) in the fourth term. (No such
expansion is needed in the fifth term if we are only working to order T 4.) Inserting
μ(T ) − μ(0) = aT 2 + bT 4 and writing the resulting equations order by order:

T 0

N =
∫ μ(0)

0

f (ε) dε

T 2

aT 2 f (μ(0)) + 2 f ′(μ(0))(kBT )2

∫ ∞

0

z dz/(ez + 1) = 0

T 4

bT 4 f (μ(0)) + (1/2)a2T 4 f ′(μ(0)) + 2 f ′′(μ(0))aT 2(kBT )2

×
∫ ∞

0

z dz/(ez + 1) + (2/3!) f ′′′(μ(0))(kBT )4

∫ ∞

0

z3 dz/(ez + 1) = 0

The order T 0 equation gives (5.85). The order T 2 equation gives (5.88) or

a = −2( f ′(μ(0))/ f (μ(0)))k2
B

∫ ∞

0

z dz/(ez + 1)

The order T 4 equation gives

b = (1/ f (μ(0))

[
−(1/2)a2 f ′(μ(0)) − 2a f ′′(μ(0))k2

B

×
∫ ∞

0

z dz/(ez + 1) − (1/3) f ′′′(μ(0))k4
B

∫ ∞

0

z3 dz/(ez + 1)

]
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Now with density of states N (ε) = f (ε) = K ε1/2 one has f ′(ε) = (1/2ε)N ,
f ′′(ε) = (−1/4ε2)N , f ′′′(ε) = (3/8ε3)N . Let I1 = ∫ ∞

0
z dz/(ez + 1) and

I3 = ∫ ∞
0

z3 dz/(ez + 1). Then the equation for a becomes

a = −k2
B I1/μ(0)

Inserting this in the equation for b and simplifying one finds

b = −(
k4

B/μ(0)3
) [

(3/4)I 2
1 + (1/8)I3

]
Now consider the energy. We use (5.84) again with the O(μ(T ) − μ(0))2) term made
explicit and with f = εN ≡ F :

E =
∫ μ(0)

0

F(ε) dε + (μ(T ) − μ(0))F(μ(0)) + (1/2)(μ(T ) − μ(0))2 F ′(μ(0))

+ 2F ′(μ(0)) + (μ(T ) − μ(0))F ′′(μ(0))(kBT )2 I1 + (2/3!)F ′′′(μ(T ))(kBT )4 I3

Insert μ(T ) − μ(0) = aT 2 + bT 4 and keep only terms up to O(T 4):

E(T ) − E(0) = aT 2 F(μ(0)) + 2F ′(μ(0))(kBT )2 I1 + bT 4 F(μ(0)) + (1/2)a2T 4 F ′(μ(0))

+ 2aT 2 F ′′(μ(0))(kBT )2 I1 + (1/3)F ′′′(μ(0))(kBT )4 I3

With N = K ε1/2 one easily finds F ′(μ(0)) = (3/2)N (μ(0)),
F ′′(μ(0)) = (3/4)N (μ(0))/μ(0), F ′′′(μ(0)) = (−3/8)N (μ(0))/μ(0)2. Then from the
equation for E(T ) − E(0) one finds the value of the T 3 term in CV as

CV = linear term + T 3
[
4bF(μ(0)) + 2a2 F ′(μ(0))

+ 8ak2
B F ′′(μ(0))I1 + (4/3)F ′′′(μ(0))k4

B I3

]
Inserting the expressions of the derivatives of F and for a and b and simplifying one
obtains

CV = linear term − T 3
(
k4

BN (μ(0))/μ(0)2
) [

6I 2
1 + I3

]
The integrals are

I1 = (1/2)�(2)ζ (2) = π2/12

I3 = (7/8)�(4)ζ (4)

The value of ζ (4) is not given in the table in the text. It can be deduced from a formula
in Gradshteyn and Ryzhik to be π4/90 giving

I3 = (7/120)π4

Then

CV = linear term − T 3
(
k4

BN (μ(0)
)
/μ(0)2)(1/10)π4

5.13 For T ≤ T0,

N̄ = N0 +
∑

nx ,ny ,nz �=0

1

eβεnx ,ny ,nz − 1

where εnx ,ny ,nz = h̄
√

K/m(nx + ny + nz) and nx , ny, nz run from 0 to ∞. When the
number of particles is large, the spacing of energy levels is small compared to the
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temperature near T0 and the sums can be approximated by integrals giving (ω0 = √
K/m)

N̄ = N0 + (kBT/ h̄ω0)3

∫ ∞

0

∫ ∞

0

∫ ∞

0

dx dy dz(1/(ex+y+z − 1))

Denote

I =
∫ ∞

0

∫ ∞

0

∫ ∞

0

dx dy dz(1/(ex+y+z − 1))

Then T0 is found by setting N0 = 0 and T = T0 in this:

T0 = ( h̄ω0/kB)(N/I )1/3

and for T < T0

N0/N̄ = 1 − (T/T0)3

Chapter 6

6.1

b2 = (
�(d)/2λd

) ∫ ∞

0

r (d−1)

(
exp

(
−ε

(
b

r

)n

β

)
− 1

)
dr

Introduce x = (b/r ) (1/(εβ)1/n) so that

b2 = (
�(d)/2λd

)(
bd/(εβ)d/2

) ∫ ∞

0

dx

xd+1

(
e−xn − 1

)

The integral is always convergent for x → ∞ corresponding to short distances, but for
x → 0 the integrand becomes −xn−d−1 and gives a finite result only if n − d − 1 > −1 or
n > d.

The equation of state is

P/kBT = ρ − b2λ
dρ2 = ρ − ρ2bd Id/(εβ)d/2

in which

Id = �(d)

∫ ∞

0

dx

xd+1

(
e−xn − 1

)

6.2

b2 = (4π/2λ3)

∫ σ

0

r2
(
eV0/kBT − 1

)
dr = (2π/3)(σ/λ)3

(
7eV0/kBT − 8

)

P/kBT = ρ + (2π/3)(σ 3ρ)ρ
(
8 − 7eV0/kBT

)
The second term of P versus 1/ρ changes sign when

8 − 7eV0/kBT = 0

that is when

T = T0 ≡ V0/kB ln(8/7)
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we show the equation of state for some indicated values in Figure A.8.

� = −(kBT V/λ3)
∑

l

bl z
l

N = −
(

∂�

∂μ

)
T,V

= (kBT V/λ3)
∑

l

βbl z
l

so to second order

ρλ3 = z + 2z2b2

solving for z:

z = ρλ3 − 2b2(ρλ2)2 + · · ·
then

F = � + μN = NkBT (ln(ρλ3) − 1 − b2(λ3)ρ)

and using S = − (∂ F/∂T )T,V gives

S = NkB

(
− ln(ρλ3) +

(
5

2

)
+ ρT

∂

∂T
(b2λ

3)

)

and we find the specific heat

CV,N = NkB

[
3

2
+ 14πσ 3ρ

3

(
V0

kBT

)2

eV0/kBT

]
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6.3 The relevant integrals are

b2 = (1/2λ3)

∫
d	r12

(
e−v(r12)/kBT − 1

)
and

b3 = (1/6λ6)

∫
d	r21 d	r31

(
e−v(r21)/kBT − 1

)(
e−v(r31)/kBT − 1

)(
e−v(r32)/kBT − 1

) + 2b2
2

The integrals can be done using the Monte Carlo method (or otherwise). Results are
shown in Figure A.9.

The equation of state from the first 2 cluster integrals is

Pvir = kBT (ρ + λ3a2ρ
2 + λ6a3ρ

3)

in which a2 = −b2, a3 = 4b2
2 − 2b3 and λ is the thermal wavelength. In Figures A.10 and

A.11 the van der Waals equation of state is compared with the ideal gas law and Pvir. At
higher temperatures and/or higher volumes, the virial expansion is an improvement on the
ideal gas equation of state (Figure A.10).

Near the critical point, neither the ideal gas law nor the virial equation of state does
very well (Figure A.11).

6.5 (a) U1(	r ) = ∑
α e−βεα |ψα(	r )|2

With periodic boundary conditions ψα(	r ) = (1/
√

(V ))ei	kα ·	r so

U1 = (1/V )
∑

	k
e−βε	k

with ε	k = h̄2k2/2m. As long as there is no Bose condensation one changes the sum to an
integral on the energy and obtains

U1 = 1/λ3

where λ is the thermal wavelength.
(b)

W2(1, 2) =
∑

α

ψ∗
α (1, 2) e−(T1+T2+V (1,2))βψα(1, 2) →

∑
α

ψ∗
α (1, 2) e−(T1+T2)βψα(1, 2)

because V (1, 2) goes to zero at large separation. T1 and T2 are the single particle kinetic
energies. In the limit of large separation the two particle Schrödinger equation is

(T1 + T2)ψα(1, 2) = εαψα(1, 2)

which is separable with solutions

ψα(1, 2) = φν1
(1)φν2

(2)

in which

T1φνi (1) = ενi φνi (1)

Imposing the Pauli principle we have, again at large separations,

ψα(1, 2) = (1/
√

2)(φν1
(1)φν2

(2) ± φν1
(2)φν2

(1))

which is still an eigenstate at large separations. Insert this back in the formula for W2(1, 2)
at large separations and use periodic boundary conditions so that the φνi are plane waves.
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(There is a problem of normalization here which goes away as the normalization volume
becomes large.)

W2(1, 2) →
∑
ν1

e−βεν1

∑
ν2

e−βεν2 ±
⎛
⎝∑

	k1

ei	k1·(	r1−	r2)e−βε	k1 /V

⎞
⎠

⎛
⎝∑

	k2

e−i	k2·(	r1−	r2)e−βε	k2 /V

⎞
⎠

The first term on the right is the one given in (6.97). In the second term, I have explicitly
inserted the plane wave single particle solutions and one sees the same integrals that
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appeared, for example, in Chapter 4 (equation (4.15)) which give, for the second term

(1/λ6) exp(−2π |	r1 − 	r2|2/λ2)

which goes to zero at large separations.

Chapter 7

7.1 The Yvon–Born–Green equation is

ln g(r12) = −v(r12)

kBT
+ ρ

kBT

∫ ∞

r12

dr ′
12

∫
d	r ′

3 g(r ′
13)g(r ′

23)
∂v(r ′

13)

∂r ′
13

(r̂ ′
12 · r̂ ′

13)

The attached code solves it numerically by iteration. The code starts at a higher
temperature of 125 K and “works down” to 85 K to improve the convergence of the
iterative procedure. The second term has been written

ρ

kBT

∫ ∞

r12

dr ′
122π

∫
dr ′

13 r ′2
13g(r ′

13)
∂v(r ′

13)

∂r ′
13

∫
dμ′

23 μ′
23 g

(√
r ′2

12 + r ′2
13 − 2μ′

23r ′
12r ′

13

)

We show a self consistent solution with T = 85 K in Figure A.12.
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c this will do ybg equation for hw1
double precision gnew(1000),g(1000)
dx=0.1
pi=4.0*atan(1.0)

c B=0.912e12
sigma=3.45
epsilon=125.
rho=1.407/(40*1.66)
t=150.
open(1,file='goutps1.dat')
do 1 i=1,300
r=i*dx
sigmap=1.2*sigma
if(r.le.sigma)then

g(i)=0.0
else

c g(i)=1.0
x=sigma/r
v=4*epsilon*(x**12-x**6)

g(i)=exp(-v/t)
endif

1 continue
do 200 it=1,3
t=145-it*20
write(*,*) 't=',t
do 100 iterate=1,10
test2=0.0
do 2 i=25,100
r12=i*dx

c write(*,*) 'r12=',r12
fintegral12p=0.0

do 3 j=i,100
r12p=j*dx

c write(*,*)'r12p=',r12p
fint13old=0.0
fintegral13=0
do 4 k=1,100

r13p=k*dx
c write(*,*)'r13p=',r13p

finside=0.0
fmuold=-1.0
argold=sqrt(r12p**2+r13p**2-2.0*fmuold*r12p*r13p)
iold=argold/dx
fintold=fmuold*(g(iold)-1.0)

do 5 l=1,50
fmu=-1.0+float(l)*dx/(2.5)
arg=sqrt(r12p**2+r13p**2-2.0*fmu*r12p*r13p)
if(arg.ge.0.5*sigma)then
int1=arg/dx
fint=fmu*(g(int1)-1.0)
else

fint=-fmu
endif
finside=finside +(dx/5.0)*(fintold+fint)
fintold=fint

5 continue
c write(*,*) 'finside=',finside,'r12p=',r12p,'r13p',r13p

x=sigma/r13p
if(x.le.2.0)then
f13=(epsilon/sigma)*(-48.*(x**13)+24.0*(x**7))
fint13=(r13p**2)*g(k)*f13*finside
else
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fint13=0.0
endif

c write(*,*) 'r13p,g(k),f13,finside',r13p,g(k),f13,finside
fintegral13=fintegral13+(dx/2.0)*(fint13+fint13old)
fint13old=fint13

4 continue
if(j.eq.i)then

f12pold=fintegral13
go to 3

else
f12p=fintegral13
fintegral12p=fintegral12p+(dx/2)*(f12pold+f12p)
f12pold=f12p

endif
c write(*,*)'r12p,f12p, fintegral12p',r12p,f12p,fintegral12p
3 continue
c write(*,*) 'finished 3'

x=sigma/r12
c write(*,*) 'computed x'

v=4*epsilon*(x**12-x**6)
c write(*,*) 'computed v=',v
c write(*,*) 'fintegral12p=',fintegral12p
c write(*,*) 'rho=',rho,'pi=','t=',t

argexp=(v+rho*2.0*pi*fintegral12p)/t
correction=rho*2.0*pi*fintegral12p

c write(*,*)'rho,pi,fintegral12p',rho,pi,fintegral12p
c write(*,*) v,correction
c write(*,*) 'computed argexp'

test = abs(argexp)
if(test.ge.100)then

gnew(i)=0.0
else

gnew(i)=exp(-argexp)
endif
test2=test2+(g(i)-gnew(i))**2
gold=g(i)
g(i)=0.5*gnew(i)+(1-0.5)*gold

c write(1,*)r12,g(i),gnew(i)
2 continue

write(*,*) 'iterate=',iterate, 'test2=', test2
if(test2.le.1.0E-4) go to 200

100 continue
200 continue

do 300 i=25,100
r12=i*dx

write(1,*)r12,g(i),gnew(i),g(i)
300 continue

stop
end



Chapter 8 269

7.3

〈K 2〉 =
∫

dn 	p
(∑

i

	p2
i /2m

)2

e−β
∑

i 	p2
i /2m

/ ∫
dn 	p e−β

∑
i 	p2

i /2m

=
∫

dn 	p e−β
∑

i 	p2
i /2m

((	p2
1/2m

)2 + (	p2
2/2m

)2 + · · · + 2p2
1 p2

2/4m2 + · · · )/
∫

dn 	p e−β
∑

i 	p2
i /2m

= N
∫

d	p e−β 	p2/2m(	p2/2m)2
/ ∫

d	p e−β 	p2/2m + (N (N − 1)/2)

×
(∫

d 	p e−β 	p2/2m 	p2/2m
/ ∫

d 	p e−β 	p2/2m

)2

≡ N 〈p4/4m2〉 + N (N − 1)〈p2/2m〉2

Similarly

〈K 〉2 = N 2〈p2/2m〉2

so

〈K 2〉 − 〈K 〉2 = N (〈p4/4m2〉 − 〈p2/2m〉2)

Evaluating the integrals,

〈p4/4m2〉 = (15/4)N (kBT )2

〈p2/2m〉 = (3/2)NkBT

(which is equipartition) and

〈K 2〉 − 〈K 〉2 = N (3/2)(kBT )2

√
〈K 2〉 − 〈K 〉2)/〈K 〉 =

√
(2/3N )

Chapter 8

8.1 Expand (8.10) by writing

ε̃	p,σ − μ = ε
(0)
	p,σ

− μ0 + δε	p,σ + ∑
	p′,σ ′ f 	p,σ ;	p ′,σ ′ 〈δn 	p ′,σ ′ 〉 − δμ where ε

(0)
	p,σ

= h̄2 p2/2m

is the single particle energy for noninteracting electrons δε	p,σ = ( h̄2 p2/2)(1/m∗ − 1/m)
and δμ is the shift in the chemical potential caused by the interactions. (We keep the
temperature dependence of the chemical potential in the noninteracting model in the first
term. We drop the 〈〉 on 〈δn 	p′,σ ′ 〉 in the sequel because we will always be referrring to the

thermal average.) We denote n(0)
	p,σ

≡ 1/
(
e(ε

(0)
	p,σ

−μ(0))β + 1
)

and δn 	p,σ = n 	p,σ − n(0)
	p,σ

.

We have

δn 	p,σ = (δε	p,σ − δμ)
(
dn(0)

	p,σ

/
dε

(0)
	p,σ

) +
∑
	p′,σ ′

f 	p,σ ;	p′,σ ′δn 	p′,σ ′
(
dn(0)

	p,σ

/
dε

(0)
	p,σ

)

Rearranging,∑
	p′,σ ′

(
δ	p,σ ;	p′σ ′ − f 	p,σ ;	p′,σ ′

(
dn(0)

	p,σ
/dε

(0)
	p,σ

))
δn 	p′ = (δε	p,σ − δμ)

(
dn(0)

	p,σ

/
dε

(0)
	p,σ

)
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We invert the matrix δ	p,σ ;	p′σ ′ − f 	p,σ ;	p′,σ ′
(
dn(0)

	p,σ
/dε

(0)
	p,σ

)
to lowest order in the interaction

term giving

δn 	p,σ = (δε	p,σ − δμ)
(
dn(0)

	p,σ

/
dε

(0)
	q,σ

)
+

∑
	p′,σ ′

f 	p,σ ;	p′,σ ′ (δε	p′,σ − δμ)
(
dn(0)

	p,σ

/
dε

(0)
	p,σ

)(
dn(0)

	p′,σ

/
dε

(0)
	p′,σ ′

)

The chemical potential shift is evaluated using the requirement∑
	p,σ

δn 	p,σ = 0

δμ =
(∫

dε(dn(0)(ε)/dε)N (ε)ε(1/m∗ − 1/m) + ∫
dε

(
dn(0)(ε)/dε

) ∫
dε′ (dn(0)(ε′)/dε′)N (ε)N (ε′)ε(1/m∗ − 1/m)F0∫

dε
(
dn(0)(ε)/dε

)
N (ε) + ∫

dε
(
dn(0)(ε)/dε

) ∫
dε′ (dn(0)(ε′)/dε′)N (ε)N (ε′)F0

)

Here N is the noninteracting density of states and we have summed over spin indices
assuming that the ε	p,σ are spin independent (no magnetic field). The integrals in the last
equation are evaluated in lowest nonvanishing order in the temperature by use of∫

dεF(ε)
(
dn(0)(ε)/dε

) = −F(μ) − (kBT )2 I
(
d2 F/dε2)|μ − (1/μ)(dF/dε)|μ

)

which is easily derived from results in Chapter 5. (I = ∫
dz z/(ez + 1) and μ is the zero

temperature noninteracting chemical potential (Fermi energy).) Then expanding the result
to lowest nonvanishing order (kBT )2 and N (ε′)F0 we find

δμ = μ(1/m∗ − 1/m)(1 + (kBT/μ)2 I )

(The terms involving interactions drop out to this order.) Then putting this back in the
expression for δn

δn(ε) = (1/m∗ − 1/m)
(
(ε − μ)

(
dn(0)(ε)/dε

) − (kBT/μ)2 Iμ
(
dn(0)(ε)/dε

) )
Again, the quasiparticle interaction terms have dropped out to this order. It is not hard to
check that the integral

∫
dεN (ε)δn(ε) = 0 as required.
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8.4
c       a  Monte Carlo code for problem 8.4
        dimension fmag(1000)
        integer is(1000,1000)
        open(1,file=’problem84.dat’)

        latticesize=100
        imcpersite=10000
        call srand(1257)
        imc=(latticesize**2)*imcpersite
        ianneal=imc/2.
        write(*,*) ’imc,ianneal’,imc,ianneal
c  initialize 
c       fmagtot=0.0
        do ix=1,latticesize
        do iy=1,latticesize
           test=rand(0)
           if(test.gt.0.5)then 
            is(ix,iy)=1
           else
            is(ix,iy)=-1
           endif
           fmagtot=fmagtot+is(ix,iy)
        enddo
        enddo 
        write(*,*) ’starting mag=’,fmagtot/(latticesize**2)
c  loop on temperature
        do  1 it=1,400
          t=float(it)/100.
          fmag(it)=0.0
          itotaccept=0
         do  2 itry=1,imc
           ix=latticesize*rand(0)+1         
           iy=latticesize*rand(0)+1
           istemp=-is(ix,iy)
           ixnp=mod(ix,latticesize)+1
           ixnm=mod(ix-2,latticesize)+1
              if(ixnm.eq.0)ixnm=latticesize
           iynp=mod(iy,latticesize)+1
           iynm=mod(iy-2,latticesize)+1
              if(iynm.eq.0)iynm=latticesize
c          write(*,*) ’ix,iy,ixnp,ixnm,iynp,iynm’
c          write(*,*) ix,iy,ixnp,ixnm,iynp,iynm
           field=is(ixnp,iy)+is(ixnm,iy)+is(ix,iynp)+is(ix,iynm)
           de=-(istemp-is(ix,iy))*field
c          write(*,*)’ix,iy,is(ix,iy)’,ix,iy,is(ix,iy)
c          write(*,*) ’field,de’,field,de
           iaccept=0
           if(de.lt.0)then
              is(ix,iy)=istemp
              iaccept=1
           else
            fact=exp(-de/t) 
            test=rand(0)
            if(test.lt.fact)then
              is(ix,iy)=istemp
              iaccept=1
            endif
           endif
c          write(*,*) ’iaccept,is(ix,iy),istemp’
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c          write(*,*) iaccept,is(ix,iy),istemp
           if(itry.eq.ianneal+1)then
               fmag(it)=0.0
               write(*,*) ’finished anneal for it’,it
               do ix=1,latticesize
               do iy=1,latticesize
                 fmag(it)=fmag(it)+float(is(ix,iy))
               enddo
               enddo
               write(*,*)’mag right after anneal=’,fmag(it)
               netchange=0
            elseif(itry.gt.ianneal+1)then
               netchange=netchange+2.*istemp*iaccept
            endif
            itotaccept=itotaccept+iaccept
2       continue
c end mc steps for this temp
           write(*,*) itotaccept,’acceptances’
           write(*,*) ’netchange=’,netchange
           fmag(it)=fmag(it)+float(netchange)/float(imc-ianneal)
            fmag(it)=fmag(it)/float(latticesize**2)
           write(*,*) ’mag for it’,it,’is’,fmag(it)
           write(1,*)t, fmag(it),abs(fmag(it))
1        continue
c end of temperature loop       
        stop
        end

The magnetization calculated using this code is shown in Figure A.13. Results are good
away from the critical region, but fluctuations around Tc are still too large to characterize
accurately the average magnetization near the critical point with this number of MC
moves per site. Even if this problem is resolved by running longer, finite size effects will
round the calculated transition near Tc. This run took about 12 hours on a middle aged
work station (2004). (The absolute value of the magnetization is plotted. In fact the
average magnetization changed sign once near the critical point in this run as temperature
was increased.)

Chapter 9

9.3

Z =
∑
{σ }

exp

(∑
i

(Kσiσi+1 − hσi )

)
=

∑
{σ }

exp

(∑
i

(Kσiσi+1 − (h/2)(σi + σi+1)

)

Let Si = σ2i and Si = σ2i+1. Then

Z =
∑
{S}

∑
{S}

exp

(∑
i

K (Si Si + SiSi+1) − (h/2)(Si + 2Si + Si+1)

)
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Do the sum on the Si :

Z =
∑
{S}

�i
(
exp(K (Si + Si+1) − (h/2)(Si + Si+1 + 2))

+ exp(−K (Si + Si+1) − (h/2)(Si + Si+1 − 2))
)

=
∑
{S}

�i
(
exp(K (Si + Si+1) − h) + exp(−K (Si + Si+1) + h)

)
exp(−(h/2)(Si + Si+1))

The can be rewritten as the partition function of an Ising model with renormalized
coupling K ′ and field h′ plus a constant C

Z =
∑
{S}

�i exp(K ′SiSi+1 − (h′/2)(Si + Si+1) + C)

To find the relation between the primed parameters and the original ones, write the values
of one term in the product for SiSi+1 = ++, +−, −+, −− in the form of a matrix:(

(e2K−h + e−2K+h)e−h e−h + eh

e−h + eh (e−2K−h + e2K+h)eh

)
=

(
eK ′−h′+C e−K ′+C

e−K ′+C eK ′h′+C

)

These are three independent equations which may be solved for the variables K ′, h′ and C
with the result

K ′ = (1/4) ln

[
cosh(2K − h)cosh(2K + h)

cosh2h

]

h′ = h + (1/2) ln

[
cosh(2K + h)

cosh(2K − h)

]

C = (1/4) ln
[
16 cosh(2K − h) cosh(2K + h) cosh2h

]
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The fixed point equations are

K ∗ = (1/4) ln

[
cosh(2K ∗ − h∗)cosh(2K ∗ + h∗)

cosh2h∗

]

h∗ = h∗ + (1/2) ln

[
cosh(2K ∗ + h∗)

cosh(2K ∗ − h∗)

]

The second equation is satisfied if K ∗ = 0 or h∗ = 0. The first equation is satisfied for
K ∗ = 0 and any h∗ so, in the K–h plane there is a line of fixed points along the K = 0
axis. For h∗ = 0 the first equation is also satisfied for K ∗ → ∞ so there is another fixed
point at h∗ = 0, K ∗ → ∞. It is quite easy to see that, near the K = 0 axis, the
renormalization equations drive the solution toward the K = 0 axis so those fixed points
are stable, whereas the renormalization equations drive the solution away from the fixed
point at h∗ = 0, K ∗ → ∞ so it is unstable. For K large and h = 0 the renormalization
equation for K becomes K ′ = K − (1/2) ln 2 ≈ K so the eigenvalue associated with the
temperature is �1 = 1 which would give ν = ln 2/ ln �1 → ∞. This means that the
coherence length does not diverge as a power law as one approaches the critical point at
K → ∞ (T = 0) but goes faster than any power law. (Indeed the coherence length
diverges as eK .)

It is easy to write a little code to iterate the equations. Such a code is shown below and
some trajectories are displayed in Figure A.14.
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c       a  code for problem 9.3
        dimension fh(10000,10),fk(10000,10)

        open(1,file=’problem94.dat’)
        test=log(10.)
        write(*,*) ’test=’,test
        iterate=35
        fkstart=10.
        dh=.001
        do ih=1,4
         fh(1,ih)=(ih-1)*dh
          fk(1,ih)=fkstart
        do i=2,iterate
        arg=cosh(2.*fk(i-1,ih)-fh(i-1,ih))*
     xcosh(2.*fk(i-1,ih)+fh(i-1,ih))
          argd=cosh(fh(i-1,ih))**2
        argh=cosh(2.*fk(i-1,ih)+fh(i-1,ih))/
     xcosh(2.*fk(i-1,ih)-fh(i-1,ih))
          write(*,*) ’i,ih,arg,argd,argh’,i,ih,arg,argd,argh
          fk(i,ih)=0.25*log(arg/argd)
          fh(i,ih)=fh(i-1,ih)+0.5*log(argh)
        enddo 
        enddo
        do i=1,iterate
          write(1,2) i,(fh(i,ih),fk(i,ih),ih=1,4)
        enddo
2       format(i2,8f8.4)
        stop       
        end

9.4 (a)

F = −kBT ln

∫
D({m 	q}) exp

(
−

∫
ddq

(2π )d
(qμ + t)m−	qm 	q

)

Let m 	q = ζm ′
	q ,q ′ = 2q

F = −kBT ln

∫
D({m 	q ′ })exp

(
−

∫
ddq ′

(2π )d
((q ′/2)μ + t)

)
ζ 2m ′

−	qm ′
	q × constant

= −kBT ln

∫
D({m 	q ′ }) exp

( − F ′({m 	q ′ }))
so that the renormalized F is

βF ′ =
∫

ddq ′

(2π )d
(q ′2 + 2μt)

ζ 2

2d+μ
m ′

−	qm ′
	q

giving, for the Gaussian model, the transformations

t ′ = 2μt

ζ = 2d/2+μ/2
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Thus �1 = 2μ and the exponent ν in the Gaussian model in this case is

ν = ln 2/ ln 2μ = 1/μ

The renormalization of the field is h′ = 2d/2+μ/2h so the exponent x = d/2 + μ/2 from
which we can get all the exponents of this “Gaussian” model:

α = 2 − dν = 2 − d/μ

β = ν(d − x) = ν(d − (d/2 + μ/2)) = (d − μ)/2μ

γ = ν(2x − d) = (2(d/2 + μ/2) − d)/μ = 1

δ = x/(d − x) = (d/2 + μ/2)/(d − (d/2 + μ/2)) = (d + μ)/(d − μ)

η = 2 − γ /ν = 2 − μ

The upper critical dimension is reached when the factor

ξ 4/23d = 1

(using the analogue to (9.125)). With the value ξ = 2d/2+μ/2, found above, this gives
upper critical dimension d = 2μ. These results all coincide with the Gaussian model
results when μ = 2.

Proceeding as in the text with finite b we obtain the renormalization group equations

t ′ = 2μ + 6 · 2μ

∫
dq3

(2π )d

1(
qμ

3 + t
)

b′ = 2ε

[
b + 36

∫
dq3

(2π )d

1(
qμ

3 + t
)2

]

where ε = 2μ − d . Linearizing, we obtain, from the eigenvalue for temperature

ν = 1/μ + ε/3μ2 (A.1)

This also agrees with equation (9.134) when μ = 2. This model is of some interest for the
study of certain kinds of random walks.2 The RNG behavior is studied in more detail in
reference 3. (However, these references give ε/4μ2 for the second term in (A.1). I have
not traced the origin of this discrepancy.)

9.5 (a) For t > 0 one expands around 〈m 	q〉 = 0 so, in zero field

〈m 	q,νm−	q,ν〉 =
∫
D({m})exp

( − ∑
	q 	m 	q · 	m−	q

)
m 	q,νm−	q,ν∫

D({m})exp
( − ∑

	q 	m 	q · 	m−	q
)

Changing the variables to x	q,ν = m 	q,ν/
√

(q2 + t) the integrals are easy to do

〈m 	q,νm−	q,ν〉 = K/(q2 + t)

for each component, where

K =
∫

dx	q,ν dx−	q,ν e−(x−	q,ν x	q,ν )x−	q,νx	q,ν

/ ∫
dx	q,ν dx−	q,ν e−(x−	q,ν x	q,ν )

is a constant with respect to q . But 〈m 	q,νm−	q,ν〉 is the spatial Fourier transform of g(r )

which, near the critical point, is of form g(r ) = constant × e−r/ξ /rd−2+η so

〈m 	q,νm−	q,ν〉 = constant × 2/(q2 + 1/ξ 2) = K/(q2 + t)

requiring η = 0, ν = 1/2.
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(b) By differentiating the free energy with respect to the q = 0 field one has

χ = 〈m 	q=0,νm−	q=0,ν〉 = K/t

where ν is the field direction, giving γ = 1
(c) For t < 0 the Gaussian approximation requires expanding the free energy functional

about its minimum and keeping only the quadratic terms in the fluctuations. For t > 0 the
minimum was at all 〈m 	q,ν〉 = 0 but for t < 0 this is not the case and we must find the
minimum and expand around it. We let h be in the ν = 1 direction and differentiate with
respect to m 	q=0,ν=1 ≡ m1 giving

m1(2t + 4b( 	m · 	m)) = h

and with respect to m 	q=0,ν �=1 ≡ mν

(2t + 4b( 	m · 	m))mν = 0

The second equation has solutions mν = 0 and 2t + 4b( 	m · 	m) = 0. However, the latter is
excluded because inserting it in the first equation leads to a contradiction since we assume
h �= 0. Thus the solutions are mν �=1 = 0, m1 solutions to the cubic

m1(2t + 4bm2
1) − h = 0. The Gaussian free energy of interest is the quadratic terms

obtained by expanding the Landau–Ginzburg free energy about this solution. We write

	m = î1m1 + δ 	m and expand, giving

βF =
∑

	q

[(
q2 + t + 6bm2

1

)
δm 	q,1δm−	q,1 + (

q2 + t + 2bm2
1

) ∑
ν �=1

δm 	q,νδm−	q,ν

]

Using m1(2t + 4bm2
1) − h = 0 this is rewritten

∑
	q

[(
q2 + 4bm2

1 + h/2m1

)
δm 	q,1δm−	q,1 + (q2 + h/2m1)

∑
ν �=1

δm 	q,νδm−	q,ν

]

Now we take the limit h → 0 and find

〈δm 	q,1δm−	q,1〉 = K/(q2 − 2t)

so that ν = 1/2 for the correlation function associated with this component of the
magnetization. Also, by taking q → 0 we get γ = 1 for the susceptibility associated with
a field in the magnetization direction. However, for the susceptibility associated with a
field in a ν �= 1 direction perpendicular to the spontaneous magnetization we get

〈δm 	q,νδm−	q,ν〉 = K/q2

in the h1 → 0 limit. Therefore the q = 0 susceptibility with respect to fields in directions
perpendicular to the spontaneous magnetization diverges for all t and γ is not defined.

Chapter 10

10.1(a)–(c) The continuity equation (10.4) is derived in the same way as in the text. Since
it is linear, averaging is straightforward:

∂〈ρ〉
∂t

= −∇ · 〈 	J 〉/m
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However, because we are assuming that energy is not locally conserved, we do not write
the corresponding equation (10.6), but instead relate 〈J 〉 to the gradient of the only density
which has appeared at this level, namely 〈ρ〉:

〈 	J 〉 = −D∇〈ρ〉
D is the diffusion coefficient. The hydrodynamic equation is

∂〈ρ〉
∂t

= D∇2〈ρ〉
which is the diffusion equation. From the relation given in the problem statement (which
is the same as equation (10.32))

〈ρρ〉(	q, ω) = 2 h̄ωV

(1 − e−β h̄ω)
Re(δρ(	q, z → ω + iε)〈ρ〉/δp(	q))

Laplace transform of the diffusion equation gives

[−izδρ(z, 	q) + q2 Dδρ(z, 	q)] = ρ(t = 0, 	q) − ρ(t → ∞, 	q)

= δρ(	q, t = 0) =
(

∂ρ

∂p

)
T

δp(	q)

giving

δρ(z, 	q) =

(
∂ρ

∂p

)
T

δp(	q)

(−iz + Dq2)

and inserting this in the equation for 〈ρρ〉(	q, ω)

〈ρρ〉(	q, ω) = 2 h̄ωρ0

(1 − e− h̄ωβ)

(
∂ρ

∂p

)
T

Dq2

(ω2 + (Dq2)2)

In the classical limit in which h̄ω 
 kBT ,

〈ρρ〉(	q, ω) = 2kBTρ0

(
∂ρ

∂p

)
T

Dq2

(ω2 + (Dq2)2)

Thus one can get the transport coefficient D from two different limits of the time and
space dependent correlation function

lim
ω→0

lim
q→0

〈ρρ〉(	q, ω)

2kBTρ0

(
∂ρ

∂p

)
T

ω2

q2
= D

and

lim
q→0

lim
ω→0

〈ρρ〉(	q, ω)

2kBTρ0

(
∂ρ

∂p

)
T

q2 = 1/D

10.2 It is convenient to express the linearized equations in terms of the entropy sv ≡ S/V
per unit volume (instead of per particle) and to use this quantity instead of q which was
used to characterize the heat flow in the linearized Navier–Stokes equations. Using
G = μN = E + PV − ST one sees easily that μρ = e + P − svT . Further,
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d(E/V ) = T dsv + μdρ follows from the standard thermodynamic relations in the
canonical ensemble. The energy equation becomes

T
∂sv

∂t
+ μ

∂ρ

∂t
= −μ∇ · 	J/m − 	J · ∇μ − ∇(T sv	vn) + �∇2T

The second term on the left cancels the first on the right by use of the equation of
continuity. The second term on the right is nonlinear and in the third term the linear form
only needs the divergence of 	vn giving

∂sv

∂t
= −sv∇ · 	vn + �∇2T/T

A convenient form for the superfluid equation (3.71) is obtained by use of the
Clausius–Clapeyron equation in the form dμ = −(sv/ρ)dT + dP/ρ giving

∂	vs

∂t
= (sv/ρ)∇T − ∇ P/ρ − ∇h

The other equations are already in essentially linear form.
Dropping the dissipative terms they take the form

m
∂ρ

∂t
= −∇ · 	J (A.2)

∂ 	J
∂t

= −∇ P

m
∂	vs

∂t
= (−1/ρ)∇ P + (sv/ρ)∇T (A.3)

m
∂sv

∂t
= −sv∇ · 	vn (A.4)

	J/m = ρs	vs + ρn	vn

Combining the first two equations, just as in the case of normal fluids, gives

m
∂2ρ

∂t2
= ∇2 P (A.5)

Take a second time derivative of equation (A.4)

∂2sv

∂t2
= −sv ∂∇ · 	vn

∂t

Solve 	J/m = ρs	vs + ρn	vn for 	vn and insert it in the right hand side:

∂2sv

∂t2
= −(sv/ρn)

∂∇·
∂t

(∇ · 	J/m − ρs∇ · 	vs)

Use the continuity equation (A.2) to express the first term on the right hand side in terms
of the density

∂2sv

∂t2
= (sv/ρn)

∂2ρ

∂t2
+ (ρs/ρn)

∂∇ · 	vs

∂t
Take the divergence of A.3 and use the result in the last term

∂2sv

∂t2
= (sv/ρn)

∂2ρ

∂t2
+ (ρss

v/ρn M)
(−∇2 P/ρ + (sv/ρ)∇2T

)
(A.6)
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Bearing in mind that sv = S/V one can obtain the thermodynamic identities

dT = dsv/cv − ((sv/cvρ) + 1/αρ)dρ

dP = −dsv/α + ((sv/αρ) + 1/β) dρ

where α = (1/V ) (∂V/∂T )S is the adiabatic thermal expansion coefficient,
β = −(1/V ) (∂V/∂ P)S is the adiabatic compressibility and cv = (T/V ) (∂S/∂T )V is the
specific heat per unit volume at constant density. We use these relations to express the
terms involving Laplacians of T and P in terms of Laplacians of sv and ρ in both (A.6)
and (A.4)

∂2sv

∂t2
− (sv/ρn)(1 − ρs/ρ)

∂2ρ

∂t2
= (

ρss
v2

/ρnmρ
) (

T ∇2sv/cv − ((svT/cvρ) + 1/αρ) ∇2ρ
)

∂2ρ

∂t2
= (1/m)(−∇2sv/α + ∇2ρ ((sv/αρ) + 1/β))

These are two simultaneous wave equations in ρ and sv so the existence of two sound
wave modes is established. The equations simplify significantly if one transforms to the
same heat variable which was used in the solution the analogous problem for the normal
fluid, namely dq = T dS/V in place of dsv = d(S/V ). The two variables are related by
dsv = dq/T + svdρ/ρ. With this transformation, the two equations become:

∂2q

∂t2
= (

Tρss
v2

/cvρnmρ
)∇2q − (

ρss
v2T/ρnmα

)∇2ρ

∂2ρ

∂t2
= −(1/αmT )∇2q + (1/mβ)∇2ρ

which clearly describe two sound like modes, one closely analogous to the sound in a
normal fluid and termed first sound and the other involving the transport of heat and
termed second sound. They are coupled by terms involving the thermal expansion
coefficient which makes good physical sense. In fact the coupling terms can be shown to
be small in liquid helium at low temperatures. If they are ignored, then the first sound
velocity is seen directly given by the same expression which determines it in the normal
fluid, and the second sound velocity is

c2 =
√

Tρssv2/cvρnmρ

It vanishes when the superfluid density is zero and has other intuitively satisfying features.
The velocity is always lower than the first sound velocity in liquid helium. What is
remarkable is that the hydrodynamics induced by the existence of a condensate has
qualitatively changed the mechanism of heat transport in the fluid from diffusive
propagation to wave propagation. Second sound is observed experimentally and much
studied (see for example reference 4).
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Landau–Ginzburg model, 186
coherence length exponent to lowest order in ε, 189
epsilon expansion, 183
fixed points, 179
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182
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static structure factor, 132
stochastic models, 217
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superfluid current, 213
superfluid hydrodynamics, 206

summary, 214
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superfluid velocity

dynamical equation at finite temperature, 212

in liquid 4He, 209
Josephson relation for, 210

temperature, 39
thermal conductivity, 199
thermodynamic equilibrium, local, in hydrodynamics,

199
thermodynamic potential, 40
thermodynamics, 37
thermostat, computational, 141
third law of thermodynamics, 47
time dependent perturbation theory, in derivation of

Kubo relations, 202
transfer matrix, 157
turbulence, 198

universality, 168
explained by renormalization group, 180
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virial expansion

classical, 86
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