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Preface v

Preface

Primary objective of this lecture note is to provide a basic text for the students to study
plasma physics and controlled fusion researches. Secondary objective is to offer a reference book
describing analytical methods of plasma physics for the researchers. This was written based
on lecture notes for a graduate course and an advanced undergraduate course those have been
offered at Department of Physics, Faculty of Science, University of Tokyo.

In ch.1 and 2, basic concept of plasma and its characteristics are explained. In ch.3, orbits
of ion and electron are described in several magnetic field configurations. Chapter 4 formulates
Boltzmann equation of velocity space distribution function, which is the basic relation of plasma
physics.

From ch.5 to ch.9, plasmas are described as magnetohydrodynamic (MHD) fluid. MHD equa-
tion of motion (ch.5), equilibrium (ch.6) and diffusion and confinement time of plasma (ch.7) are
described by the fluid model. Chapters 8 and 9 discuss problems of MHD instabilities whether
a small perturbation will grow to disrupt the plasma or will damp to a stable state. The basic
MHD equation of motion can be derived by taking an appropriate average of Boltzmann equa-
tion. This mathematical process is described in appendix A. The derivation of useful energy
integral formula of axisymmetric toroidal system and the analysis of high n ballooning mode are
described in appendix B.

From ch.10 to ch.14, plasmas are treated by kinetic theory. This medium, in which waves and
perturbations propagate, is generally inhomogeneous and anisotropic. It may absorb or even
amplify the wave. Cold plasma model described in ch.10 is applicable when the thermal velocity
of plasma particles is much smaller than the phase velocity of wave. Because of its simplicity,
the dielectric tensor of cold plasma can be easily derived and the properties of various wave
can be discussed in the case of cold plasma. If the refractive index becomes large and the
phase velocity of the wave becomes comparable to the thermal velocity of the plasma particles,
then the particles and the wave interact with each other. In ch.11, Landau damping, which
is the most characteristic collective phenomenon of plasma, as well as cyclotron damping are
described. Chapter 12 discusses wave heating (wave absorption) in hot plasma, in which the
thermal velocity of particles is comparable to the wave phase velocity, by use of the dielectric
tensor of hot plasma. In ch.13 the amplification of wave, that is, the growth of perturbation
and instabilities, is described. Since long mathematical process is necessary for the derivation of
dielectric tensor of hot plasma, its processes are described in appendix C. In ch.14 instabilities
driven by energetic particles, that is, fishbone instability and toroidal Alfvén eigenmodes are
described.

In ch.15, confinement researches toward fusion grade plasmas are reviewed. During the last
decade, tokamak experiments have made remarkable progresses. Now realistic designs of toka-
mak reactors have been actively pursued. In ch.16, research works of critical subjects on tokamak
plasmas and reactors are explained. As non-tokamak confinement systems, reversed field pinch,
stellarator, tandem mirror are described in ch.17. Elementary introduction of inertial confine-
ment is added in ch.18.

Readers may have impression that there is too much mathematics in this lecture note. However
there is a reason for it. If a graduate student tries to read and understand, for examples,
frequently cited short papers on the analysis of high n ballooning mode by Connor, Hastie,
Taylor, fishbone instability by L.Chen, White, Rosenbluth without preparative knowledge, he
must read and understand a few tens of cited references and references of references. I would
guess from my experience that he would be obliged to work hard for a few months. It is one
of motivation to write this lecture note to save his time to struggle with the mathematical
derivation so that he could spend more time to think physics and experimental results.
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Ch.1 Nature of Plasma

1.1 Introduction

As the temperature of a material is raised, its state changes from solid to liquid and then
to gas. If the temperature is elevated further, an appreciable number of the gas atoms are
ionized and become the high temperature gaseous state in which the charge numbers of ions and
electrons are almost the same and charge neutrality is satisfied in a macroscopic scale.
When the ions and electrons move collectively, these charged particles interact with coulomb

force which is long range force and decays only in inverse square of the distance r between the
charged particles. The resultant current flows due to the motion of the charged particles and
Lorentz interaction takes place. Therefore many charged particles interact with each other by
long range forces and various collective movements occur in the gaseous state. The typical cases
are many kinds of instabilities and wave phenomena. The word “plasma” is used in physics
to designate the high temperature ionized gaseous state with charge neutrality and collective
interaction between the charged particles and waves.
When the temperature of a gas is T (K), the average velocity of the thermal motion, that is,

thermal velocity vT is given by

mv2
T/2 = κT/2 (1.1)

where κ is Boltzmann constant κ = 1.380658(12) × 10−23 J/K and κT indicates the thermal
energy. Therefore the unit of κT is Joule (J) in MKSA unit. In many fields of physics, one
electron volt (eV) is frequently used as a unit of energy. This is the energy necessary to move
an electron, charge e = 1.60217733(49)×10−19 Coulomb, against a potential difference of 1 volt:

1eV = 1.60217733(49)× 10−19 J.

The temperature corresponding to the thermal energy of 1eV is 1.16×104 K(= e/κ). The ioniza-
tion energy of hydrogen atom is 13.6 eV. Even if the thermal energy (average energy) of hydrogen
gas is 1 eV, that is T ∼ 104 K, small amount of electrons with energy higher than 13.6 eV exist
and ionize the gas to a hydrogen plasma.
Plasmas are found in nature in various forms (see fig.1.1). There exits the ionosphere in the

heights of 70∼500 km (density n ∼ 1012 m−3, κT ∼ 0.2 eV). Solar wind is the plasma flow origi-
nated from the sun with n ∼ 106∼7 m−3, κT ∼ 10 eV. Corona extends around the sun and the
density is ∼ 1014 m−3 and the electron temperature is ∼ 100 eV although these values depend
on the different positions. White dwarf, the final state of stellar evolution, has the electron
density of 1035∼36 m−3. Various plasma domains in the diagram of electron density n(m−3) and
electron temperature κT (eV) are shown in fig.1.1. Active researches in plasma physics have
been motivated by the aim to create and confine hot plasmas in fusion researches. Plasmas play
important roles in the studies of pulsars radiating microwave or solar X ray sources observed
in space physics and astrophysics. The other application of plasma physics is the study of the
earth’s environment in space. Practical applications of plasma physics are MHD (magnetohy-
drodynamic) energy conversion for electric power generation, ion rocket engines for space crafts,
and plasma processing which attracts much attention recently.

1.2 Charge Neutrality and Landau Damping

One of the fundamental property of plasma is the shielding of the electric potential applied to
the plasma. When a probe is inserted into a plasma and positive (negative) potential is applied,
the probe attracts (repulses) electrons and the plasma tends to shield the electric disturbance.
Let us estimate the shielding length. Assume that the ions are in uniform density (ni = n0)
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Fig.1.1 Various plasma domain in n - κT diagram.

and there is small perturbation in electron density ne or potential φ. Since the electrons are in
Boltzmann distribution usually, the electron density ne becomes

ne = n0 exp(eφ/κTe) � n0(1 + eφ/κTe).

Poisson’s eqation is

E = −∇φ, ∇(ε0E) = −ε0∇2φ = ρ = −e(ne − n0) = −e
2n0

κTe
φ

and

∇2φ =
φ

λ2
D

, λD =
(
ε0κTe

nee2

)1/2

= 7.45× 103
(
1
ne

κTe

e

)1/2

(m) (1.2)

where ne is in m−3 and κTe/e is in eV. When ne ∼ 1020cm−3, κTe/e ∼ 10keV, then λD ∼ 75µm.
In spherically symmetric case, Laplacian ∇2 becomes ∇2φ = (1/r)(∂/∂r)(r∂φ/∂r) and the
solution is

φ =
q

4πε0
exp(−r/λD)

r
.

It is clear from the foregoing formula that Coulomb potential q/4πε0r of point charge is shielded
out to a distance λD. This distance λD is called the Debye length. When the plasma size is a
and a � λD is satisfied, then plasma is considered neutral in charge. If a < λD in contrary,
individual particle is not shielded electrostatically and this state is no longer plasma but an
assembly of independent charged particles.
The number of electrons included in the sphere of radius λD is called plasma parameter and

is given by

nλ3
D
=

(
ε0
e

κTe

e

)3/2 1

n
1/2
e

. (1.3)

When the density is increased while keeping the temperature constant, this value becomes small.
If the plasma parameter is less than say ∼1, the concept of Debye shielding is not applicable
since the continuity of charge density breaks down in the scale of Debye length. Plasmas in the
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region of nλ3 > 1 are called classical plasma or weakly coupled plasma, since the ratio of electron
thermal energy κTe and coulomb energy between electrons Ecoulomb = e2/4πε0d (d � n−1/3 is
the average distance between electrons with the density n) is given by

κTe

Ecoulomb
= 4π(nλ3

D)
2/3 (1.4)

and nλ3 > 1 means that coulomb energy is smaller than the thermal energy. The case of
nλ3

D
< 1 is called strongly coupled plasma (see fig.1.1). Fermi energy of degenerated electron

gas is given by εF = (h2/2me)(3π2n)2/3. When the density becomes very high, it is possible to
become εF ≥ κTe. In this case quantum effect is more dominant than thermal effect. This case
is called degenerated electron plasma. One of this example is the electron plasma in metal. Most
of plasmas in experiments are classical weakly coupled plasma.
The other fundamental process of plasma is collective phenomena of charged particles. Waves

are associated with coherent motions of charged particles. When the phase velocity vph of
wave or perturbation is much larger than the thermal velocity vT of charged particles, the wave
propagates through the plasma media without damping or amplification. However when the
refractive index N of plasma media becomes large and plasma becomes hot, the phase velocity
vph = c/N (c is light velocity) of the wave and the thermal velocity vT become comparable
(vph = c/N ∼ vT), then the exchange of energy between the wave and the thermal energy of
plasma is possible. The existence of a damping mechanism of wave was found by L.D. Landau.
The process of Landau damping involves a direct wave-particle interaction in collisionless plasma
without necessity of randamizing collision. This process is fundamental mechanism in wave
heatings of plasma (wave damping) and instabilities (inverse damping of perturbations). Landau
damping will be described in ch.11, ch.12 and appendix C.

1.3 Fusion Core Plasma

Progress in plasma physics has been motivated by how to realize fusion core plasma. Necessary
condition for fusion core plasma is discussed in this section. Nuclear fusion reactions are the
fused reactions of light nuclides to heavier one. When the sum of the masses of nuclides after
a nuclear fusion is smaller than the sum before the reaction by ∆m, we call it mass defect.
According to theory of relativity, amount of energy (∆m)c2 (c is light speed) is released by the
nuclear fusion.
Nuclear reactions of interest for fusion reactors are as follows (D; deuteron, T; triton, He3; helium-

3, Li; lithium):

(1) D+D→T(1.01MeV)+p(3.03MeV)
(2) D+D→ He3(0.82MeV)+n(2.45MeV)
(3) T+D→ He4(3.52MeV)+n(14.06MeV)
(4) D+He3 → He4(3.67MeV) +p(14.67MeV)
(5) Li6+n→T+He4+4.8MeV
(6) Li7+n(2.5MeV)→T+He4+n

where p and n are proton (hydrogen ion) and neutron respectively (1MV=106 eV). Since the
energy released by chemical reaction of H2 + (1/2)O2 → H2O is 2.96 eV, fusion energy released
is about million times as large as chemical one. A binding energy per nucleon is smaller in
very light or very heavy nuclides and largest in the nuclides with atomic mass numbers around
60. Therefore, large amount of the energy can be released when the light nuclides are fused.
Deuterium exists aboundantly in nature; for example, it comprises 0.015 atom percent of the
hydrogen in sea water with the volume of about 1.35× 109 km3 .
Although fusion energy was released in an explosive manner by the hydrogen bomb in 1951,

controlled fusion is still in the stage of research development. Nuclear fusion reactions were
found in 1920’s. When proton or deuteron beams collide with target of light nuclide, beam
loses its energy by the ionization or elastic collisions with target nuclides and the probability
of nuclear fusion is negligible. Nuclear fusion researches have been most actively pursued by
use of hot plasma. In fully ionized hydrogen, deuterium and tritium plasmas, the process of
ionization does not occur. If the plasma is confined in some specified region adiabatically, the
average energy does not decrease by the processes of elastic collisions. Therefore if the very hot
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Fig.1.2 (a) The dependence of fusion cross section σ on the kinetic energy E of colliding nucleous.
σDD is the sum of the cross sections of D-D reactions (1) (2). 1 barn=10−24 cm2. (b) The dependence of
fusion rate 〈σv〉 on the ion temperature Ti .

D-T plasmas or D-D plasmas are confined, the ions have velocities large enough to overcome
their mutual coulomb repulsion, so that collision and fusion take place.
Let us consider the nuclear reaction that D collides with T. The effective cross section of T

nucleous is denoted by σ. This cross section is a function of the kinetic energy E of D. The
cross section of D-T reaction at E = 100keV is 5× 10−24 cm2 . The cross sections σ of D-T, D-
D, D-He3 reaction versus the kinetic energy of colliding nucleous are shown in fig.1.2(a).1,2 The
probability of fusion reaction per unit time in the case that a D ion with the velocity v collides
with T ions with the density of nT is given by nTσv (we will discuss the collision probability
in more details in sec.2.7). When a plasma is Maxwellian with the ion temperature of Ti , it is
necessary to calculate the average value 〈σv〉 of σv over the velocity space. The dependence of
〈σv〉 on ion temperature Ti is shown in fig.1.2(b).3 A fitting equation of 〈σv〉 of D-T reaction as
a function of κT in unit of keV is4

〈σv〉(m−3) =
3.7× 10−18

H(κT )× (κT )2/3
exp

(
− 20
(κT )1/3

)
, H(κT ) ≡ κT

37
+

5.45
3 + κT (1 + κT/37.5)2.8

(1.5)

Figure 1.3 shows an example of electric power plant based on D-T fusion reactor. Fast neutrons
produced in fusion core plasma penetrate the first wall and a lithium blanket surrounding the
plasma moderates the fast neutrons, converting their kinetic energy to heat. Furthermore the
lithium blanket breeds tritium due to reaction (5),(6). Lithium blanket gives up its heat to
generate the steam by a heat exchanger; steam turbine generates electric power. A part of
the generated electric power is used to operate heating system of plasma. As α particles are
charged particles, α particles can heat the plasma by Coulomb collisions directly (see sec.2.6).
The total heating power Pheat is the sum of α particle heating power Pα and the heating power
Pext by the external heating system. The necessary total heating power to sustain the plasma in
steady state must be equal to the energy loss rate of fusion core plasma. Therefore good energy
confinement (small energy loss rate) of hot plasma is the most important key issue.
The thermal energy of plasma per unit volume is given by (3/2)nκ(Ti + Te). This thermal

energy is lost by thermal conduction and convective losses. The notation PL denotes these
energy losses of the plasma per unit volume per unit time (power loss per unit volume). There
is radiation loss R due to bremsstrahlung of electrons and impurity ion radiation in addition to
PL. The total energy confinement time τE is defined by

τE ≡ (3/2)nκ(Te + Ti)
PL +R

� 3nκT
PL +R

. (1.6)
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Fig.1.3 An electric power plant based on a D-T fusion reactor

The necessary heating input power Pheat is equal to PL + R . In the case of D-T reaction, the
sum of kinetic energies Qα = 3.52MeV of αparticle (He4 ion) and Qn = 14.06MeV of neutron
is QNF=17.58 MeV per 1 reaction (Qn :Qα=0.8 : 0.2).
Since the densities of D ions and T ions of equally mixed plasma are n/2 , number of D-T

reaction per unit time per unit volume is (n/2)(n/2)〈σv〉, so that fusion output power per unit
volume PNF is given by

PNF = (n/2)(n/2)〈σv〉QNF . (1.7)

When the fusion powers by the neutron and α particle are denoted by Pn and Pα respectively,
then Pn=0.8PNF and Pα=0.2PNF. Denote the thermal-to-electric conversion efficiency by ηel
and heating efficiency (ratio of the deposit power into the plasma to the electric input power of
heating device) by ηheat. Then the total heating power Pheat is

Pheat = (0.8ηelγηheat + 0.2)PNF.

The burning condition is

Pheat = PL +R =
3nκT
τE

= ηPNF (1.8)

where

η ≡ (0.8ηelγηheat + 0.2),

that is
3nκT
τE

= η
QNF

4
n2〈σv〉,

nτE >
12κT

ηQNF〈σv〉 (1.9)

The right-hand side of the last foregoing equation is the function of temperature T only. When
κT = 104 eV and η ∼ 0.3 (γ ∼ 0.4, ηel ∼ 0.4, ηheat ∼ 0.8), the necessary condition is
nτE > 1.7× 1020 m−3 · sec. The condition of D-T fusion plasma in the case of η ∼ 0.3 is shown
in fig.1.4. In reality the plasma is hot in the core and is cold in the edge. For the more accurate
discussion, we must take account of the profile effect of temperature and density and will be
analyzed in sec.16.11.
The condition Pheat = PNF is called break even condition. This corresponds to the case of η = 1

in the condition of fusion core plasma. The ratio of the fusion output power due to α particles
to the total is Qα/QNF = 0.2. Since α particles are charged particles, α particles can heat
the plasma by coulomb collision (see sec.2.8). If the total kinetic energy (output energy) of α
particles contributes to heat the plasma, the condition Pheat = 0.2PNF can sustain the necessary
high temperature of the plasma without heating from outside. This condition is called ignition
condition, which corresponds the case of η = 0.2.
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Fig.1.4 Condition of D-T fusion core plasma in nτE -T diagram in the case of η = 0.3, critical
condition (η = 1) and ignition condition (η = 0.2).
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Ch.2 Plasma Characteristics

2.1 Velocity Space Distribution Function, Electron and Ion Temperatures

Electrons as well as ions in a plasma move with various velocities. The number of electrons
in a unit volume is the electron density ne and the number of electrons dne(vx) with the x
component of velocity between vx and vx + dvx is given by

dne(vx) = fe(vx)dvx.

Then fe(vx) is called electron’s velocity space distribution function. When electrons are in
thermally equilibrium state with the electron temperature Te, the velocity space distribution
function becomes following Maxwell distribution:

fe(vx) = ne
(
β

2π

)1/2
exp

(
−βv

2
x

2

)
, β =

me

κTe
.

By the definition the velocity space distribution function satisfies following relation:∫ ∞

−∞
fe(vx)dvx = ne.

Maxwell distribution function in three dimensional velocity space is given by

fe(vx, vy, vz) = ne
(
me

2πκTe

)3/2
exp

(
−me(v2x + v2y + v2z)

2κTe

)
. (2.1)

Ion distribution function is also defined by the same way as the electron’s case. The mean square
of velocity v2x is given by

v2T =
1
n

∫ ∞

−∞
v2xf(vx)dvx =

κT

m
. (2.2)

The pressure p is

p = nκT.

Particle flux in the x direction per unit area Γ+,x is given by

Γ+,x =
∫ ∞

0
vxf(vx)dvx = n

(
κT

2πm

)1/2
.

When an electron beam with the average velocity vb is injected into a plasma with a Maxwell
distribution, the distribution function becomes humped profile as is shown in fig.2.1(b). Follow-
ing expression can be used for the modeling of the distribution function of a plasma with an
electron beam:

fe(vz) = ne
(
me

2πκTe

)1/2
exp

(
−mev

2
z

2κTe

)
+ nb

(
me

2πκTb

)1/2
exp

(
−me(vz − vb)2

2κTb

)
.
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Fig.2.1 (a) Velocity space distribution function of Maxwellian with electron temperature Te. (b)
velocity space distribution function of Maxwellian plasma with electron temterature Te and injectedelectron beam with the average velocity vb.

2.2 Plasma Frequency, Debye Length

Let us consider the case where a small perturbation occurs in a uniform plasma and the
electrons in the plasma move by the perturbation. It is assumed that ions do not move because
the ion’s mass is much more heavy than electron’s. Due to the displacement of electrons, electric
charges appear and an electric field is induced. The electric field is given by Poisson’s equation:

ε0∇ · E = −e(ne − n0).
Electrons are accelerated by the electric field:

me
dv

dt
= −eE.

Due to the movement of electrons, the electron density changes:

∂ne
∂t

+∇ · (nev) = 0.

Denote ne − n0 = n1 and assume |n1| � n0, then we find

ε0∇ · E = −en1, me
∂v

∂t
= −eE, ∂n1

∂t
+ n0∇ · v = 0.

For simplicity the displacement is assumed only in the x direction and is sinusoidal:

n1(x, t) = n1 exp(ikx− iωt).
Time differential ∂/∂t is replaced by −iω and ∂/∂x is replaced by ik, then

ikε0E = −en1, − iωmev = −eE, − iωn1 = −ikn0v
so that we find

ω2 =
n0e

2

ε0me
. (2.3)

This wave is called electron plasma wave or Langmuir wave and its frequency is called electron
plasma frequency Πe:

Πe =

(
nee

2

ε0me

)1/2

= 5.64× 1011
(
ne
1020

)1/2
rad/sec.

There is following relation between the plasma frequency and Debye length λD:

λDΠe =
(
κTe
me

)1/2
= vTe.
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Fig.2.2 Larmor motion of charged particle in magnetic field

2.3 Cyclotron Frequency, Larmor Radius

The equation of motion of charged particle with the mass m and the charge q in an electric
and magnetic field E, B is given by

m
dv

dt
= q(E + v × B). (2.4)

When the magnetic field is homogenous and is in the z direction and the electric field is zero,
the equation of motion becomes v̇ = (qB/m)(v × b) (b = B/B) and

vx = −v⊥ sin(Ωt+ δ),

vy = v⊥ cos(Ωt+ δ),

vz = vz0,

Ω = −qB
m
. (2.5)

The solution of these equation is a spiral motion around the magnetic line of force with the
angular velocity of Ω (see fig.2.2). This motion is called Larmor motion. The angular frequency
Ω is called cyclotron (angular) frequency. Denote the radius of the orbit by ρΩ, then the
centrifugal force is mv2⊥/ρΩ and Lorentz force is qv⊥B. Since both forces must be balanced, we
find

ρΩ =
mv⊥
| q | B . (2.6)

This radius is called Larmor radius. The center of Larmor motion is called guiding center.
Electron’s Larmor motion is right-hand sence (Ωe > 0), and ion’s Larmor motion is left-hand
sence (Ωi < 0) (see fig.2.2). When B = 1T, κT = 100 eV, the values of Larmor radius and
cyclotron freqency are given in the following table:

B=1T, κT=100eV electron 　 proton
thermal velocity vT = (κT/m)1/2 4.2× 106 m/s 9.8× 104 m/s
Larmor radiusρΩ 23.8 µm 10.2mm
(angular) cyclotron frequencyΩ 1.76× 1011/s −9.58× 107/s
cyclotron freqeuncyΩ/2π 28GHz −15.2MHz
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Fig.2.3 Drift motion of guiding center in electric and gravitational field (conceptional drawing).

Fig.2.4 Radius of curvature of line of magnetic force

2.4 Drift Velocity of Guiding Center

When a uniform electric field E perpendicular to the uniform magnetic field is superposed,
the equation of motion is reduced to

m
du

dt
= q(u × B)

by use of

v = uE + u, uE =
E × b

B
. (2.7)

Therefore the motion of charged particle is superposition of Larmor motion and drift motion uE
of its guiding center. The direction of guiding center drift by E is the same for both ion and
electron (fig.2.3). When a gravitational field g is superposed, the force is mg, which corresponds
to qE in the case of electric field. Therefore the drift velocity of the guiding center due to the
gravitation is given by

ug =
m

qB
(g × b) = −g × b

Ω
. (2.8)

The directions of ion’s drift and electron’s drift due to the gravitation are opposite with each
other and the drift velocity of ion guiding center is much larger than electron’s one (see fig.2.3).
When the magnetic and electric fields change slowly and gradually in time and in space (|ω/Ω| �
1, ρΩ/R � 1), the formulas of drift velocity are valid as they are. However because of the
curvature of field line of magnetic force, centrifugal force acts on the particle which runs along
a field line with the velocity of v‖. The acceleration of centrifugal force is

gcurv =
v2‖
R

n

where R is the radius of curvature of field line and n is the unit vector with the direction from
the center of the curvature to the field line (fig.2.4).
Furthermore, as is described later, the resultant effect of Larmor motion in an inhomogeneous

magnetic field is reduced to the acceleration of

g∇B = −v
2
⊥/2
B

∇B.
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Therefore drift velocity of the guiding center due to inhomogenous curved magnetic field is given
by the drift approximation as follows:

ug = − 1
Ω

(
v2‖
R

n − v2⊥
2

∇B
B

)
× b. (2.9)

The first term is called curvature drift and the second term is called∇B drift. Since∇×B = µ0j,
the vector formula reduces

1
2B

∇(B · B) = (b · ∇)B + b × (∇× B) =
∂

∂l
(Bb) + b × µ0j

=
∂B

∂l
b +B

∂b

∂l
− µ0∇p

B
=
∂B

∂l
b −Bn

R
− µ0∇p

B
.

We used the following relation (see fig.2.4)

∂b

∂l
= −n

R
.

Then we have

n × b

R
= −

(∇B
B

+ µ0
∇p
B2

)
× b.

If ∇p is much smaller than ∇B2/(2µ0), we find

ug = − 1
Ω

v2‖ + v
2
⊥/2

R
(n × b).

The parallel motion along the magnetic field is given by

m
dv‖
dt

= qE‖ +mg‖ −
mv2⊥/2
B

∇‖B

where l is the length along the field line.
Let us consider the effect of inhomogeneity of magnetic field on gyrating charged particle. The

x component of Lorentz force F L = qv × B perpendicular to the magnetic field (z direction)
and the magnitude B of the magnetic field near the guiding center are

FLx = qvyB = −|q|v⊥ cos θB

B = B0 +
∂B

∂x
ρΩ cos θ +

∂B

∂y
ρΩ sin θ.

The time average of x component of Lorentz force is given by 〈FLx〉 = 1
2(∂B/∂x)(−|q|)v⊥ρΩ and

the y component is also given by the same way, and we find (see fig.2.5)

〈F L〉⊥ = −mv
2
⊥/2
B

∇⊥B.

Next it is necessary to estimate the time average of z component of Lorentz force. The equation
∇ ·B = 0 near the guiding center in fig.2.5 becomes Br/r+ ∂Br/∂r + ∂Bz/∂z = 0 and we find

〈FLz〉 = −〈qvθBr〉 = |q|v⊥ρΩ∂Br

∂r
= −mv

2
⊥/2
B

∂B

∂z
,

since r is very small. Thus the necessary expression of g∇B is derived.
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Fig.2.5 Larmor motion in inhomogeneous magnetic field.

2.5 Magnetic Moment, Mirror Confinement, Longitudinal Adiabatic Constant

A current loop with the current I encircling the area S has the magnetic moment of µm = IS.
Since the current and encircling area of gyrating Larmor motion are I = qΩ/2π, S = πρ2Ω
respectively, it has the magnetic moment of

µm =
qΩ

2π
πρ2Ω =

mv2⊥
2B

. (2.10)

This physical quantity is adiabatically invariant as is shown later in this section. When the
magnetic field changes slowly, the magnetic moment is conserved. Therefore if B is increased,
mv2⊥ = µmB is also increased and the particles are heated. This kind of heating is called
adiabatic heating.
Let us consider a mirror field as is shown in fig.2.6, in which magnetic field is weak at the

center and is strong at both ends of mirror field. For simplicity the electric field is assumed to be
zero. Since Lorentz force is perpendicular to the velocity, the magnetic field does not contribute
the change of kinetic energy and

mv2‖
2

+
mv2⊥
2

=
mv2

2
= E = const. (2.11)

Since the magnetic moment is conserved, we find

v‖ = ±
(
2
m
E − v2⊥

)1/2
= ±

(
v2 − 2

m
µmB

)1/2
.

When the particle moves toward the open ends, the magnetic field becomes large and v‖ becomes
small or even zero. Since the force along the parallel direction to the magnetic field is −µm∇‖B,
the both ends of the mirror field repulse charged particles as a mirror reflects light. The ratio
of magnitude of magnetic field at open end to the central value is called mirror ratio:

RM =
BM

B0
.

Let us denote the parallel and perpendicular components of the velocity at the mirror center
by v‖0 and v⊥0 respectively. The value v2⊥ at the position of maximum magnetic field BM is
given by

v2⊥M =
BM

B0
v2⊥0.

If this value is larger than v2 = v20 , this particle can not pass through the open end, so that the
particle satisfying the following condition is reflected and is trapped in the mirror field:

(
v⊥0
v0

)2
>
B0

BM
=

1
RM

. (2.12)
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Fig.2.6 Mirror field and loss cone in v‖ - v⊥ space.

Particles in the region where sin θ ≡ v⊥0/v0 satisfies

sin2 θ ≤ 1
RM

are not trapped and the region is called loss cone in v‖ - v⊥ space (see Fig.2.6).
Let us check the invariance of µm in the presence of a slowly changing magnetic field (|∂B/∂t| �

|ΩB|). Scalar product of v⊥ and the equation of motion is

mv⊥ · dv⊥
dt

=
d
dt

(
mv2⊥
2

)
= q(v⊥ · E⊥).

During one period 2π/|Ω| of Larmor motion, the change ∆W⊥ of the kinetic energyW⊥ = mv2⊥/2
is

∆W⊥ = q
∫
(v⊥ · E⊥)dt = q

∮
E⊥ · ds = q

∫
(∇× E · n)dS

where
∮
ds is the closed line integral along Larmor orbit and

∫
dS is surface integral over the

encircled area of Larmor orbit. Since ∇× E = −∂B/∂t, ∆W⊥ is

∆W⊥ = −q
∫
∂B

∂t
· ndS = |q|πρ2Ω

∂B

∂t
.

The change of magnetic field ∆B during one period of Larmor motion is ∆B = (∂B/∂t)(2π/|Ω|),
we find

∆W⊥ =
mv2⊥
2

∆B
B

=W⊥
∆B
B

and

µm =
W⊥
B

= const.

When a system is periodic in time, the action integral
∮
pdq, in terms of the canonical vari-

ables p, q, is an adiabatic invariant in general. The action integral of Larmor motion is J⊥ =
(−mρΩΩ)2πρΩ = −(4πm/q)µm. J⊥ is called transversal adiabatic invariant.
A particle trapped in a mirror field moves back and forth along the field line between both

ends. The second action integral of this periodic motion

J‖ = m
∮
v‖dl (2.13)

is also another adiabatic invariant. J‖ is called longitudinal adiabatic invariant. As one makes
the mirror length l shorter, 〈v‖〉 increases (for J‖ = 2m〈v‖〉l is conserved), and the particles are
accelerated. This phenomena is called Fermi acceleration.
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Fig.2.7 Probability of collision of a sphere a with spheres b.

The line of magnetic force of mirror is convex toward outside. The particles trapped by the
mirror are subjected to curvature drift and gradient B drift, so that the trapped particles move
back and forth, while drifting in θ direction. The orbit (r, θ) of the crossing point at z = 0
plane of back and forth movement is given by J‖(r, θ, µm, E) = const.

2.6 Coulomb Collision Time, Fast Neutral Beam Injection

The motions of charged particles were analyzed in the previous section without considering
the effects of collisions between particles. In this section, phenomena associated with Coulomb
collisions will be discussed. Let us start from a simple model. Assume that a sphere with the
radius a moves with the velocity v in the region where spheres with the radius b are filled with
the number density n (see fig.2.7). When the distance between the two particles becomes less
than a+ b, collision takes place. The cross section σ of this collision is σ = π(a+ b)2. Since the
sphere a moves by the distance l = vδt during δt, the probability of collision with the sphere b
is

nlσ = nσvδt

since nl is the possible number of the sphere b, with which the sphere a within a unit area of
incidence may collides, and nlσ is the total cross section per unit area of incidence during the
period of δt. Therefore the inverse of collision time tcoll is

(tcoll)−1 = nσv.

In this simple case the cross section σ of the collision is independent of the velocity of the
incident sphere a. However the cross section is dependent on the incident velocity in general.

Let us consider strong Coulomb collision of an incident electron with ions (see fig.2.8) in
which the electron is deflected strongly after the collision. Such a collision can take place when
the magnitude of electrostatic potential of the electron at the closest distance b is the order of
the kinetic energy of incident electron, that is,

Ze2

4πε0b
=
mev

2
e

2
.

The cross section of the strong Coulomb collision is σ = πb2. The inverse of the collision time

Fig.2.8 Coulomb collision of electron with ion.
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of the strong Coulomb collision is

1
tcoll

= niσve = niveπb2 =
niπ(Ze2)2ve

(4πε0mev2e/2)2
=

Z2e4ni
4πε20m2

ev
3
e

.

Since Coulomb force is long range interaction, a test particle is deflected by small angle even
by a distant field particle, which the test particle does not become very close to. As is described
in sec.1.2, the Coulomb field of a field particle is not shielded inside the Debye sphere with
the radius of Debye length λD and there are many field particles inside the Debye sphere in the
usual laboratory plasmas (weakly coupled plasmas). Accumulation of many collisions with small
angle deflection results in large effect. When the effect of the small angle deflection is taken into
account, the total Coulomb cross section increases by the factor of Coulomb logarithm

lnΛ � ln
(
2λD
b

)
�
∫ λD

b/2

1
r
dr � 15 ∼ 20.

The time derivative of the momentum p‖ parallel to the incident direction of the electron is
given by use of the collision time τei‖ as follows:1,2

dp‖
dt

= − p‖
τei‖

,

1
τei‖

=
Z2e4ni lnΛ
4πε20m2

ev
3
e

(2.14)

where τei‖ indicates the deceleration time of an electron by ions.
When a test particle with the charge q, the mass m and the velocity v collides with the field

particles with the charge q∗, the mass m∗ and the thermal velocity v∗T = (κT ∗/m∗)1/2 in general,
the collision time of the test particle is given by1,2

1
τ‖

=
q2q∗2n∗ lnΛ
4πε20mmrv3

=
(
qq∗n∗

ε0m

)2 lnΛ
4π(mr/m)v3n∗

(2.15)

under the assumption of v > v∗T. mr is the reduced mass mr = mm∗/(m + m∗). Taking the
average of (m/2)v2 = (3/2)κT , 1/τ‖ becomes

1
τ‖

=
q2q∗2n∗ lnΛ

31/212πε20(mr/m1/2)(κT )3/2
. (2.16)

This collision time in the case of electron with ions is

1
τei‖

=
Z2e4ni lnΛ

31/212πε20m
1/2
e (κT )3/2

. (2.17)

This collision time of electron with ions is within 20% of Spitzer’s result4

1
τei‖ Spitzer

=
Z2e4ni lnΛ

51.6π1/2ε20m
1/2
e (κTe)3/2

. (2.18)

When an ion with the charge Z and the mass mi collides with the same ions, the ion-ion collision
time is given by

1
τii‖

=
Z4e4ni lnΛ

31/26πε20m
1/2
i (κTi)3/2

. (2.19)
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Fig.2.9 Elastic collision of test particle M and field particle m in laboratory system (a) and
center-of-mass system (b).

Electron-electron Coulomb collision time can be derived by substitution of mi → me and
Z → 1 into the formula of τii‖.

1
τee‖

=
nee

4 lnΛ

31/26πε20m
1/2
e (κTe)3/2

. (2.20)

However the case of ion to electron Coulomb collision is more complicated to treat because
the assumption vi > v∗T is no longer hold. Let us consider the case that a test particle with
the mass M and the velocity vs collides with a field particle with the mass m. In center-of-
mass system where the center of mass is rest, the field particle m moves with the velocity of
vc = −Mvs/(M +m) and the test particleM moves with the velocity of vs−vc = mvs/(M +m)
(see fig.2.9). Since the total momentum and total kinetic energy of two particles are conserved
in the process of elastic collision, the velocities of the test particle and the field particle do not
change and two particles only deflect their direction by the angle of θ in center-of -mass system.
The velocity vf and scattering angle φ of the test particle after the collision in laboratory system
are given by (see fig.2.9)

v2f = (vs − vc)2 + vc2 + 2(vs − vc)vc cos θ = v2s
(M2 + 2Mm cos θ +m2)

(M +m)2
,

sinφ =
m sin θ

(M2 + 2Mm cos θ +m2)1/2
.

Denote the momentum and the kinetic energy of the test particle before and after the collision
by ps, Es, and pf , Ef respectively, then we find

∆E
Es

≡ Ef − Es

Es
= − 2Mm

(M +m)2
(1− cos θ).

When the average is taken by θ, we obtain the following relations in the case of m/M � 1:

〈∆E
Es

〉 � −2m
M
, 〈∆p‖

ps
〉 � −m

M
.

From the foregoing discussion, the inverse of collision time 1/τie‖ where a heavy ion collides
with light electrons is about me/mi times the value of 1/τei‖ and is given by1,2

1
τie‖

=
me

mi

Z2e4ne lnΛ

(2π)1/23πε20m
1/2
e (κTe)3/2

. (2.21)

When the parallel and perpendicular components of the momentum of a test particle are
denoted by p‖ and p⊥ respectively and the energy by E, there are following relations

E =
p2‖ + p

2
⊥

2m
,
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dp2⊥
dt

= 2m
dE
dt

− 2p‖
dp‖
dt
.

We define the velocity diffusion time τ⊥ in the perpendicular direction to the initial momentum
and the energy relaxation time τ ε by

dp2⊥
dt

≡ p2⊥
τ⊥
,

dE
dt

≡ −E
τ ε

respectively. 1/τ⊥ and 1/τ ε are given by1

1
τ⊥

=
q2q∗2n∗ lnΛ
2πε20v(mv)2

=
q2q∗2n∗ lnΛ
2πε20m2v3

, (2.22)

1
τ ε

=
q2q∗2n∗ lnΛ

4πε20m∗v(mv2/2)
=
q2q∗2n∗ lnΛ
2πε20mm∗v3

(2.23)

respectively under the assumption v > v∗T.
In the case of electron to ion collision, we find

1
τei⊥

� 2
τei‖
, (2.24)

1
τ ε
ei

� me

mi

2
τei‖

. (2.25)

In the case of electron to electron collision, and ion to ion collision, we find

1
τee⊥

� 1
τee‖

,

(
1
τee‖

� 2
Z

1
τei‖

)
, (2.26)

1
τ ε
ee

� 1
τee‖

(2.27)

and

1
τii⊥

� 1
τii‖
, (2.28)

1
τiiε

� 1
τii‖

(2.29)

respectively.
In the case of ion to electron collision we have following relations:1

1
τie⊥

� Z2e4ne lnΛ

(2π)3/2ε20m
1/2
e Ei(κTe)1/2

me

mi
, (2.30)

1
τieε

� Z2e4ne lnΛ

4πε20m
1/2
e (κTe)3/2

4
3(2π)1/2

me

mi
� 1
τie‖

� me

mi

2.77
τei‖

(2.31)

where Ei = (3/2)κTi is the kinetic energy of the ion. The inverse of collision time is called
collisional frequency and is denoted by ν. The mean free path is given by λ = 31/2vT τ .
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High energy neutral particle beams can be injected into plasmas across strong magnetic
fields. The neutral particles are converted to high-energy ions by means of charge exchange
with plasma ions or ionization. The high energy ions (massmb, electric chargeZbe, energyEb)
running through the plasma slow down by Coulomb collisions with the plasma ions (mi, Zi) and
electrons (me,−e) and the beam energy is thus transferred to the plasma. This method is called
heating by neutral beam injection (NBI). The rate of change of the fast ion’s energy, that is, the
heating rate of plasma is

dEb

dt
= −Eb

τ ε
bi

− Eb

τ ε
be

,

1
τ ε
bi

=
(Zbe)2(Zie)2 lnΛni

2πε20mimbv
3
bi

and3

dEb

dt
= −Z

2
be

4 lnΛne
4πε20mevbi

(∑ me

mi

niZ
2
i

ne
+

4
3π1/2

(
meEb

mbκTe

)3/2)
(2.32)

when beam ion’s velocity vb is much less (say 1/3) than the plasma electron thermal velocity
and much larger (say 2 times) than the plasma ion thermal velocity. The first term in the right-
hand side is due to beam-ion collisions and the second term is due to beam-electron collisions
respectively. A critical energy Ecr of the beam ion, at which the plasma ions and electrons are
heated at equal rates is given by

mv2cr
2

= Ecr = 14.8κTeAb

(
1
ne

∑ niZ
2
i

Ai

)2/3
(2.33)

where Ab, Ai are atomic weights of the injected ion and plasma ion respectively. When the
energy of the injected ion is larger than Ecr, the contribution to the electron heating is dominant.
The slowing down time of the ion beam is given by

τslowdown =
∫ Eb

Ecr

−dEb

(dEb/dt)
=
τ ε
be

1.5
ln

(
1 +

(
E

Ecr

)3/2)
,

1
τ ε
be

=
Z2nee

4 lnΛ

(2π)1/23πε20m
1/2
e (κTe)3/2

me

mb
, (2.34)

where τ ε
be is the energy relaxation time of beam ion with electrons.

2.7 Runaway Electron, Dreicer Field

When a uniform electric field E is applied to a plasma, the motion of a test electron is

me
dv

dt
= −eE − 1

τee(v)
mev,

1
τee

= neσv =
e4 lnΛ

2πε20m2
ev

3
.

The deceleration term decreases as v increases and its magnitude becomes smaller than the
acceleration term | − eE| at a critical value vcr. When v > vcr, the test particle is accelerated.
The deceleration term becomes smaller and the velocity starts to increase without limit. Such
an electron is called a runaway electron. The critical velocity is given by

mev
2
cr

2e
=
e2n lnΛ
4πε20E

. (2.35)
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The necessary electric field for a given electron velocity to be vcr is called Dreicer field. Taking
lnΛ = 20, we find

mev
2
cr

2e
= 5× 10−16

n

E
. (MKS units)

When n = 1019m−3, E = 1V/m, electrons with energy larger than 5keV become runaway
electrons.

2.8 Electric Resistivity, Ohmic Heating

When an electric field less than Dreicer field is applied to a plasma, electrons are accelerated
and are decelerated by collisions with ions to be an equilibrium state as follows:

me(ve − vi)
τei

= −eE.

The current density j induced by the electric field becomes

j = −ene(ve − vi) = e2neτei
me

E.

The specific electric resistivity defined by ηj = E is4

η =
meνei‖
nee2

=
(me)1/2Ze2 lnΛ

51.6π1/2ε20
(κTe)

−3/2 (2.36)

= 5.2× 10−5Z lnΛ
(
κTe
e

)−3/2
. (Ωm)

The specific resistivity of a plasma with Te = 1keV, Z = 1 is η = 3.3× 10−8 Ωm and is slightly
larger than the specific resistivity of copper at 20◦C, 1.8 × 10−8 Ωm. When a current density
of j is induced, the power ηj2 per unit volume contributes to electron heating. This heating
mechanism of electron is called Ohmic heating.

2.9 Variety of Time and Space Scales in Plasmas

Various kinds of plasma characteristics have been described in this chapter. Characteristic
time scales are a period of electron plasma frequency 2π/Πe, an electron cyclotron period 2π/Ωe,
an ion cyclotron period 2π/|Ωi|, electron to ion collision time τei, ion to ion collision time τii
and electron-ion thermal energy relaxation time τ ε

ei. Alfv́en velocity vA, which is a propagation
velocity of magnetic perturbation, is v2A = B2/(2µ0ρm) (ρm is mass density)(see chs.5,10). Alfv́en
transit time τH = L/vA is a typical magnetohydrodynamic time scale, where L is a plasma
size. In a medium with the specific resistivity η, electric field diffuses with the time scale of
τR = µ0L2/η (see ch.5). This time scale is called resistive diffusion time.
Characteristic scales in length are Debye lengthλD, electron Larmor radius ρΩe, ion Larmor

radius ρΩi, electron-ion collision mean free pathλei and a plasma sizeL.
The relations between space and time scales are λDΠe = vTe, ρΩeΩe = vTe, ρΩi|Ωi| = vTi,

λei/τei � 31/2vTe, λii/τii � 31/2vTi, L/τH = vA, where vTe, vTi are the thermal velocities v2Te =
κTe/me, v

2
Ti = κTi/mi. The drift velocity of guiding center is vdrift ∼ κT/eBL = vT(ρΩ/L).

Parameters of a typical D-T fusion plasma with ne = 1020m−3, κTe = κTi = 10keV, B =
5T, L = 1m are followings:

2π/Πe = 11.1ps (Πe/2π = 89.8GHz) λD = 74.5µm
2π/Ωe = 7.1ps (Ωe/2π = 140GHz) ρΩe = 47.6µm
2π/|Ωi| = 26ns (|Ωi|/2π = 38MHz) ρΩi = 2.88mm
τei = 0.34ms λei = 25km
τii = 5.6ms λii = 9.5km
τ ε
ei = 0.3 s
τH = 0.13µs
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τR = 1.2 × 103 s.
The ranges of scales in time and space extend to τRΠe ∼ 1014, λei/λD ∼ 1.6× 108 and the wide
range of scales suggests the variety and complexity of plasma phenomena.
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Ch.3 Magnetic Configuration and Particle Orbit

In this chapter, the motion of individual charged particles in a more general magnetic fields
is studied in detail. There are a large number of charged particles in a plasma, thus movements
do affect the magnetic field. But this effect is neglected here.

3.1 Maxwell Equations

Let us denote the electric intensity, the magnetic induction, the electric displacement and the
magnetic intensity by E, B, D, and H , respectively. When the charge density and current
density are denoted by ρ, and j, respectively, Maxwell equations are

∇× E +
∂B

∂t
= 0, (3.1)

∇× H − ∂D

∂t
= j, (3.2)

∇ · B = 0, (3.3)

∇ · D = ρ. (3.4)

ρ and j satisfy the relation

∇ · j + ∂ρ

∂t
= 0. (3.5)

Eq.(3.2),(3.4) and (3.5) are consistent with each other due to the Maxwell displacement current
∂D/∂t. From eq.(3.3) the vector B can be expressed by the rotation of the vector A:

B = ∇× A. (3.6)

A is called vector potential. If eq.(3.6) is substituted into eq.(3.1), we obtain

∇×
(

E +
∂A

∂t

)
= 0. (3.7)

The quantity in parenthesis can be expressed by a scalar potential φ and

E = −∇φ− ∂A

∂t
. (3.8)

Since any other set of φ′ and A′,

A′ = A −∇ψ, (3.9)

φ′ = φ+
∂ψ

∂t
(3.10)

can also satisfy eqs.(3.6),(3.8) with an arbitrary ψ, φ′ and A′ are not uniquely determined.
When the medium is uniform and isotropic, B and D are expressed by

D = εE, B = µH.
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ε and µ are called dielectric constant and permeability respectively. The value of ε0 and µ0 in
vacuum are

ε0 =
107

4πc2
C2 · s2/kg ·m3 = 8.854× 10−12 F/m

µ0 = 4π × 10−7 kg ·m/C2 = 1.257× 10−6 H/m

1
ε0µ0

= c2

where c is the light speed in vacuum (C is Coulomb). Plasmas in magnetic field are anisotropic
and ε and µ are generally in tensor form. In vacuum, eqs (3.2),(3.3) may be reduced to

∇×∇× A+
1
c2
∇∂φ

∂t
+
1
c2

∂2A

∂t2
= µ0j, (3.11)

∇2φ+∇∂A

∂t
= − 1

ε0
ρ. (3.12)

As φ and A have arbitrariness of ψ as shown in eqs.(3.9),(3.10), we impose the supplementary
condition (Lorentz condition)

∇ · A+ 1
c

∂φ

∂t
= 0. (3.13)

Then eqs.(3.11),(3.12) are reduced to the wave equations

∇2φ− 1
c2

∂2φ

∂t2
= − 1

ε0
ρ, (3.14)

∇2A − 1
c2

∂2A

∂t2
= −µ0j. (3.15)

In derivation of (3.15), a vector relation

∇× (∇× a)−∇(∇ · a) = −∇2a

is used, which is valid only in (x, y, z) coordinates. The propagation velocity of electromagnetic
field is 1/(µ0ε0)1/2 = c in vacuum.
When the fields do not change in time, the field equations reduce to

E = −∇φ, B = ∇× A,

∇2φ = − 1
ε0

ρ, ∇2A = −µj, ∇ · A = 0, ∇ · j = 0.

The scalar and vector potentials φ and A at an observation point P (given by the position vector
r) are expressed in terms of the charge and current densities at the point Q (given by r′) by
(see fig.3.1)

φ(r) =
1
4πε0

∫
ρ(r′)
R
dr′, (3.16)

A(r) =
µ0

4π

∫
j(r′)
R
dr′ (3.17)

where R ≡ r − r′, R = |R| and dr′ ≡ dx′d′dz′. Accordingly E and B are expressed by
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Fig.3.1 Observation point P and the location Q of charge or current.

Fig.3.2 Magnetic surface ψ = const., the normal ∇ψ and line of magnetic force.

E =
1
4πε0

∫
R

R3
ρdr′, (3.18)

B =
µ0

4π

∫
j × R

R3
dr′. (3.19)

When the current distribution is given by a current I flowing in closed loops C, magnetic
intensity is described by Biot-Savart equation

H =
B

µ0
=

I

4π

∮
c

s × n

R2
ds (3.20)

where s and n are the unit vectors in the directions of ds and R, respectively.

3.2 Magnetic Surface

A magnetic line of force satisfies the equations

dx
Bx
=
dy
By
=
dz
Bz
=
dl
B

(3.21)

where l is the length along a magnetic line of force (dl)2 = (dx)2+ (dy)2+ (dz)2. The magnetic
surface ψ(r) = const. is such that all magnetic lines of force lie upon on that surface which
satisfies the condition

(∇ψ(r)) · B = 0. (3.22)

The vector ∇ψ(r) is normal to the magnetic surface and must be orthogonal to B (see fig.3.2).
In terms of cylindrical coordinates (r, θ, z) the magnetic field B is given by

Br =
1
r

∂Az

∂θ
− ∂Aθ

∂z
, Bθ =

∂Ar

∂z
− ∂Az

∂r
, Bz =

1
r

∂

∂r
(rAθ)− 1

r

∂Ar

∂θ
. (3.23)

In the case of axi-symmetric configuration (∂/∂θ = 0),

ψ(r, z) = rAθ(r, z) (3.24)

satisfies the condition (3.22) of magnetic surface; Br∂(rAθ)/∂r+Bθ · 0 +Bz∂(rAθ)/∂z = 0.
The magnetic surface in the case of translational symmetry (∂/∂z = 0) is given by

ψ(r, θ) = Az(r, θ) (3.25)
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and the magnetic surface in the case of helical symmetry, in which ψ is the function of r and
θ − αz only, is given by

ψ(r, θ − αz) = Az(r, θ − αz) + αrAθ(r, θ − αz) (3.26)

where α is helical pitch parameter.

3.3 Equation of Motion of a Charged Particle

The equation of motion of a particle with the mass m and the charge q in an electromagnetic
field E, B is

m
d2r

dt2
= F = q

(
E +

dr
dt

× B

)
. (3.27)

Since Lorentz force of the second term in the right-hand side of eq.(3.27) is orthogonal to the
velocity v, the scalar product of Lorentz force and v is zero. The kinetic energy is given by

mv2

2
− mv0

2

2
= q

∫ t

t=t0
E · vdt.

When the electric field is zero, the kinetic energy of charged particle is conserved. The x
component of eq.(3.27) in the orthogonal coordinates (x, y, z) is written by md2x/dt2 = q(Ex +
(dy/dt)Bz−(dz/dt)By), However the radial component of eq.(3.27) in the cylindrical coordinates
(r, θ, z) is md2r/dt2 �= q(Er + r(dθ/dt)Bz − (dz/dt)Bθ). This indicates that form of eq.(3.27) is
not conserved by the coordinates transformation. When generalized coordinates qi (i = 1, 2, 3)
are used, it is necessary to utilize the Lagrangian formulation. Lagrangian of a charged particle
in the field with scalar and vector potentials φ, A is given by

L(qi, q̇i, t) =
mv2

2
+ qv · A − qφ. (3.28)

Lagrangians in the orthogonal and cylindrical coordinates are given by

L(x, y, z, ẋ, ẏ, ż, t) =
m

2
(ẋ2 + ẏ2 + ż2) + q(ẋAx + ẏAy + żAz)− qφ,

L(r, θ, z, ṙ, θ̇, ż, t) =
m

2
(ṙ2 + (rθ̇)2 + ż2) + q(ṙAr + rθ̇Aθ + żAz)− qφ

respectively. The equation of motion in Lagrangian formulation is

d
dt

(
∂L

∂q̇i

)
− ∂L

∂qi
= 0. (3.29)

The substitution of (3.28) into (3.29) in the case of the orthogonal coordinates yields

d
dt
(mv̇x + qAx)− q

(
v · ∂A

∂x
− ∂φ

∂x

)
= 0,

mẍ = q

(
−∂Ax

∂t
−
(
dx
dt

∂

∂x
+
dy
dt

∂

∂y
+
dz
dt

∂

∂z

)
Ax + v · ∂A

∂x
− ∂φ

∂x

)

= q(E + v × B)x,

and this equation is equivalent to eq.(3.27). Lagrangian equation of motion with respect to the
cylindrical coordinates is mr̈ = q(E + v × B)r + m(rθ̇)2/r and the term of centrifugal force
appears.
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Canonical transformation is more general than the coordinates transformation. Hamiltonian
equation of motion is conserved with respect to canonical transformation. In this formulation
we introduce momentum coordinates (pi), in addition to the space coordinates (qi), defined by

pi ≡ ∂L

∂q̇i
(3.30)

and treat pi as independent variables. Then we can express q̇i as a function of (qj, pj , t) from
eq.(3.30) as follows:

q̇i = q̇i(qj , pj , t). (3.31)

The Hamiltonian H(qi, pi, t) is given by

H(qi, pi, t) ≡ −L(qi, q̇i(qj, pj , t), t) +
∑

i

piq̇i(qj, pj , t). (3.32)

The x component of momentum px in the orthogonal coordinates and θ component pθ in the
cylindrical coordinates are written as examples as follows:

px = mẋ+ qAx, ẋ = (px − qAx)/m,

pθ = mr2θ̇ + qrAθ, θ̇ = (pθ − qrAθ)/(mr2).

Hamiltonian in the orthogonal coordinates is

H=
1
2m

(
(px−qAx)2+(py−qAy)2+(pz−qAz)2

)
+ qφ(x, y, z, t)),

and Hamiltonian in the cylindrical coordinates is

H=
1
2m

(
(pr−qAr)2+

(pθ−qrAθ)2

r2
+(pz−qAz)2

)
+ qφ(r, θ, z, t).

The variation of Lagrangian L is given by

δL =
∑

i

(
∂L

∂qi
δqi +

∂L

∂q̇i
δq̇i

)
=
∑

i

(ṗiδqi + piδq̇i) = δ

(∑
i

piq̇i

)
+
∑

i

(ṗiδqi − q̇iδpi)

and

δ(−L+
∑

i

piq̇i) =
∑

i

(q̇iδpi − ṗiδqi), δH(qi, pi, t) =
∑

i

(q̇iδpi − ṗiδqi).

Accordingly Hamiltonian equation of motion is reduced to

dqi

dt
=

∂H

∂pi
,

dpi

dt
= −∂H

∂qi
. (3.33)

Equation (3.33) in the orthogonal coordinates is

dx
dt
=

px − qAx

m
,

dpx

dt
=

q

m

∂A

∂x
· (p − qA)− q

∂φ

∂x
,

m
d2x

dt2
=
dpx

dt
− q
dAx

dt
= q

[(
v · ∂A

∂x

)
− ∂φ

∂x
−
(
∂Ax

∂t
+ (v · ∇)Ax

)]

= q(E + v × B)x

and it was shown that eq.(3.33) is equivalent to eq.(3.27).
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Fig.3.3 Magnetic surface (dotted line) and particle orbit (solid line).

When H does not depend on t explicitly (when φ ,A do not depend on t),

dH(qi, pi)
dt

=
∑

i

(
∂H

∂qi

dqi

dt
+

∂H

∂pi

dpi

dt

)
= 0,

H(qi, pi) = const. (3.34)

is one integral of Hamiltonian equations. This integral expresses the conservation of energy.
When the electromagnetic field is axially symmetric, pθ is constant due to ∂H/∂θ = 0 as is

seen in eq.(3.33) and

pθ = mr2θ̇ + qrAθ = const. (3.35)

This indicates conservation of the angular momentum. In the case of translational symmetry
(∂/∂z = 0), we have

pz = mż + qAz = const. (3.36)

3.4 Particle Orbit in Axially Symmetric System

The coordinates (r∗, θ∗, z∗) on a magnetic surface of an axially symmetric field satisfy

ψ = r∗Aθ(r∗, z∗) = cM.

On the other hand the coordinates (r, θ, z) of a particle orbit are given by the conservation of
the angular momentum (3.35) as follows;

rAθ(r, z) +
m

q
r2θ̇ =

pθ

q
= const..

If cM is chosen to be cM = pθ/q, the relation between the magnetic surface and the particle orbit
is reduced to

rAθ(r, z) − r∗Aθ(r∗, z∗) = −m

q
r2θ̇.

The distance δ (fig.3.3) between the magnetic surface and the orbit is given by

δ = (r − r∗)er + (z − z∗)ez,

δ · ∇(rAθ) = −m

q
r2θ̇.

From the relations rBr = −∂(rAθ)/∂z, rBz = ∂(rAθ)/∂r, we find

[−(z − z∗)Br + (r − r∗)Bz] = −m

q
rθ̇.
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Fig.3.4 The dotted lines are lines of magnetic force and the solid lines are particle orbit in cusp field.

This expression in the left-hand side is the θ component of the vector product ofBp = (Br, 0, Bz)
and δ = (r − r∗, 0, z − z∗). Then this is reduced to

(Bp × δ)θ = −m

q
rθ̇.

Denote the magnitude of poloidal component Bp (component within (rz) plane) of B by Bp.
Then we find the relation −Bpδ = −(m/q)vθ (vθ = rθ̇) and

δ =
mvθ

qBp
= ρΩp.

This value is equal to the Larmor radius corresponding to the magnetic field Bp and the tan-
gential velocity vθ. If cM is chosen to be cM = (pθ −m〈rvθ〉)/q (〈rvθ〉 is the average of rvθ), we
find

δ =
m

qBp

(
vθ − 〈rvθ〉

r

)
. (3.37)

Let us consider a cusp field as a simple example of axi-symmetric system. Cusp field is given
by

Ar = 0, Aθ = arz, Az = 0, (3.38)

Br = −ar, Bθ = 0, Bz = 2az. (3.39)

From eq.(3.34) of energy conservation and eq.(3.35) of angular momentum conservation, we
find

mrθ̇ =
pθ

r
− qazr,

m

2
(ṙ2 + ż2) +

(pθ − qar2z)2

2mr2
=W

(
=

m

2
v2
0

)
.

These equations correspond to the motion of particle in a potential of X = (pθ−qar2z)2/(2mr2).
When the electric field is zero, the kinetic energy of the particle is conserved, the region con-
taining orbits of the particle with the energy of mv2

0/2 is limited by (see fig.3.4)

X =
1
2m

(
pθ

r
− qarz

)2

<
mv2

0

2
.
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Fig.3.5 Toroidal drift.

3.5 Drift of Guiding Center in Toroidal Field

Let us consider the drift of guiding center of a charged particle in a simple toroidal field
(Br = 0, Bϕ = B0R0/R, Bz = 0) in terms of cylindrical coordinates (R,ϕ, z). The ϕ component
Bϕ is called toroidal field and Bϕ decreases in the form of 1/R outward. The magnetic lines of
force are circles around z axis. The z axis is called the major axis of the torus. As was described
in sec.2.4, the drift velocity of the guiding center is given by

vG = v‖eϕ +
m

qBϕR

(
v2
‖ +

v2
⊥
2

)
ez.

Particles in this simple torus run fast in the toroidal direction and drift slowly in the z direction
with the velocity of

vdr =
m

qB0R0

(
v2
‖ +

v2
⊥
2

)
∼
(
ρΩ

R0

)
v. (3.40)

This drift is called toroidal drift. Ions and electrons drift in opposite direction along z axis. As
a consequence of the resultant charge separation, an electric field E is induced and both ions
and electrons drift outward by E × B/B2 drift. Consequently, a simple toroidal field cannot
confine a plasma (fig.3.5), unless the separated charges are cancelled or short-circuited by an
appropriate method. If lines of magnetic force connect the upper and lower regions as is shown
in fig.3.6, the separated charges can be short-circuited, as the charged particles can move freely
along the lines of force. If a current is induced in a toroidal plasma, the component of magnetic
field around the magnetic axis (which is also called minor axis) is introduced as is shown in
fig.3.6. This component Bp is called poloidal magnetic field. The radius R of the magnetic axis
is called major radius of torus and the radius a of the plasma cross section is called minor radius.
Denote the radial coordinate in plasma cross section by r. When a line of magnetic force circles
the major axis of torus and come back to cross the plane P, the cross point rotates around the
minor axis O by an angle ι in P, there is following relation:

rι

2πR
=

Bp

Bϕ
.

The angle ι is called rotational transform angle and is given by

ι

2π
=

R

r

Bp

Bϕ
. (3.41)

A ≡ R/a is called aspect ratio.

3.5a Guiding Center of Circulating Particles
When a particle circulates torus with the velocity of v‖, it takes T = 2πR0/v‖. Accordingly

the particle rotates around the minor axis with angular velocity of

ω =
ι

T
=

ιv‖
2πR0
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Fig.3.6 The major axis A, the minor axis M of toroidal field and rotational transform angle ι.

Fig.3.7 Orbits (solid lines) of guiding center of circulating ions and electrons and magnetic surfaces
(dotted lines).

and drifts in z direction with the velocity of vdr. Introducing x = R −R0 coordinate, the orbit
of the guiding center of the particle is given by

dx
dt
= −ωz,

dz
dt
= ωx+ vdr.

The solution is (
x+

vdr

ω

)2

+ z2 = r2.

If a rotational transform angle is introduced, the orbit becomes a closed circle and the center of
orbit circle deviates from the center of magnetic surface by the amount of

∆ = −vdr

ω
= −mv‖

qB0

2π
ι

(
1 +

v2
⊥
2v2

‖

)
, (3.42)

|∆| ∼ ρΩ

(
2π
ι

)

where ρΩ is Larmor radius. As is seen in fig.3.7, the sign of the deviation is ∆ < 0 for the case
of v‖ > 0, q > 0 (ion) since vdr > 0, ω > 0 and the sign becomes ∆ > 0 for the case of v‖ < 0
(opposit to v‖ > 0) q > 0 (ion).

3.5b Guiding Center of Banana Particles
In the case of |Bϕ| � |Bp|, the magnitude of toroidal field is nearly equal to Bϕ and

B =
B0R0

R
=

B0

1 + (r/R) cos θ

 B0

(
1− r

R0
cos θ

)
.
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Fig.3.8 (r, θ) coordinates

Fig.3.9 Banana orbit of ion

Denote the length along magnetic line of force by l, and denote the projection of a location on
the magnetic line of force to (R, z) plane by the coordinates (r, θ) as is shown in fig.3.8. Since
the following relations

rθ

l
=

Bp

B0
, θ =

l

r

Bp

B0
= κl

holds, we find

B = B0

(
1− r

R0
cos(κl)

)
.

If v‖ (parallel component to magnetic field) is much smaller than v⊥ component and satisfies
the condition;

v2
⊥
v2

> 1− r

R
,

v2
‖
v2

<
r

R
(3.43)

the particle is trapped outside in the weak region of magnetic field due to the mirror effect as
is described in sec.2.5 (The mirror ratio is (1/R)/(1/(R + r))). This particle is called trapped
particle. Circulating particle without trapped is called untrapped particles. Since v2

‖ � v2
⊥ for

the trapped particle, the r component of the toroidal drift vdr of trapped particle is given by

ṙ = vdr sin θ =
m

qB0

v2
⊥
2R
sin θ.

The parallel motion of the guiding center is given by (see sec.2.4)

dv‖
dt
= −µm

m

∂B

∂l
,

v̇‖ = −µm

m

r

R
κB0 sinκl = − v2

⊥
2R

Bp

B0
sin θ.

The solution is d
dt

(
r +

m

qBp
v‖

)
= 0,
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r − r0 = − m

qBp
v‖. (3.44)

Here r = r0 indicates the radial coordinate of turning point by mirror effect. Since the orbit is
of banana shape, the trapped particle is also called banana particle (see fig.3.9). The width of
banana ∆b is given by

∆b =
m

qBp
v‖ ∼

mv

qB0

v‖
v

B0

Bp
∼ B0

Bp

(
r

R

)1/2

ρΩ ∼
(
R

r

)1/2 (2π
ι

)
ρΩ. (3.45)

3.6 Orbit of Guiding Center and Magnetic Surface

The velocity of guiding center was derived in sec.2.4 as follows:

vG = v‖b+
1
B
(E × b) +

mv2
⊥/2

qB2
(b ×∇B) +

mv2
‖

qB2
(b × (b · ∇)B) (3.46)

and

µm = mv2
⊥/(2B) = const.

When the electric field E is static and is expressed by E = −∇φ, the conservation of energy

m

2
(v2

‖ + v2
⊥) + qφ =W

holds. Then v‖ is expressed by

v‖ = ±
(
2
m

)1/2

(W − qφ − µmB)1/2. (3.47)

Noting that v‖ is a function of the coodinates, we can write

∇× (mv‖b) = mv‖∇× b+∇(mv‖)× b

= mv‖∇× b+
1
v‖
(−q∇φ− µm∇B)× b

and
v‖
qB

∇× (mv‖b) =
mv2

‖
qB

∇× b+
1
B
(E × b) +

mv2
⊥/2

qB2
(b ×∇B).

Then eq.(3.46) for vG is reduced to

vG = v‖b+

(
v‖
qB

∇× (mv‖b)−
mv2

‖
qB

∇× b

)
+

mv2
‖

qB2
(b × (b · ∇)B)

= v‖b+
v‖
qB

∇× (mv‖b)−
mv2

‖
qB
(∇× b − b × (b · ∇)b).

As the relation ∇(b · b) = 2(b · ∇)b + 2b × (∇ × b) = 0 ( (b · b) = 1 ) holds (see appendix
Mathematical Formula), the third term in right-hand side of the equation for vG becomes
( ) = (∇×b)− (∇×b)⊥ = (∇×b)‖ = (b · (∇×b))b. Since ∇×B = B∇×b+∇B×b = µ0j,
we have b ·∇× b = µ0j‖/B. The ratio of the third term to the first one, which are both parallel
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Fig.3.10 Coordinate system for explanation of Ware’s pinch.

to the magnetic field, is usually small. If the third term can be neglected, eq.(3.46) for vG is
reduced to

drG

dt
=

v‖
B
∇×

(
A+

mv‖
qB

B

)
. (3.48)

The orbit of guiding center is equal to the field line of magnetic field B∗ = ∇ × A∗ with the
vector potential

A∗ ≡ A+
mv‖
qB

B.

By reason analogous to that in sec.3.2, the orbit surface of drift motion of guiding center is given
by

rA∗
θ(r, z) = const. (3.49)

in the case of axi-symmetric configuration.

3.7 Effect of Longitudinal Electric Field on Banana Orbit

In the tokamak configuration, a toroidal electric field is applied in order to induce the plasma
current. The guiding center of a particle drifts by E × B/B2, but the banana center moves in
different way. The toroidal electric field can be described by

Eϕ = −∂Aϕ

∂t

in (R,ϕ, z) coordinates. Since angular momentum is conserved, we can write

R(mRϕ̇+ qAϕ) = const.

Taking the average of foregoing equation over a Larmor period, and using the relation

〈Rϕ̇〉 = Bϕ

B
v‖

we find

R

(
mv‖

Bϕ

B
+ qAϕ

)
= const. (3.50)

For particles in banana motion (v‖ � v⊥), v‖ becomes 0 at the turning points of the banana
orbit. The displacement of a turning point (R,Z) per period ∆t is obtained from

0 = ∆(RAϕ(R,Z)) = ∆r
∂

∂r
RAϕ +∆t

∂

∂t
RAϕ
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where r is the radial coordinate of the magnetic surface. The differentiations of RAϕ = const.
with respect to ϕ and θ are zero, since RAϕ = const. is the magnetic surface. By means of the
relation

1
R

∂

∂r
(RAϕ) =

1
R

(
∂R

∂r

∂(RAϕ)
∂R

+
∂Z

∂r

∂(RAϕ)
∂Z

)

= cos θBZ − sin θBR = Bp,

we obtaine the drift velocity

∆r

∆t
=

Eθ

Bp
. (3.51)

When the sign of Bp produced by the current induced by the electric field Eϕ is taken account
(see fig.3.10), the sign of ∆r/∆t is negative and the banana center moves inward. Since |Bp| �
|Bϕ| 
 B, the drift velocity of banana center is (B/Bp)2 times as fast as the the drift velocity
EϕBp/B

2 of guiding center of particle. This phenomena is called Ware’s pinch.
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Ch.4 Velocity Space Distribution Function and
Boltzmann’s Equation

A plasma consists of many ions and electrons, but the individual behavior of each particle can
hardly be observed. What can be observed instead are statistical averages. In order to describe
the properties of a plasma, it is necessary to define a distribution function that indicates particle
number density in the phase space whose ordinates are the particle positions and velocities. The
distribution function is not necessarily stationary with respect to time. In sec.4.1, the equa-
tion governing the distribution function f(qi, pi, t) is derived by means of Liouville’s theorem.
Boltzmann’s equation for the distribution function f(x,v, t) is formulated in sec.4.2. When the
collision term is neglected, Boltzmann’s equation is called Vlasov’s equation.

4.1 Phase Space and Distribution Function

A particle can be specified by its coordinates (x, y, z), velocity (vx, vy, vz), and time t. More
generally, the particle can be specified by canonical variables q1, q2, q3, p1, p2, p3 and t in phase
space. When canonical variables are used, an infinitesimal volume in phase space
∆ = δq1δq2δq3δp1δp2δp3 is conserved (Liouville’s theorem). The motion of a particle in phase
space is described by Hamilton’s equations

dqi

dt
=

∂H(qj , pj, t)
∂pi

,
dpi

dt
= −∂H(qj , pj, t)

∂qi
. (4.1)

The variation over time of ∆ is given by

d∆

dt
=
(

d(δq1)
dt

δp1 +
d(δp1)

dt
δq1

)
δq2δp2δq3δp3 + · · · ,

d
dt

δqi = δ

(
∂H

∂pi

)
=

∂2H

∂pi∂qi
δqi,

d
dt

δpi = −δ

(
∂H

∂qi

)
= − ∂2H

∂qi∂pi
δpi,

d∆

dt
=
∑

i

(
∂2H

∂pi∂qi
− ∂2H

∂qi∂pi

)
∆ = 0. (4.2)

Let the number of particles in a small volume of phase space be δN

δN = F (qi, pi, t)δqδp (4.3)

where δq = δq1δq2δq3, δp = δp1δp2δp3, and F (qi, pi, t) is the distribution function in phase space.
If the particles move according to the equation of motion and are not scattered by collisions, the
small volume in phase space is conserved. As the particle number δN within the small phase
space is conserved, the distribution function (F = δN/∆) is also constant, i.e.,

dF

dt
=

∂F

∂t
+

3∑
i=1

(
∂F

∂qi

dqi

dt
+

∂F

∂pi

dpi

dt

)
=

∂F

∂t
+

3∑
i=1

(
∂H

∂pi

∂F

∂qi
− ∂H

∂qi

∂F

∂pi

)
= 0. (4.4)

In the foregoing discussion we did not take collisions into account. If we denote the variation of
F due to the collisions by (δF/δt)coll, eq.(4.4) becomes

∂F

∂t
+

3∑
i=1

(
∂H

∂pi

∂F

∂qi
− ∂H

∂qi

∂F

∂pi

)
=
(

δF

δt

)
coll

. (4.5)
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Fig.4.1 Movement of particles in phase space.

4.2 Boltzmann’s Equation and Vlasov’s Equation

Let us use the space and velocity-space coordinates x1, x2, x3, v1, v2, v3 instead of the canonical
coordinates. The Hamiltonian is

H =
1

2m
(p − qA)2 + qφ, (4.6)

pi = mvi + qAi, (4.7)

qi = xi (4.8)

and

dxi

dt
=

∂H

∂pi
= vi, (4.9)

dpi

dt
= −∂H

∂xi
=
∑
k

(pk − qAk)
m

q
∂Ak

∂xi
− q

∂φ

∂xi
. (4.10)

Consequently eq.(4.5) becomes

∂F

∂t
+

3∑
i=k

vk
∂F

∂xk
+ q

3∑
i=1

(
3∑

k=1

vk
∂Ak

∂xi
− ∂φ

∂xi

)
∂F

∂pi
=
(

δF

δt

)
coll

. (4.11)

By use of eqs.(4.7) (4.8), independent variables are transformed from (qi, pi, t) to (xj , vj , t) and

∂vj(xk, pk, t)
∂pi

=
1
m

δij ,

∂vj(xk, pk, t)
∂xi

= − q

m

∂Aj

∂xi
,

∂vj(xk, pk, t)
∂t

= − q

m

∂Aj

∂t
.

We denote F (xi, pi, t) = F (xi, pi(xj , vj , t), t) ≡ f(xj, vj , t)/m3. Then we have m3F (xi, pi, t) =
f(xj, vj(xi, pi, t), t) and

m3 ∂

∂pi
F (xh, ph, t) =

∂

∂pi
f(xj, vj(xh, ph, t), t) =

∑
j

∂f

∂vj

∂vj

∂pi
=

∂f

∂vi

1
m

,
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m3 ∂

∂xk
F (xh, ph, t) =

∂

∂xk
f(xi, vi(xh, ph, t), t) =

∂f

∂xk
+
∑

i

∂f

∂vi

∂vi

∂xk

=
∂f

∂xk
+
∑

i

∂f

∂vi

(−q

m

)
∂Ai

∂xk

m3 ∂

∂t
F (xh, ph, t) =

∂

∂t
f(xi, vi(xh, ph, t), t) =

∂f

∂t
+
∑

i

∂f

∂vi

(−q

m

)
∂Ai

∂t
.

Accordingly eq.(4.11) is reduced to

∂f

∂t
+
∑

i

∂f

∂vi

(−q

m

)
∂Ai

∂t
+
∑
k

vk

(
∂f

∂xk
+
∑

i

∂f

∂vi

(−q

m

)
∂Ai

∂xk

)

+
∑

i

(∑
k

vk
∂Ak

∂xi
− ∂φ

∂xi

)
q

m

∂f

∂vi
=
(

δf

δt

)
coll

,

∂f

∂t
+
∑
k

vk
∂f

∂xk
+
∑

i

(
−∂Ai

∂t
−
∑
k

vk
∂Ai

∂xk
+
∑
k

vk
∂Ak

∂xi
− ∂φ

∂xi

)
q

m

∂f

∂vi
=
(

δf

δt

)
coll

.

Since the following relation is hold∑
k

vk
∂Ak

∂xi
=
∑
k

vk
∂Ai

∂xk
+ (v × (∇× A))i =

∑
k

vk
∂Ai

∂xk
+ (v × B)i.

we have
∂f

∂t
+
∑

i

vi
∂f

∂xi
+
∑

i

q

m
(E + v × B)i

∂f

∂vi
=
(

δf

δt

)
coll

. (4.12)

This equation is called Boltzmann’s equation. The electric charge density ρ and the electric
current j are expressed by

ρ =
∑
i,e

q

∫
fdv1dv2dv3, (4.13)

j =
∑
i,e

q

∫
vfdv1dv2dv3. (4.14)

Accordingly Maxwell equations are given by

∇ · E =
1
ε0

∑
q

∫
fdv, (4.15)

1
µ0

∇× B = ε0
∂E

∂t
+
∑

q

∫
vfdv, (4.16)

∇× E = −∂B

∂t
, (4.17)

∇ · B = 0. (4.18)

When the plasma is rarefied, the collision term (δf/δt)coll may be neglected. However, the
interactions of the charged particles are still included through the internal electric and magnetic
field which are calculated from the charge and current densities by means of Maxwell equations.
The charge and current densities are expressed by the distribution functions for the electron and
the ion. This equation is called collisionless Boltzmann’s equation or Vlasov’s equation.

When Fokker-Planck collision term1 is adopted as the collision term of Boltzmann’s equation,
this equation is called Fokker-Planck equation (see sec.16.8).
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Ch.5 Plasma as MHD Fluid

5.1 Magnetohydrodynamic Equations for Two Fluids

Plasmas can be described as magnetohydrodynamic two fluids of ions and electrons with mass
densities ρmi, ρme, charge density ρ, current density j, flow velocities V i, V e, and pressures pi,
pe. These physical quantities can be expressed by appropriate averages in velocity space by
use of the velocity space distribution functions fi(r,v, t) of ions and electrons, which were
introduced in ch.4. The number density of ion ni, the ion mass density ρm,i, and the ion flow
velocity V i(r, t) are expressed as follows:

ni(r, t) =
∫
fi(r,v, t)dv, (5.1)

ρmi(r, t) = mini(r, t), (5.2)

V (r, t) =
∫

vfi(r,v, t)dv∫
fi(r,v, t)dv

=
1

ni(r, t)

∫
vfi(r,v, t)dv. (5.3)

We have the same expressions for electrons as those of ions. Since magnetohydrodynamics
will treat average quantities in the velocity space, phenomena associated with the shape of the
velocity space distribution function (ch.11) will be neglected. However the independent variables
are r, t only and it is possible to analyze geometrically complicated configurations.

Equations of magnetohydrodynamics are followings:

∂ne

∂t
+ ∇ · (neV e) = 0, (5.4)

∂ni

∂t
+ ∇ · (niV i) = 0, (5.5)

neme
dV e

dt
= −∇pe − ene(E + V e × B) + R, (5.6)

nimi
dV i

dt
= −∇pi + Zeni(E + V i × B) − R. (5.7)

Here R denotes the rate of momentum (density) change of the electron fluid by the collision with
the ion fluid. The rate of momentum change of the ion fluid due to the collision with electron
fluid is −R. The change of the number n(x, y, z, t)∆x∆y∆z of particles within the region of
∆x∆y∆z is the difference between the incident particle flux n(x, y, z, t)Vx(x, y, z, t)∆y∆z into
the surface A in fig.5.1 and outgoing particle flux n(x+∆x, y, z, t)Vx(x+∆x, y, z, t)∆y∆z from
the surface A′, that is,

(n(x, y, z, t)Vx(x, y, z, t) − n(x+∆x, y, z, t)Vx(x+∆x, y, z, t))∆y∆z

= −∂(nVx)
∂x

∆x∆y∆z.

When the particle fluxes of the other surfaces are taken into accout, we find (5.4), that is

∂n

∂t
∆x∆y∆z = −

(
∂(nVx)
∂x

+
∂(nVy)
∂y

+
∂(nVz)
∂z

)
∆x∆y∆z.



40 5 Plasma as MHD Fluid

Fig.5.1 Particle flux and force due to pressure

The term −∇p in eqs.(5.6),(5.7) is the force per unit volume of plasma due to the pressure
p by the following reason. The force applied to the surface A in fig.5.1 is p(x, y, z, t)∆y∆z and
the force on the surface A′ is −p(x+∆x, y, z, t)∆y∆z. Therefore the sum of these two forces is

(−p(x+∆x, y, z, t) + p(x, y, z, t))∆y∆z = −∂p
∂x
∆x∆y∆z

in the x direction. When the effects of the pressure on the other surfaces are taken account, the
resultant force due to the pressure per unit volume is

−
(
∂p

∂x
x̂ +

∂p

∂y
ŷ +

∂p

∂z
ẑ

)
= −∇p

where x̂, ŷ, ẑ are the unit vector in x, y, z directions respectively. The second term in right-hand
side of eqs.(5.6),(5.7) is Lorentz force per unit volume. The third term is the collision term of
electron-ion collision as is mentioned in sec.2.8 and is given by

R = −neme(V e − V i)νei (5.8)

where νei is coulomb collision frequency of electron with ion.
Let us consider the total time differential in the left-hand side of equation of motion. The

flow velocity V is a function of space coordinates r and time t. Then the acceleration of a small
volume of fluid is given by

dV (r, t)
dt

=
∂V (r, t)
∂t

+
(

dr

dt
· ∇
)

V (r, t) =
∂V (r, t)
∂t

+ (V (r, t) · ∇)V (r, t).

Therefore the equations of motion (5.6),(5.7) are reduced to

neme

(
∂V e

∂t
+ (V e · ∇)V e

)
= −∇pe − ene(E + V e × B) + R (5.9)

nimi

(
∂V i

∂t
+ (V i · ∇)V i

)
= −∇pi + Zeni(E + V i × B)− R. (5.10)

Conservation of particle (5.4),(5.5), the equations of motion (5.9), (5.10) can be derived from
Boltzmann equation (4.12). Integration of Boltzmann equation over velocity space yields eqs.(5.4),
(5.5). Integration of Boltzmann equation multiplied by mv yields eqs. (5.9),(5.10). The process
of the mathematical derivation is described in Appendix A.

5.2 Magnetohydrodynamic Equations for One Fluid

Since the ion-to-electron mass ratio is mi/me = 1836A (A is atomic weight of the ion), the
contribution of ions to the mass density of plasma is dominant. In many cases it is more con-
venient to reorganize the equations of motion for two fluids to the equation of motion for one
fluid and Ohm’s law.

The total mass density of plasma ρm, the flow velocity of plasma V , the electric charge
density ρ and the current density j are defined as follows:
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ρm = neme + nimi, (5.11)

V =
nemeV e + nimiV i

ρm
, (5.12)

ρ = −ene + Zeni, (5.13)

j = −eneV e + ZeniV i. (5.14)

From eqs.(5.4),(5.5), it follows that

∂ρm

∂t
+ ∇ · (ρmV ) = 0, (5.15)

∂ρ

∂t
+ ∇ · j = 0. (5.16)

From eqs.(5.9) (5.10), we find

ρm
∂V

∂t
+ neme(V e · ∇)V e + nimi(V i · ∇)V i

= −∇(pe + pi) + ρE + j × B. (5.17)

The charge neutrality of the plasma allows us to write ne � Zni. Denote ∆ne = ne − Zni, we
have

ρm = nimi

(
1 +

me

mi
Z

)
, p = pi + pe, V = V i +

meZ

mi
(V e − V i),

ρ = −e∆ne, j = −ene(V e − V i).

Since me/mi � 1, the second and third terms in left-hand side of eq.(5.17) can be written to be
(V · ∆)V . Since V e = V i − j/ene � V − j/ene, eq.(5.9) reduces to

E +
(

V − j

ene

)
× B +

1
ene

∇pe − R

ene
=
me

e2ne

∂j

∂t
− me

e

∂V

∂t
. (5.18)

By use of the expression of specific resistivity η, (see sec.2.8) the collision term R is reduced to

R = ne

(
meνei
nee2

)
(−ene)(V e − V i) = neeηj. (5.19)

Equation (5.18) corresponds a generalized Ohm’s law. Finally the equation of motion for one
fluid model and a generalized Ohm’s law are give by

ρm

(
∂V

∂t
+ (V · ∇)V

)
= −∇p+ ρE + j × B, (5.20)

E +
(

V − j

ene

)
× B +

1
ene

∇pe − ηj =
me

e2ne

∂j

∂t
− me

e

∂V

∂t
� 0.

(|ω/Ωe| � 1) (5.21)

The equation of continuity and Maxwell equations are

∂ρm

∂t
+ ∇ · (ρmV ) = 0, (5.22)
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∂ρ

∂t
+ ∇ · j = 0, (5.23)

∇× E = −∂B
∂t
, (5.24)

1
µ0

∇× B = j +
∂D

∂t
, (5.25)

∇ · D = ρ, (5.26)

∇ · B = 0. (5.27)

From eqs.(5.25),(5.24), it follows ∇×∇×E = −µ0∂j/∂t−µ0ε0∂
2E/∂t2. A typical propagation

velocity of magnetohydrodynamic wave or perturbation is Alfven velocity vA = B/(µ0ρm)1/2

as is described in sec.5.4 and is much smaller than light speed c and ω2/k2 ∼ v2
A � c2. Since

|∇×(∂B/∂t)| = |∇×∇×E| ∼ k2|E|, and µ0ε0|∂2E/∂t2| ∼ ω2|E|/c2, the displacement current,
∂D/∂t in (5.25) is negligible. Since the ratio of the first term (me/e)∂j/∂t in right-hand side
of eq.(5.21) to the term (j × B) in left-hand side is ω/Ωe, the first term can be neglected, if
|ω/Ωe| � 1. The second term (me/e)∂V /∂t in the right-hand side of eq.(5.21) is of the order of
ω/Ωe times as large as the term V × B in the left-hand side. Therefore we may set the right-
hand side of eq.(5.21) nearly zero. When the term j × B is eliminated by the use of eq.(5.20),
we find

E + V × B − 1
en

∇pi − ηj =
∆ne

ne
E +

mi

e

dV

dt
.

The ratio of (mi/e)dV /dt to V ×B is around |ω/Ωi|, and ∆ne/ne � 1. When |ω/Ωi| � 1, we
find

E + V × B − 1
en

∇pi = ηj. ( |ω/Ωi| � 1) (5.28)

5.3 Simplified Magnetohydrodynamic Equations

When |ω/Ωi| � 1, |ω/k| � c, and the ion pressure term ∇pi can be neglected in Ohm’s law,
magnetohydrodynamic equations are simplified as follows:

E + V × B = ηj, (5.29)

ρm

(
∂V

∂t
+ (V · ∇)V

)
= −∇p+ j × B, (5.30)

∇× B = µ0j, (5.31)

∇× E = −∂B
∂t
, (5.32)

∇ · B = 0, (5.33)

∂ρm

∂t
+ (V · ∇)ρm + ρm∇ · V = 0. (5.34)
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We may add the adiabatic equation as an equation of state;

d
dt

(pρ−γ
m ) = 0,

where the quantity γ is the ratio of specific heats and γ = (2+ δ)/δ (δ is the number of degrees
of freedom) is 5/3 in the three dimensional case δ = 3. Combined with eq.(5.34), the adiabatic
equation becomes

∂p

∂t
+ (V · ∇)p+ γp∇ · V = 0. (5.35)

In stead of this relation, we may use the more simple relation of incompressibility

∇ · V = 0. (5.36)

if |(dρ/dt)/ρ)| � |∇ · V |. From eqs.(5.31),(5.32), the energy conservation law is given by

1
µ0

∇ · (E × B) +
∂

∂t

(
B2

2µ0

)
+ E · j = 0. (5.37)

From eq.(5.29), the third term in the right-hand side of eq.(5.37) becomes

E · j = ηj2 + (j × B) · V . (5.38)

By use of eqs.(5.30),(5.34), Lorentz term in eq.(5.38) is expressed by

(j × B) · V =
∂

∂t
(
ρmV

2

2
) + ∇ · (ρmV

2

2
V ) + V · ∇p.

From eq.(5.35), it follows that

−∇ · (pV ) =
∂p

∂t
+ (γ − 1)p∇ · V

and

V · ∇p =
∂

∂t

(
p

γ − 1

)
+ ∇ ·

(
p

γ − 1
+ p

)
V .

Therefore the energy conservation law (5.37) is reduced to

∇ · (E × H) +
∂

∂t

(
ρmV

2

2
+

p

γ − 1
+
B2

2µ0

)
+ ηj2 + ∇ ·

(
ρmV

2

2
+

p

γ − 1
+ p

)
V = 0. (5.39)

The substitution of (5.29) into (5.32) yields

∂B

∂t
= ∇× (V × B)− η∇× j = ∇× (V × B) +

η

µ0
∆B (5.40)

∂B

∂t
= −(V · ∇)B − B(∇ · V ) + (B · ∇)V +

η

µ0
∆B. (5.41)

Here we used vector formula for ∇× (V × B) (see appendix) and ∇× (∇× B) = −∆B (valid
only in the case of orthogonal coordinates). The quantity η/µ0 = νm is called magnetic viscosity.
The substitution of (5.31) into (5.30) yields

ρm
dV

dt
= −∇

(
p+

B2

2µ0

)
+

1
µ0

(B · ∇)B. (5.42)
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The equation of motion (5.42) and the equation of magnetic diffusion (5.41) are fundamental
equations of magnetohydrodynamics. Equation (5.33) ∇ · B = 0, equation of continuity (5.34)
and equation of state (5.35) or (5.36) are additional equations.

The ratio of the first term to the second term of the right-hand side in eq.(5.40), Rm, defined
by

|∇ × (V × B)|
|∆B(η/µ0)| ≈ V B/L

(B/L2)(η/µ0)
=
µ0V L

η
≡ Rm (5.43)

is called magnetic Reynolds number. The notation L is a typical plasma size. Magnetic Reynolds
number is equal to the ratio of magnetic diffusion time τR = µ0L

2/η to Alfven transit time
τH = L/vA (it is assumed that v ≈ vA), that is, Rm = τR/τH. When Rm � 1, the magnetic
field in a plasma changes according to diffusion equation. When Rm � 1, it can be shown that
the lines of magnetic force are frozen in the plasma. Let the magnetic flux within the surface
element ∆S be ∆Φ, and take the z axis in the B direction. Then ∆Φ is

∆Φ = B · n∆S = B∆x∆y.

As the boundary of ∆S moves, the rate of change of ∆S is

d
dt

(∆x) =
d
dt

(x+∆x− x) = Vx(x+∆x)− Vx(x) =
∂Vx

∂x
∆x,

d
dt

(∆S) =
(
∂Vx

∂x
+
∂Vy

∂y

)
∆x∆y.

The rate of change of the flux ∆Φ is

d
dt

(∆Φ) =
dB
dt
∆S +B

d
dt

(∆S) =
(

dB

dt
+ B(∇ · V ) − (B · ∇)V

)
z
∆S =

η

µ
∆Bz(∆S). (.)

(see eq.(5.41)). When Rm → ∞, η → 0, the rate of change of the flux becomes zero, i.e.,
d(∆Φ)/dt→ 0. This means the magnetic flux is frozen in the plasma.

5.4 Magnetoacoustic Wave

As usual, we indicate zeroth-order quantities (in equilibrium state) by a subscript 0 and 1st-
order perturbation terms by a subscript 1, that is, ρm = ρm0+ρm1, p = p0+p1, V = 0+V , B =
B0 + B1. The case of η = 0 will be considered here. Then we find the 1st-order equations as
follows:

∂ρm1

∂t
+ ∇ · (ρm0V ) = 0, (5.45)

ρm0
∂V

∂t
+ ∇p1 = j0 × B1 + j1 × B0, (5.46)

∂p1
∂t

+ (V · ∇)p0 + γp0∇ · V = 0, (5.47)

∂B1

∂t
= ∇× (V × B0). (5.48)

If displacement of the plasma from the equilibrium position r0 is denoted by ξ(r0, t), it follows
that

ξ(r0, t) = r − r0,

V =
dξ

dt
≈ ∂ξ

∂t
. (5.49)
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The substitution of (5.49) into eqs.(5.48),(5.45),(5.47) yields

B1 = ∇× (ξ × B0), (5.50)

µ0j1 = ∇× B1, (5.51)

ρm1 = −∇ · (ρm0ξ), (5.52)

p1 = −ξ · ∇p0 − γp0∇ · ξ. (5.53)

Then equation (5.46) is reduced to

ρm0
∂2ξ

∂t2
= ∇(ξ · ∇p0 + γp0∇ · ξ) +

1
µ0

(∇× B0) × B1 +
1
µ0

(∇× B1) × B0. (5.54)

Let us consider the case where B0 = const. p0 = const., and the displacement is expressed by
ξ(r, t) = ξ1 exp i(k · r − ωt), then eq.(5.54) is reduced to

−ρm0ω
2ξ1 = −γp0(k · ξ1)k − µ−1

0 (k × (k × (ξ1 × B0))) × B0. (5.55)

Using the vector formula a × (b × c) = b (a · c) − c (a · b), we can write eq.(5.55) as(
(k · B0)2 − µ0ω

2ρm0

)
ξ1 +

(
(B2

0 + µ0γp0)k − (k · B0)B0

)
(k · ξ1)− (k ·B0)(B0 · ξ1)k = 0.

If the unit vectors of k, B0 are denoted by k̂ ≡ k/k, b ≡ B0/B0, and the notations V ≡ ω/k,
v2
A ≡ B2

0/(µ0ρm0), β ≡ p0/(B2
0/2µ0), cos θ ≡ (k̂ · b̂) are introduced, we find

(cos2 θ − V 2

v2
A

)ξ1 +
(
(1 +

γβ

2
)k̂ − cos θb

)
(k̂ · ξ1)− cos θ(b · ξ1)k̂ = 0. (5.56)

The scalar product of eq.(5.56) with k̂ and b, and the vector product of k̂ with eq.(5.56), yield

(1 +
γβ

2
− V 2

v2
A

)(k̂ · ξ1)− cos θ(b · ξ1) = 0,

γβ

2
cos θ(k̂ · ξ1) −

V 2

v2
A

(b · ξ1) = 0,

(cos2 θ − V 2

v2
A

)b · (k̂ × ξ1) = 0.

The solutions of these equations are magnetoacoustic wave. One solution is

V 2 = v2
A cos2 θ, (ξ1 · k) = 0, (ξ1 · B0) = 0. (5.57)

Since ξ1 of this solution is orthogonal to k and B0, this is called torsional Alfvén wave (see
sec.10.4). The other solutions are given by(

V

vA

)4

− (1 +
γβ

2
)
(
V

vA

)2

+
γβ

2
cos2 θ = 0, (5.58)

B0 · (k × ξ1) = 0.
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Since ξ1 of these solutions are coplaner with k and B0, these solutions are compressional mode.
If the velocity of sound is denoted by c2s = γp0/ρm0, eq.(5.58) becomes

V 4 + (v2
A + c2s )V

2 + v2
A
c2s cos2 θ = 0

and

V 2
f =

1
2

(
v2
A + c2s ) + ((v2A + c2s )

2 − 4v2Ac
2
s cos2 θ)1/2

)
, (5.59)

V 2
s =

1
2

(
v2
A + c2s )− ((v2A + c2s )

2 − 4v2Ac
2
s cos2 θ)1/2

)
. (5.60)

The solution of eq.(5.59) is called compressional Alfvén wave (see sec.10.4) and the solution of
eq.(5.60) is called magnetoacoustic slow wave. Characteristic velocity

v2
A =

B2

µ0ρm0

is called Alfvén velocity. The plasma with zero resistivity is frozen to the magnetic field. There
is tension B2/2µ0 along the magnetic field line. As the plasma, of mass density ρm, sticks to the
field lines, the magnetoacoustic waves can be considered as waves propagating along the strings
of magnetic field lines (see sec.10.4).
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Ch.6 Equilibrium

In order to maintain a hot plasma, we must confine and keep it away from the vacuum-
container wall. The most promising method for such confinement of a hot plasma is the use of
appropriate strong magnetic fields. An equilibrium condition must be satisfied for such magnetic
confinement systems.

6.1 Pressure Equilibrium

When a plasma is in the steady state, magnetohydrodynamic equation (5.30) yields the equi-
librium equation

∇p = j × B, (6.1)

and

∇× B = µ0j, (6.2)

∇ · B = 0, (6.3)

∇ · j = 0. (6.4)

From the equilibrium equation (6.1), it follows that

B · ∇p = 0, (6.5)

j · ∇p = 0. (6.6)

Equation (6.5) indicates that B and ∇p are orthogonal, and the surfaces of constant pressure
coincide with the magnetic surfaces. Equation (6.6) shows that the current-density vector j
is everywhere parallel to the constant-pressure surfaces. Substitution of eq.(6.2) into eq.(6.1)
yields

∇
(
p+

B2

2µ0

)
= (B · ∇)

B

µ0
= B2

(
− 1
R

n+
∂B/∂l

B
b

)
. (6.7)

The following vector relations were used here;

B × (∇× B) + (B · ∇)B = ∇(B2/2), (B · ∇)B = B2[(b · ∇)b + b((b · ∇)B)/B].

R is the radius of curvature of the line of magnetic force and n is the unit vector directed toward
a point on the line of magnetic force from the center of curvature. l is the length along the field
line. We find the right-hand side of eq.(6.7) can be neglected when the radius of curvature is
much larger than the length over which the magnitude p changes appreciably, i.e., the size of
the plasma, and the variation of B along the line of magnetic force is much smaller than the
variation of B in the perpendicular direction. Then eq.(6.7) becomes

p+
B2

2µ0
∼ B2

0

2µ0
,

where B0 is the the value of the magnetic field at the plasma boundary (p=0).
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When the system is axially symmetric and ∂/∂z = 0, eq.(6.7) exactly reduces to

∂

∂r

(
p+

B2
z +B2

θ

2µ0

)
= − B2

θ

rµ0
. (6.8)

By the multiplification of eq.(6.8) by r2 and the integration by parts we obtain
(
p+

B2
z +B2

θ

2µ0

)
r=a

=
1

πa2

∫ a

0

(
p+

B2
z

2µ0

)
2πrdr

i.e.,

〈p〉+ 〈B2
z 〉

2µ0
= pa +

B2
z (a) +B2

θ (a)
2µ0

. (6.9)

〈 〉 is the volume average. As B2/2µ0 is the pressure of the magnetic field, eq.(6.9) is the
equation of pressure equilibrium. The ratio of plasma pressure to the pressure of the external
magnetic field B0

β ≡ p

B2
0/2µ0

=
n(Te + Ti)
B2

0/2µ0
(6.10)

is called the beta ratio. For a confined plasma, β is always smaller than 1, and is used as a figure
of merit of the confining magnetic field. The fact that the internal magnetic field is smaller than
the external field indicates the diamagnetism of the plasma.

6.2 Equilibrium Equation for Axially Symmetric and Translationally Symmetric
Systems

Let us use cylindrical coordinates (r, ϕ, z) and denote the magnetic surface by ψ. The magnetic
surface ψ in an axisymmetric system is given by (see (3.24))

ψ = rAϕ(r, z) (6.11)

where (r, ϕ, z) are cylindrical coordinates and the r and z components of the magnetic field are
given by

rBr = −∂ψ

∂z
, rBz =

∂ψ

∂r
. (6.12)

The relation B · ∇p = 0 follows from the equilibrium equation and is expressed by

−∂ψ

∂z

∂p

∂r
+

∂ψ

∂r

∂p

∂z
= 0.

Accordingly p is a functon of ψ only, i.e.,

p = p(ψ). (6.13)

Similarly, from j · ∇p = 0 and ∇× B = µ0j , we may write

−∂p

∂r

∂(rBϕ)
∂z

+
∂p

∂z

∂(rBϕ)
∂r

= 0.

This means that rBϕ is a function of ψ only and

rBϕ =
µ0I(ψ)
2π

. (6.14)
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Fig.6.1 Magnetic surfaces ψ = rAϕ and I(ψ)

Equation (6.14) indicates that I(ψ) means the current flowing in the poloidal direction through
the circular cross section within ψ = rAϕ (fig.6.1). The r component of j × B = ∇p leads to
the equation on ψ :

L(ψ) + µ0r
2∂p(ψ)

∂ψ
+

µ2
0

8π2

∂I2(ψ)
∂ψ

= 0 (6.15)

where
L(ψ) ≡

(
r
∂

∂r

1
r

∂

∂r
+

∂2

∂z2

)
ψ.

This equation is called Grad-Shafranov equation. The current density is expressed in term of
the function of the magnetic surface as

jr =
−1
2πr

∂I(ψ)
∂z

, jz =
1
2πr

∂I(ψ)
∂r

,

jϕ =
−1
µ0

(
∂

∂r

1
r

∂ψ

∂r
+
1
r

∂2ψ

∂z2

)
= −L(ψ)

µ0r

=
1

µ0r

(
µ0r

2p′ +
µ2

0

8π2
(I2)′

)

or

j =
I ′

2π
B + p′reϕ, (6.16)

L(ψ) + µ0rjϕ = 0.

The functions p(ψ) and I2(ψ) are arbitrary functions of ψ. Let us assume that p and I2 are
quadratic functions of ψ . The value ψs at the plasma boundary can be chosen to be zero
(ψs = 0) without loss of generality. When the values at the boundary are p = ps, I2 = I2

s and
the values at the magnetic axis are ψ = ψ0, p = p0, I2 = I2

0 , then p and I2 are expressed by

p(ψ) = ps + (p0 − ps)
ψ2

ψ2
0

,

I2(ψ) = I2
s + (I2

0 − I2
s )

ψ2

ψ2
0

.

The equilibrium equation (6.15) is then reduced to

L(ψ) + (αr2 + β)ψ = 0,
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α =
2µ0(p0 − ps)

ψ2
0

, β =
µ2

0

4π2

(I2
0 − I2

s )
ψ2

0

.

Since ∫
V

ψ

r2
(αr2 + β)ψdV = 2µ0

∫
V
(p− ps)dV +

µ2
0

4π2

∫
V

(I2 − I2
s )

r2
dV,

∫
V

1
r2

ψL(ψ)dV =
∫

S

1
r2

ψ∇ψ · ndS −
∫

V

1
r2
(∇ψ)2dV = −

∫
V
(B2

r +B2
z )dV

eq.(6.15) of equilibrium equation is reduced to∫
(p− ps)dV =

∫ 1
2µ0

(
B2

ϕv −B2
ϕ + (B2

r +B2
z )
)
dV.

This is the equation of pressure balance under the assumption made on p(ψ) and I(ψ).

The magnetic surface ψ, the magnetic field B and the pressure p in translationally symmetric
system (∂/∂z = 0) are given by

ψ = Az(r, θ),

Br =
1
r

∂ψ

∂θ
, Bθ = −∂ψ

∂r
, Bz =

µ0

2π
I(ψ),

p = p(ψ).

The equilibrium equation is reduced to

1
r

∂

∂r

(
r
∂ψ

∂r

)
+

1
r2

∂2ψ

∂θ2
+ µ0

∂p(ψ)
∂ψ

+
µ2

0

8π2

∂I2(ψ)
∂ψ

= 0,

j =
1
2π

I ′B + p′ez,

∆ψ + µ0jz = 0.

It is possible to drive the similar equilibrium equation in the case of helically symmetric system.

6.3 Tokamak Equilibrium1

The equilibrium equation for an axially symmetric system is given by eq.(6.15). The 2nd and
3rd terms of the left-hand side of the equation are zero outside the plasma region. Let us use
toroidal coordinates (b, ω, ϕ) (fig.6.2). The relations between these to cylindrical coordinates
(r, ϕ, z) are

r =
R0 sinh b

cosh b− cosω
, z =

R0 sinω
cosh b− cosω

.

The curves b = b0 are circles of radius a = R0 sinh b0, centered at r = R0 coth b0, z = 0. The
curves ω =const. are also circles. When the magnetic-surface function ψ is replaced by F ,
according to

ψ =
F (b, ω)

21/2(cosh b− cosω)1/2
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Fig.6.2 Toroidal coordinates.

the function F satisfies

∂2F

∂b2
− coth b

∂F

∂b
+

∂2F

∂ω2
+
1
4
F = 0

outside the plasma region. When F is expanded as

F = Σgn(b) cosnω,

the coefficient gn satisfies

d2gn

db2
− coth b

dgn

db
−
(
n2 − 1

4

)
gn = 0.

There are two independent solutions:
(
n2 − 1

4

)
gn = sinh b

d
db

Qn−1/2(cosh b),
(
n2 − 1

4

)
fn = sinh b

d
db

Pn−1/2(cosh b).

Pν(x) and Qν(x) are Legendre functions. If the ratio of the plasma radius to the major radius
a/R0 is small, i.e., when eb0 	 1, then gn and fn are given by

g0 = eb/2, g1 = −1
2
e−b/2, f0 =

2
π
eb/2(b+ ln 4− 2), f1 =

2
3π

e3b/2.

If we take terms up to cosω, F and ψ are

F = c0g0 + d0f0 + 2(c1g1 + d1f1) cosω,

ψ =
F

21/2(cosh b− cosω)1/2
≈ e−b/2(1 + e−b cosω)F.

Use the coordinates ρ, ω′ shown in fig.6.3. These are related to the cylindrical and toroidal
coordinates as follows:

r = R0 + ρ cosω′ =
R0 sinh b

cosh b− cosω
z = ρ sinω′ =

R0 sinω
cosh b− cosω

.

When b is large, the relations are

ω′ = ω,
ρ

2R0
≈ e−b.
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Fig.6.3 The coordinates r, z and ρ, ω′

Accordingly the magnetic surface ψ is expressed by

ψ =c0 +
2
π
d0(b+ ln 4− 2)

+
[(

c0 +
2
π
d0(b+ ln 4− 2)

)
e−b +

(
4
3π

d1e
b − c1e

−b
)]

cosω

=d′0
(
ln
8R
ρ

− 2
)
+
(
d′0
2R

(
ln
8R
ρ

− 1
)
ρ+

h1

ρ
+ h2ρ

)
cosω.

In terms of ψ, the magnetic-field components are given by

rBr = −∂ψ

∂z
, rBz =

∂ψ

∂r
,

rBρ = − ∂ψ

ρ∂ω′ , rBω′ =
∂ψ

∂ρ
.

From the relation

−d′0
ρ

= rBω′ ≈ R
−µ0Ip
2πρ

,

the parameter d′0 can be taken as d′0 = µ0IpR/2π. Here Ip is the total plasma current in the ϕ
direction. The expression of the magnetic surface is reduced to

ψ =
µ0IpR

2π

(
ln
8R
ρ

− 2
)
+
(
µ0Ip
4π

(
ln
8R
ρ

− 1
)
ρ+

h1

ρ
+ h2ρ

)
cosω′ (6.17)

where R0 has been replaced by R. In the case of a/R � 1, the equation of pressure equilibrium
(6.9) is

〈p〉 − pa =
1
2µ0

((B2
ϕv)a + (B2

r +B2
z )a − 〈B2

ϕ〉).

Here 〈 〉 indicates the volume average and pa is the plasma pressure at the plasma boundary.
The value of B2

r + B2
z is equal to B2

ω′ . The ratio of 〈p〉 to 〈B2
ω′〉/2µ0 is called the poloidal beta

ratio βp. When pa = 0, βp is

βp = 1 +
B2

ϕv − 〈B2
ϕ〉

B2
ω′

≈ 1 +
2Bϕv

B2
ω′

〈Bϕv −Bϕ〉. (6.18)

Bϕ and Bϕv are the toroidal magnetic fields in the plasma and the vacuum toroidal fields
respectively. When Bϕ is smaller than Bϕv, the plasma is diamagnetic, βp > 1. When Bϕ is
larger than Bϕv, the plasma is paramagnetic, βp < 1. When the plasma current flows along
a line of magnetic force, the current produces the poloidal magnetic field Bω′ and a poloidal
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Fig.6.4 Diamagnetism (βp > 1) and paramagnetism (βp < 1)

Fig.6.5 Displacement of the plasma column.
ψ0(ρ′) = ψ0(ρ)− ψ′

0(ρ)∆ cosω, ρ′ = ρ−∆cosω.

component of the plasma current appears and induces an additional toroidal magnetic field.
This is the origin of the paramagnetism.
When the function (6.17) is used, the magnetic field is given by

Bω′ =
1
r

∂ψ

∂ρ
=

−µ0Ip
2πρ

+
(
µ0Ip
4πR

ln
8R
ρ

+
1
R

(
h2 − h1

ρ2

))
cosω′,

Bρ = − 1
rρ

∂ψ

∂ω′ =
(
µ0Ip
4πR

(
ln
8R
ρ

− 1
)
+

1
R

(
h2 +

h1

ρ2

))
sinω′.



(6.19)

The cross section of the magnetic surface is the form of

ψ(ρ, ω′) = ψ0(ρ) + ψ1 cosω′.

When ∆ = −ψ1/ψ
′
0 is much smaller than ρ, the cross section is a circle whose center is displaced

by an amount (see fig.6.5)

∆(ρ) =
ρ2

2R

(
ln
8R
ρ

− 1
)
+

2π
µ0IpR

(h1 + h2ρ
2).

Let us consider the parameters h1 and h2. As will be shown in sec.6.4, the poloidal component
Bω′ of the magnetic field at the plasma surface (r = a) must be

Bω′(a, ω′) = Ba

(
1 +

a

R
Λcosω′

)
(6.20)

at equilibrium. a is the plasma radius and

Λ = βp +
li
2
− 1 (6.21)

and βp is the poloidal beta ratio

βp =
p

(B2
a/2µ0)

(6.22)
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Fig.6.6 Poloidal magnetic field due to the combined plasma current and vertical magnetic field.

and li is

li =
∫
B2

ω′ρdρdω′

πa2B2
a

. (6.23)

The parameters h1 and h2 must be chosen to satisfy Bρ = 0 and Bω′ = Ba(1 + (a/R)Λ cosω′)
at the plasma boundary, i.e.,

h1 =
µ0Ip
4π

a2
(
Λ+

1
2

)
, h2 = −µ0Ip

4π

(
ln
8R
a

+ Λ− 1
2

)
. (6.24)

Accordingly ψ is given by

ψ =
µ0IpR

2π

(
ln
8R
ρ

− 2
)
− µ0Ip

4π

(
ln

ρ

a
+
(
Λ+

1
2

)(
1− a2

ρ2

))
ρ cosω′. (6.25)

The term h2ρ cosω′ in ψ brings in the homogeneous vertical field

Bz =
h2

R
,

which is to say that we must impose a vertical external field. When we write ψe = h2ρ cosω′ so
that ψ is the sum of two terms, ψ = ψp + ψe, ψe and ψp are expressed by

ψe = −µ0Ip
4π

(
ln
8R
a

+ Λ− 1
2

)
ρ cosω′ (6.26)

ψp =
µ0IpR

2π

(
ln
8R
ρ

− 2
)
+

µ0Ip
4π

((
ln
8R
ρ

− 1
)
ρ+

a2

ρ

(
Λ +

1
2

))
cosω′. (6.27)

These formulas show that a uniform magnetic field in the z direction,

B⊥ = −µ0Ip
4πR

(
ln
8R
a

+Λ− 1
2

)
, (6.28)

must be applied in order to maintain a toroidal plasma in equilibrium (fig.6.6). This vertical
field weakens the inside poloidal field and strengthens the outside poloidal field.
The amount of B⊥ (eq.6.28) for the equilibrium can be derived more intuitively. The hoop

force by which the current ring of a plasma tends to expand is given by

Fh = − ∂

∂R

LpI
2
p

2

∣∣∣∣
LpIp=const.

=
1
2
I2
p

∂Lp

∂R
,

where Lp is the self-inductance of the current ring:

Lp = µ0R

(
ln
8R
a

+
li
2
− 2

)
.
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Fig.6.7 Equilibrium of forces acting on a toroidal plasma.

Accordingly, the hoop force is

Fh =
µ0I

2
p

2

(
ln
8R
a

+
li
2
− 1

)
.

The outward force Fp exerted by the plasma pressure is (fig.6.7)

Fp = 〈p〉πa22π.

The inward (contractive) force FB1 due to the tension of the toroidal field inside the plasma is

FB1 = −〈B2
ϕ〉

2µ0
2π2a2

and the outward force FB2 by the pressure due to the external magnetic field is

FB2 =
B2

ϕv

2µ0
2π2a2.

The force FI acting on the plasma due to the vertical field B⊥ is

FI = IpB⊥2πR.

Balancing these forces gives

µ0I
2
p

2

(
ln
8R
a

+
li
2
− 1

)
+ 2π2a2

(
〈p〉+ B2

ϕv

2µ0
− 〈B2

ϕ〉
2µ0

)
+ 2πRIpB⊥ = 0,

and the amount of B⊥ necessary is

B⊥ =
−µ0Ip
4πR

(
ln
8R
a

+
li
2
− 1 + βp − 1

2

)
,

where Λ = βp + li/2− 1. Eq.(6.9) is used for the derivation.

6.4 Poloidal Field for Tokamak Equilibrium

The plasma pressure and the magnetic stress tensor are given by2

Tαβ =

(
p+

B2

2µ0

)
δαβ − BαBβ

µ0
.
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Fig.6.8 Volume element of a toroidal plasma.

Let us consider a volume element bounded by (ω, ω + dω), (ϕ,ϕ + dϕ), and (0, a) as is shown
in fig.6.8. Denote the unit vectors in the directions r, z, ϕ and ρ, ω by er,ez,eϕ and eρ,eω,
respectively. The relations between these are

eρ = er cosω + ez sinω, eω = ez cosω − er sinω,
∂eω

∂ω
= −eρ,

∂eρ

∂ω
= eω.

(Here ω is the same as ω′ of sec.6.3). Let dSρ, dSω, dSϕ be surface-area elements with the normal
vectors eρ,eω,eϕ. Then estimate the forces acting on the surfaces dSϕ(ϕ), dSϕ(ϕ+dϕ) ; dSω(ϕ),
dSω(ω+dω); and dSρ(a). The sum F ϕ of forces acting on dSϕ(ϕ) and dSϕ(ϕ+dϕ) is given by

F ϕ = −dωdϕ
∫ a

0

(
Tϕϕ

∂eϕ

∂ϕ
+ Tϕω

∂eω

∂ϕ
+ Tϕρ

∂eρ

∂ϕ

)
ρdρ

= −dωdϕ
∫ a

0

(
T 0

ϕϕ (eω sinω − eρ cosω)− T 0
ϕωeϕ sinω

)
ρdρ.

When the forces acting on dSω(ω) and dSω(ω + dω) are estimated, we must take into account
the differences in eω, Tωα, dSω = (R+ ρ cosω) dρ dϕ at ω and ω +dω. The sum F ω of forces is

F ω = −dωdϕ
∫ a

0

(
Tωω

∂

∂ω
(eω (R+ ρ cosω))

+Tωϕ
∂

∂ω
(eϕ (R+ ρ cosω)) + Tωρ

∂

∂ω
(eρ (R+ ρ cosω))

+
∂Tωω

∂ω
Reω +

∂Tωϕ

∂ω
Reϕ +

∂Tωρ

∂ω
Reρ

)
dρ

= dωdϕ
(
Reρ

∫ a

0
T 0

ωωdρ
)
+ dωdϕ

[
eρ

(
cosω

∫
T 0

ωωρdρ+R

∫
T (1)

ωω dρ
)

+eω

(
sinω

∫
T 0

ωωρdρ−R

∫
∂T

(1)
ωω

∂ω
dρ

)]

+dωdϕeϕ

(
sinω

∫
T 0

ωϕρdρ−R

∫
∂T

(1)
ωϕ

∂ω
dρ

)

+dωdϕ

(
−eωR

∫
T (1)

ωρ dρ− eρR

∫
∂T

(1)
ωρ

∂ω
dρ

)

= dωdϕ
(
Reρ

∫ a

0
T 0

ωωdρ
)

+dωdϕeρ

(
cosω

∫
T 0

ωωρdρ+R

∫ (
T (1)

ωω − ∂T
(1)
ωρ

∂ω

)
dρ

)

+dωdϕeω

(
sinω

∫
T 0

ωωρdρ−R

∫ (
T (1)

ωρ +
∂T

(1)
ωω

∂ω

)
dρ

)



6.4 Poloidal Field for Tokamak Equilibrium 57

+dωdϕeϕ

(
sinω

∫
T 0

ωωρdρ−R

∫
∂T

(1)
ωϕ

∂ω
dρ

)
.

As Bρ(a) = 0, the force F ρ acting on dSρ(a) is

F ρ = −eρTρρ(R+ a cosω)adϕdω = eρ(−T 0
ρρRa− (T (1)

ρρ Ra+ T 0
ρρa

2 cosω)).

The equilibrium condition F ϕ + F ω + F ρ = 0 is reduced to∫
T 0

ωωdρ = T 0
ρρ(a)a,

∂

∂ω

∫
T (1)

ωϕdρ =
2 sinω
R

∫
T 0

ωϕρdρ, (6.29)

∫ (
T (1)

ωρ +
∂T

(1)
ωω

∂ω

)
dρ =

sinω
R

∫ (
T 0

ωω − T 0
ϕϕ

)
ρdρ, (6.30)

cosω
∫
(T 0

ϕϕ + T 0
ωω)ρdρ+R

∫ (
T (1)

ωω − ∂T
(1)
ωρ

∂ω

)
dρ− T 0

ρρa
2 cosω − T (1)

ρρ Ra = 0. (6.31)

From T (1) ∝ sinω, cosω, it follows that ∂2T (1)/∂ω2 = −T (1). So eq.(6.30) is

∫ (
∂T

(1)
ωρ

∂ω
− T (1)

ωω

)
dρ =

cosω
R

∫
(T 0

ωω − T 0
ϕϕ)ρdρ.

Using this relation, we can rewrite eq.(6.31) as

T (1)
ρρ (a) =

a

R
cosω

(
−T 0

ρρ(a) +
2
a2

∫ a

0
T 0

ϕϕ.ρdρ
)
. (6.32)

Tρρ and Tϕϕ are given by

Tρρ = p+
B2

ω

2µ0
+

B2
ϕ

2µ0
, Tϕϕ = p+

B2
ω

2µ0
− B2

ϕ

2µ0
. (6.33)

From eq.(6.14), Bϕ is

Bϕ =
µ0I(ψ)
2πr

=
µ0I(ψ)
2πR

(
1− ρ

R
cosω + · · ·

)
= Bϕ(ρ)

(
1− ρ

R
cosω + · · ·

)
. (6.34)

When Bω(a) is written as Bω(a) = Ba +B
(1)
ω , eqs.(6.33) and (6.34) yield the expression

T (1)
ρρ (a) =

BaB
(1)
ω

µ0
− B2

ϕv(a)
2µ0

2
a

R
cosω.

On the other hand, eqs.(6.9) and (6.32) give T
(1)
ρρ (a) as

T (1)
ρρ (a) =

a

R
cosω

(
−pa − B2

a

2µ0
− B2

ϕv(a)
2µ0

+ 〈p〉+ 〈B2
ω〉

2µ0
− 〈B2

ϕ〉
2µ0

)

=
a

R
cosω

(
B2

a

2µ0
li + 2(〈p〉 − pa)− B2

a

µ0
− B2

ϕv(a)
µ0

)
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where li is the normalized internal inductance of the plasma per unit length (the internal induc-
tance Li of the plasma per unit length is given by µ0li/4π). Accordingly, B

(1)
ω must be

B(1)
ω =

a

R
Ba cosω

(
li
2
+
2µ0(〈p〉 − pa)

B2
a

− 1
)
.

Ba is ω component of the magnetic field due to the plasma current Ip, i.e.,

Ba = −µ0Ip
2πa

.

When the poloidal ratio βp (recall that this is the ratio of the plasma pressure p to the magnetic
pressure due to Ba) is used, B

(1)
ω is given by

B(1)
ω =

a

R
Ba cosω

(
li
2
+ βp − 1

)
. (6.35)

6.5 Upper Limit of Beta Ratio

In the previous subsection, the value of Bω necessary for equilibrium was derived. In this
derivation, (a/R)Λ < 1 was assumed, i.e.,(

βp +
li
2

)
<

R

a
.

The vertical field B⊥ for plasma equilibrium is given by

B⊥ = Ba
a

2R

(
ln
8R
a

+ Λ− 1
2

)
.

The direction of B⊥ is opposite to that of Bω produced by the plasma current inside the torus, so
that the resultant poloidal field becomes zero at some points in inside region of the torus and a
separatrix is formed. When the plasma pressure is increased and βp becomes large, the necessary
amount of B⊥ is increased and the separatrix shifts toward the plasma. For simplicity, let us
consider a sharp-boundary model in which the plasma pressure is constant inside the plasma
boundary, and in which the boundary encloses a plasma current Ip. Then the pressure-balance
equation is

B2
ω

2µ0
+

B2
ϕv

2µ0
≈ p+

B2
ϕi

2µ0
. (6.36)

The ϕ components Bϕv, Bϕi of the field outside and inside the plasma boundary are proportional
to 1/r, according to eq.(6.14). If the values of Bϕv, Bϕi at r = R are denoted by B0

ϕv, B0
ϕi

respectively, eq.(6.36) may be written as

B2
ω = 2µ0p− ((B0

ϕv)
2 − (B0

ϕi)
2)
(
R

r

)2

.

The upper limit of the plasma pressure is determined by the condition that the resultant poloidal
field at r = rmin inside the torus is zero,

2µ0pmax
r2
min

R2
= (B0

ϕv)
2 − (B0

ϕi)
2. (6.37)

As r is expressed by r = R+ a cosω, eq.(6.37) is reduced (with (rmin = R− a)) to

B2
ω = 2µ0pmax

(
1− r2

min

r2

)
= 8µ0pmax

a

R
cos2

ω

2
.
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Here a/R � 1 is assumed. From the relation
∮
Bωadω = µ0Ip, the upper limit βc

p of the poloidal
beta ratio is

βc
p =

π2

16
R

a
≈ 0.5

R

a
. (6.38)

Thus the upper limit of βc
p is half of the aspect ratio R/a in this simple model. When the

rotational transform angle ι and the safety factor qs = 2π/ι are introduced, we find that

Bω

Bϕ
=

a

R

(
ι

2π

)
=

a

Rqs
,

so that

β =
p

B2/2µ0
≈ p

B2
ω/2µ0

(
Bω

Bϕ

)2

=
(

a

Rqs

)2

βp. (6.39)

Accordingly, the upper limit of the beta ratio is

βc =
0.5
q2
s

a

R
. (6.40)

6.6 Pfirsch-Schlüter Current3

When the plasma pressure is isotropic, the current j in the plasma is given by eqs.(6.1) and
(6.4) as

j⊥ =
b

B
×∇p

∇ · j‖ = −∇ · j⊥ = −∇ ·
(

B

B2
×∇p

)
= −∇p · ∇ ×

(
B

B2

)
.

Then j‖ is

∇ · j‖ = −∇p ·
((

∇ 1
B2

× B

)
+

µ0j

B2

)
= 2∇p · ∇B × B

B3
(6.41)

∂j‖
∂s

= 2∇p · (∇B × b)
B2

, (6.42)

where s is length along a line of magnetic force. In the zeroth-order approximation, we can
put B ∝ 1/R, p = p(r), and ∂/∂s = (∂θ/∂s)∂/∂θ = (ι/(2πR))∂/∂θ, where ι is the rotational
transform angle. When s increases by 2πR, θ increases by ι. Then eq.(6.42) is reduced to

ι

2πR
∂j‖
∂θ

= −∂p

∂r

2
RB

sin θ

i.e.,

∂j‖
∂θ

= −4π
ιB

∂p

∂r
sin θ, j‖ =

4π
ιB

∂p

∂r
cos θ. (6.43)

This current is called the Pfirsch-Schlüter current (fig.6.9). These formulas are very important,
and will be used to estimate the diffusion coefficient of a toroidal plasma. The Pfirsch-Schlüter
current is due to the short circuiting, along magnetic-field lines, of toroidal drift polarization
charges. The resultant current is inversely proportional to ι.
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Fig.6.9 Pfirsch-Schlüter current j‖ in a toroidal plasma.

Let us take the radial variation in plasma pressure p(r) and ι to be

p(r) = p0

(
1−

(
r

a

)m)
,

ι(r) = ι0

(
r

a

)2l−4

respectively; then j‖ is

j‖ = −4πmp0

Bι0a

(
r

a

)m−2l+3

cos θ.

Let us estimate the magnetic field Bβ produced by j‖. As a/R is small, Bβ is estimated from
the corresponding linear configuration of fig.6.9. We utilize the coordinates (r, θ′, ζ) and put
θ = −θ′ and j‖ ≈ jζ (ι is assumed not to be large). Then the vector potential Aβ = (0, 0, Aβ

ζ )
for Bβ is given by

1
r

∂

∂r


r

∂Aβ
ζ

∂r


+

1
r2

∂2Aβ
ζ

∂θ′ 2
= −µ0jζ .

When Aβ
ζ (r, θ

′) = Aβ(r) cos θ′, and parameters s = m − 2l + 3, α = 4πmp0µ0/(Bι0) =
mβ0B/(ι0/2π) (β0 is beta ratio) are used, we find

1
r

∂

∂r

(
r
∂Aβ

∂r

)
− Aβ

r2
=

α

a

(
r

a

)s

.

In the plasma region (r < a), the vector potential is

Aβ
in =

(
αrs+2

((s+ 2)2 − 1)as+1
+ δr

)
cos θ′

and Aβ
out outside the plasma region (r > a) is

Aβ
out =

γ

r
cos θ′,
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where δ and γ are constants. Since Bβ
r , Bβ

θ′ must be continuous at the boundary r = a, the
solution for Bβ inside the plasma is

Bβ
r = − α

(s+ 2)2 − 1

((
r

a

)s+1

− s+ 3
2

)
sin θ′,

Bβ
θ′ = − α

(s+ 2)2 − 1

(
(s+ 2)

(
r

a

)s+1

− s+ 3
2

)
cos θ′




(6.44)

and the solution outside is

Bβ
r =

α

(s+ 2)2 − 1
s+ 1
2

(
a

r

)2

sin θ′,

Bβ
θ =

−α

(s+ 2)2 − 1
s+ 1
2

(
a

R

)2

cos θ′

(Br = r−1∂Aζ/∂θ
′, Bθ′ = −∂Aζ/∂r). As is clear from eq.(6.44), there is a homogeneous

vertical-field component

Bz =
−(s+ 3)α

2((s+ 2)2 − 1)
=

−(m− 2l + 6)m
2((m− 2l + 5)2 − 1)

β

(ι0/2π)
B = −f (m, l)

β

(ι0/2π)
B.

This field causes the magnetic surface to be displaced by the amount ∆. From eq.(3.42), ∆ is
given by

∆

R
=

−2πBz

ι(∆)B
= f(m, l)

(2π)2β
ι(∆)ι0

≈ f(m, l)
β

(ι0/2π)2
.

f(m, l) is of the order of 1 and the condition ∆ < a/2 gives the upper limit of the beta ratio:

βc <
1
2
a

R

(
ι

2π

)2

.

This critical value is the same as that for the tokamak.

6.7 Virial Theorem

The equation of equilibrium j × B = (∇× B)× B = ∇p can be reduced to

∑
i

∂

∂xi
Tik − ∂p

∂xk
= 0 (6.45)

where

Tik =
1
µ0

(BiBk − 1
2
B2δik). (6.46)

This is called the magnetic stress tensor. From the relation (6.45), we have

∫
S

((
p+

B2

2µ0

)
n − B(B · n)

µ0

)
dS = 0 (6.47)

where n is the outward unit normal to the closed surface surrounding a volume V.
Since the other relation

∑
i

∂

∂xi
(xk (Tik − pδik)) = (Tkk − p) + xk

∑
i

∂

∂xi
(Tik − pδik) = (Tkk − p)
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holds,it follows that

∫
V

(
3p+

B2

2µ0

)
dV =

∫
S

((
p+

B2

2µ0

)
(r · n)− (B · r)(B · n)

µ0

)
dS. (6.48)

This is called the virial theorem. When a plasma fills a finite region with p = 0 outside the
region, and no solid conductor carries the current anywhere inside or outside the plasma, the
magnitude of the magnetic field is the order of 1/r3, so the surface integral approaches zero as
the plasma surface approaches infinity (r → 0). This contradicts that the volume integral of
(6.48) is positive definite. In other words, a plasma of the finite extent cannot be in equilibrium
unless there exist solid conductors to carry the current.
Let us apply the virial theorem (6.48) and (6.47) to a volume element of an axisymmetric

plasma bounded by a closed toroidal surface St formed by the rotation of an arbitrary shaped
contour lt. We denote the unit normal and tangent of the contour lt by n and l respectively and
a surface element of the transverse cross section by dSϕ. The volume and the surface element
are related by

dV = 2πrdSϕ.

The magnetic field B is expressed by

B = Bϕeϕ + Bp

where Bp is the poloidal field and Bϕ is the magnitude of the toroidal field and eϕ is the unit
vector in the ϕ direction.
Let us notice two relations∫

rα(r · n)dSt = (α+ 3)
∫

rαdV (6.49)

∫
rα(er · n)dSt =

∫
∇ · (rαer)dV =

∫ 1
r

∂

∂r
rα+1dV

= (α+ 1)
∫

r(α−1)dV = 2π(α+ 1)
∫

rαdSϕ (6.50)

where er is the unit vector in the r direction. Applying (6.48) to the full torus surrounded by
St, we get

∫ (
3p+

B2
ϕ +B2

p

2µ0

)
dV =

∫ ((
p+

B2
ϕ +B2

p

2µ0

)
(n · r)− Bn(B · r)

µ0

)
dSt

=
∫ ((

p+
B2

l −B2
n

2µ0

)
(n · r)− BnBl

µ0
(l · r)

)
dSt +

∫
Bϕ

2

2µ0
(n · r) dSt, (6.51)

because of Bp = Bll+Bnn (see fig.6.10a). When the vacuum toroidal field (without plasma) is
denoted by Bϕ0, this is given by Bϕ0 = µ0I/(2πr), where I is the total coil current generating
the toroidal field. By use of (6.50), (6.51) reduces to4

∫ (
3p+

B2
p +B2

ϕ −B2
ϕ0

2µ0

)
2πrdSϕ

=
∫ ((

p+
B2

l −B2
n

2µ0

)
(n · r)− BnBl

µ0
(l · r)

)
dSt. (6.52)

Applying eq.(6.47) to the sector region surrounded by ϕ = 0, ϕ = ∆ϕ and St (see fig.6.10b)
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Fig.6.10 Integral region of Virial theorem (a) (6.48) and (b) (6.47).

and taking its r component gives4

−∆ϕ

∫ (
p+

B2

2µ0
− B2

ϕ

µ0

)
dSϕ +

∆ϕ

2π

∫ ((
p+

B2

2µ0

)
(n · er)− (B · er)(B · n)

µ0

)
dSt = 0

2π
∫ (

p+
B2

p −B2
ϕ +B2

ϕ0

2µ0

)
dSϕ =

∫ ((
p+

B2
l −B2

n

2µ0

)
(n · er)− BlBn

µ0
(l · er)

)
dSt = 0.

(6.53)

Eqs. (6.52) and (6.53) are used to measure the poloidal beta ratio (6.18) and the internal plasma
inductance per unit length (6.23) of arbitrary shaped axisymmetric toroidal plasma by use of
magnetic probes surrounding the plasma.
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Ch.7 Diffusion of Plasma, Confinement Time

Diffusion and confinement of plasmas are among the most important subjects in fusion re-
search, with theoretical and experimental investigations being carried out concurrently. Al-
though a general discussion of diffusion and confinement requires the consideration of the vari-
ous instabilities (which will be studied in subsequent chapters), it is also important to consider
simple but fundamental diffusion for the ideal stable cases. A typical example (sec.7.1) is clas-
sical diffusion, in which collisions between electrons and ions are dominant effect. The section
7.2 describe the neoclassical diffusion of toroidal plasmas confined in tokamak, for both the
rare-collisional and collisional regions. Sometimes the diffusion of an unstable plasma may be
studied in a phenomenological way, without recourse to a detailed knowledge of instabilities. In
this manner, diffusions caused by fluctuations in a plasma are explained in secs.7.3 and 7.4.
The transport equation of particles is

∂

∂t
n(r, t) +∇ · (n(r, t)V (r, t)) = 0 (7.1)

provided processes of the ionization of neutrals and the recombination of ions are negligible (see
ch.5.1). The particle flux Γ = nV is given by

n(r, t)V (r, t) = −D(r, t)∇n(r, t)

in many cases, where D is diffusion coefficient. (Additional terms may be necessary in more
general cases.)

Diffusion coefficient D and particle confinement time τp are related by the diffusion equation
of the plasma density n as follows:

∇ · (D∇n(r, t)) =
∂

∂t
n(r, t).

Substitution of n(r, t) = n(r) exp(−t/τp) in diffusion equation yields

∇ · (D∇n(r)) = − 1
τp
n(r).

When D is constant and the plasma column is a cylinder of radius a, the diffusion equation is
reduced to

1
r

∂

∂r

(
r
∂n

∂r

)
+

1
Dτp

n = 0.

The solution satisfying the boundary condition n(a) = 0 is

n = n0J0

(
2.4r
a

)
exp

(
− t

τp

)

and the particle confinement time is

τp =
a2

2.42D
=

a2

5.8D
, (7.2)

where J0 is the zeroth-order Bessel function. The relationship (7.2) between the particle con-
finement time τp and D holds generally, with only a slight modification of the numerical factor.
This formula is frequently used to obtain the diffusion coefficient from the observed values of
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the plasma radius and particle confinement time.

The equation of energy balance is given by eq.(A.19), which will be derived in appendix A,
as follows:

∂

∂t

(
3
2
nκT

)
+∇ ·

(
3
2
κTnv

)
+∇ · q = Q− p∇ · v −

∑
ij

Πij
∂vi

∂xj
. (.)

The first term in the right-hand side is the heat generation due to particle collisions per unit
volume per unit time, the second term is the work done by pressure and the third term is viscous
heating. The first term in the left-hand side is the time derivative of the thermal energy per
unit volume, the second term is convective energy loss and the third term is conductive energy
loss. Denoting the thermal conductivity by κT, the thermal flux due to heat conduction may be
expressed by

q = −κT∇(κT ).
If the convective loss is neglected and the heat sources in the right-hand side of eq.(7.3) is zero,
we find that

∂

∂t

(
3
2
nκT

)
−∇ · κT∇(κT ) = 0.

In the case of n = const., this equation reduces to

∂

∂t

(
3
2
κT

)
= ∇ ·

(
κT

n
∇(κT )

)
.

When the thermal diffusion coefficient χT is defined by

χT =
κT

n
,

the same equation on κT is obtained as eq.(7.1). In the case of χT = const., the solution is

κT = κT0J0

(
2.4
a
r

)
exp

(
− t

τE

)
, τE =

a2

5.8(2/3)χT
. (7.4)

The term τE is called energy confinement time.

7.1 Collisional Diffusion (Classical Diffusion)

7.1a Magnetohydrodynamic Treatment
A magnetohydrodynamic treatment is applicable to diffusion phenomena when the electron-

to-ion collision frequency is large and the mean free path is shorter than the connection length
of the inside regions of good curvature and the outside region of bad curvature of the torus; i.e.,

vTe

νei

<∼
2πR
ι

,

νei >∼ νp ≡ 1
R

ι

2π
vTe =

1
R

ι

2π

(
κTe

me

)1/2

where vTe is electron thermal velocity and νei is electron to ion collision frequency. From Ohm’s
law (5.28)

E + v × B − 1
en

∇pi = ηj,

the motion of plasma across the lines of magnetic force is expressed by

nv⊥ =
1
B

((
nE − κTi

e
∇n

)
× b

)
− meνei

e2

∇p

B2
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Fig.7.1 Electric field in a plasma confined in a toroidal field. The symbols ⊗ and � here show the
direction of the Pfirsch-Schlüter current.

=
1
B

((
nE − κTi

e
∇n

)
× b

)
− (ρΩe)2νei

(
1 +

Ti

Te

)
∇n (7.5)

where ρΩe = vTe/Ωe, vTe = (κTe/me)1/2 and η = meνei/e
2ne (see sec.2.8).

If the first term in the right-hand side can be neglected, the particle diffusion coefficient D is
given by

D = (ρΩe)2νei

(
1 +

Ti

Te

)
. (7.6)

The classical diffusion coefficient Dei is defined by

Dei ≡ (ρΩe)2νei =
nTe

σ⊥B2
=

βeη‖
µ0

, (7.7)

where σ⊥ = nee
2/(meνei), η‖ = 1/2σ⊥.

However the first term of the right-hand side of eq.(7.5) is not always negligible. In toroidal
configuration, the charge separation due to the toroidal drift is not completely cancelled along
the magnetic field lines due to the finite resistivity and an electric field E arises (see fig.7.1).
Therefore the E × b term in eq.(7.5) contributes to the diffusion. Let us consider this term.
From the equilibrium equation, the diamagnetic current

j⊥ =
b

B
×∇p, j⊥ =

∣∣∣∣ 1B ∂p

∂r

∣∣∣∣
flows in the plasma. From ∇ · j = 0, we find ∇ · j‖ = −∇ · j⊥. By means of the equation
B = B0(1− (r/R) cos θ), j‖ may be written as (see eq.(6.43))

j‖ = 2
2π
ι

1
B0

∂p

∂r
cos θ. (7.8)

If the electric conductivity along the magnetic lines of force is σ‖, the parallel electric field is
E‖ = j‖/σ‖. As is clear from fig.7.1, the relation

Eθ

E‖
≈ B0

Bθ

holds. From Bθ/B0 ≈ (r/R)(ι/2π), the θ component of the electric field is given by

Eθ =
B0

Bθ
E‖ =

R

r

2π
ι

1
σ‖

j‖ =
2
σ‖

R

r

(
2π
ι

)2 1
B0

∂p

∂r
cos θ. (7.9)

Accordingly eq.(7.5) is reduced to

nVr = −n
Eθ

B
− (ρΩe)2νei

(
1 +

Ti

Te

)
∂n

∂r
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Fig.7.2 Magnetic surface (dotted line) and drift surfaces (solid lines).

= −
(
R

r
· 2
(
2π
ι

)2 nκTe

σ‖B2
0

cos θ
(
1 +

r

R
cos θ

)

+
nκTe

σ⊥B2
0

(
1 +

r

R
cos θ

)2
)
×
(
1 +

Ti

Te

)
∂n

∂r
.

Noting that the area of a surface element is dependent of θ, and taking the average of nVr over
θ, we find that

〈nVr〉 = 1
2π

∫ 2π

0
nVr

(
1 +

r

R
cos θ

)
dθ

= − nκTe

σ⊥B2
0

(
1 +

Ti

Te

)(
1 +

2σ⊥
σ‖

(
2π
ι

)2
)
∂n

∂r
. (7.10)

Using the relation σ⊥ = σ‖/2, we obtain the diffusion coefficient of a toroidal plasma:

DP.S. =
nTe

σ⊥B2
0

(
1 +

Ti

Te

)(
1 +

(
2π
ι

)2
)
. (7.11)

This diffusion coefficient is (1 + (2π/ι)2) times as large as the diffusion coefficient of eq.(7.2).
This value is called Pfirsch-Schlüter factor1. When the rotational tranform angle ι/2π is about
0.3, Pfirsch-Schlüter factor is about 10.

7.1b A Particle Model

The classical diffusion coefficient of electrons

Dei = (ρΩe)2νei

is that for electrons which move in a random walk with a step length equal to the Larmor radius.
Let us consider a toroidal plasma. For rotational transform angle ι, the displacement ∆ of the
electron drift surface from the magnetic surface is (see fig.7.2)

∆ ≈ ±ρΩe
2π
ι
. (7.12)

The ± signs depend on that the direction of electron motion is parallel or antiparallel to the
magnetic field (see sec.3.5). As an electron can be transferred from one drift surface to the other
by collision, the step length across the magnetic field is

∆ =
(
2π
ι

)
ρΩe. (7.13)
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Consequently, the diffusion coefficient is given by

DP.S. = ∆2νei =
(
2π
ι

)2

(ρΩe)2νei, (7.14)

thus the Pfirsch-Schlüter factor has been reduced (|2π/ι| � 1 is assumed).

7.2 Neoclassical Diffusion of Electrons in Tokamak

The magnitude B of the magnetic field of a tokamak is given by

B =
RB0

R(1 + εt cos θ)
= B0(1− εt cos θ), (7.15)

where

εt =
r

R
. (7.16)

Consequently, when the perpendicular component v⊥ of a electron velocity is much larger than
the parallel component v‖, i.e., when

(
v⊥
v

)2

>
R

R+ r
,

that is,

v⊥
v‖

>
1

ε
1/2
t

, (7.17)

the electron is trapped outside of the torus, where the magnetic field is weak. Such an electron
drifts in a banana orbit (see fig.3.9). In order to complete a circuit of the banana orbit, the
effective collision time τeff = 1/νeff of the trapped electron must be longer than one period τb of
banana orbit

τb ≈ R

v‖

(
2π
ι

)
=

R

v⊥ε
1/2
t

(
2π
ι

)
. (7.18)

The effective collision frequency νeff of the trapped electron is the frequency in which the con-
dition (7.17) of trapped electron is violated by collision. As the collision frequency νei is the
inverse of diffusion time required to change the directon of velocity by 1 radian, the effective
collision frequency νeff is given by

νeff =
1
εt
νei. (7.19)

Accordingly, if νeff < 1/τb, i.e.,

νei < νb ≡ v⊥ε
3/2
t

R

(
ι

2π

)
= ε

3/2
t

1
R

(
ι

2π

)(
κTe

me

)1/2

(7.20)

the trapped electron can travel the entire banana orbit. When the trapped electron collides, it
can shift its position by an amount of the banana width (see sec.3.5(b))

∆b =
mv‖
eBp

≈ mv⊥
eB

v‖
v⊥

B

Bp
≈ ρΩeε

1/2
t

R

r

2π
ι
=
(
2π
ι

)
ε
−1/2
t ρΩe. (7.21)
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Fig.7.3 Dependence of the diffusion coefficient on collision frequency in a tokamak. νp = (ι/2π)vTe/R,
νb = ε

3/2
t νp.

As the number of trapped electrons is ε1/2
t times the total number of electrons, the trapped-

electron contribution to diffusion is

DG.S. = ε
1/2
t ∆2

bνeff = ε
1/2
t

(
2π
ι

)2

ε−1
t (ρΩe)2

1
εt
νei

= ε
−3/2
t

(
2π
ι

)2

(ρΩe)2νei. (7.22)

This diffusion coefficient, introduced by Galeev-Sagdeev,2 is ε−3/2
t = (R/r)3/2 times as large as

the diffusion coefficient for collisional case. This derivation is semi-quantitative discussion. The
more rigorous discussion is given in ref.2.
As was discussed in sec.7.1, MHD treatment is applicable if the electron to ion collision

frequency is larger than the frequency νp given by

νp =
1
R

ι

2π
vTe =

1
R

(
ι

2π

)(
κTe

me

)1/2

. (7.23)

When the electron to ion collision frequency is smaller than the frequency

νb = ε
3/2
t νp, (7.24)

the electron can complete a banana orbit. The diffusion coefficients are witten by

DP.S. =
(
2π
ι

)2

(ρΩe)2νei, νei > νp, (7.25)

DG.S. = ε
−3/2
t

(
2π
ι

)2

(ρΩe)2νei, νei < νb = ε
3/2
t νp. (7.26)

If νei is in the region νb < νei < νp , it is not possible to treat the diffusion phenomena of
electrons in this region by means of a simple model. In this region we must resort to the drift
approximation of Vlasov’s equation. The result is that the diffusion coefficient is not sensitive
to the collision frequency in this region and is given by2,3

Dp =
(
2π
ι

)2

(ρΩe)2νp, νp > νei > νb = ε
3/2
t νp. (7.27)

The dependence of the diffusion coefficient on the collision frequency is shown in fig.7.3. The
region νei > νp is called the MHD region or collisional region. The region νp > νei > νb is
the platau region or intermediate region; and the region νei < νb is called the banana region or
rare collisional region. These diffusion processes are called neoclassical diffusion. There is an
excellent review3 on neoclassical diffusion.

The reason that the electron-electron collison frequency does not affect the electron’s particle
diffusion coefficient is that the center-of-mass velocity does not change by the Coulomb collision.
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The neoclassical thermal diffusion coefficient χTe is the same order as the particle diffusion
coefficient (χTe ∼ De). Although ion collision with the same ion species does not affect the
ion’s particle diffusion coefficient, it does contribute thermal diffusion processes, if temperature
gradient exists. Even if the ions are the same species with each other, it is possible to distinguish
hot ion (with high velocity) and cold ion. Accordingly the ion’s thermal diffusion coefficient in
banana region is given by χTi ∼ ε

−3/2
t (2π/ι)2ρ2

Ωiνii, and χTi ∼ (mi/me)1/2Die (Die ∼ Dei).
Therefore ion’s thermal diffusion coefficient is about (mi/me)1/2 times as large as the ion’s
particle diffusion coefficient.

7.3 Fluctuation Loss, Bohm Diffusion, and Stationary Convective Loss

In the foregoing sections we have discussed diffusion due to binary collision and have derived
the confinement times for such diffusion as an ideal case. However, a plasma will be, in
many cases, more or less unstable, and fluctuations in the density and electric field will induce
collective motions of particles and bring about anomalous losses. We will study such losses here.
Assume the plasma density n(r, t) consists of the zeroth-order term n0(r, t) and 1st-order

perturbation terms ñk(r, t) = nk exp i(kr − ωkt) and

n = n0 +
∑
k

ñk. (7.28)

Since n and n0 are real, there are following relations:

ñ−k = (ñk)∗, n−k = n∗
k, ω−k = −ω∗

k.

where ∗ denotes the complex conjugate. ωk is generally complex and ωk = ωkr + iγk and

ω−kr = −ωkr, γ−k = γk.

The plasma is forced to move by perturbation. When the velocity is expressed by

V (r, t) =
∑
k

Ṽ k =
∑
k

V k exp i(k · r − ωkt) (7.29)

then V −k = V ∗
k and the equation of continuity

∂n

∂t
+∇ · (nV ) = 0

may be written as

∂n0

∂t
+
∑
k

∂ñk

∂t
+∇ ·

(∑
k

n0Ṽ k +
∑
k,k′

ñkṼ k′

)
= 0.

When the first- and the second-order terms are separated, then

∑ ∂ñk

∂t
+∇ ·

∑
n0Ṽ k = 0, (7.30)

∂n0

∂t
+∇ ·

(∑
k,k′

ñkṼ k′

)
= 0. (7.31)

Here we have assumed that the time derivative of n0 is second order. The time average of the
product of eq.(7.30) and ñ−k becomes

γk|nk|2 +∇n0 · Re(nkV −k) + n0k · Im(nkV −k) = 0,
ωkr|nk|2 +∇n0 · Im(nkV −k)− n0k · Re(nkV −k) = 0.

}
(7.32)
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If the time average of eq.(7.31) is taken, we find that

∂n0

∂t
+∇ ·

(∑
Re(nkV −k) exp(2γkt)

)
= 0. (7.33)

The diffusion equation is

∂n0

∂t
= ∇ · (D∇n0)

and the outer particle flux Γ is

Γ = −D∇n0 =
∑
k

Re(nkV −k) exp 2γkt. (7.34)

Equation (7.32) alone is not enough to determine the quantity ∇n0 ·Re(nkV −k) exp 2γkt. Denote
βk = n0k · Im(nkV −k)/ ∇n0 · (Re(nkV −k)); then eq.(7.34) is reduced to

D|∇n0|2 =
∑

γk|nk|2 exp 2γkt

1 + βk

and

D =
∑
k

γk
|ñk|2
|∇n0|2

1
1 + βk

. (7.35)

This is the anomalous diffusion coefficient due to fluctuation loss.

Let us consider the case in which the fluctuation Ẽk of the electric field is electrostatic and
can be expressed by a potential φ̃k. Then the perturbed electric field is expressed by

Ẽk = −∇φ̃k = −ik · φk exp i(kr − ωkt).

The electric field results in an Ẽk × B drift, i.e.,

Ṽ k = (Ẽk × B)/B2 = −i(k × b)φ̃k/B (7.36)

where b = B/B. Equation (7.36) gives the perpendicular component of fluctuating motion. The
substitution of eq.(7.36) into eq.(7.30) yields

ñk = ∇n0 ·
(

b × k

B

)
φ̃k

ωk
. (7.37)

In general ∇n0 and b are orthogonal. Take the z axis in the direction of b and the x axis in
the direction of −∇n, i.e., let ∇n = −κnn0x̂, where κn is the inverse of the scale of the density
gradient and x̂ is the unit vector in the x direction. Then eq.(7.37) gives

ñk

n0
=

κn

B

ky

ωk
φ̃k = kyκn

κTe

eBωk

eφ̃k

κTe
=

ω∗
k

ωk

eφ̃k

κTe

where ky the y (poloidal) component of the propagation vector k. The quantity

ω∗
k ≡ kyκn

(κTe)
eB

.

is called the drift frequency. If the frequency ωk is real (i.e., if γk = 0), ñk and φ̃k have the
same phase, and the fluctuation does not contribute to anomalous diffusion as is clear from
eq.(7.35). When γk > 0, so that ω is complex, there is a phase difference between ñk and φ̃k
and the fluctuation in the electric field contributes to anomalous diffusion. (When γk < 0, the



7.3 Fluctuation Loss, Bohm Diffusion, and Stationary · · · 73

amplitude of the fluctuation is damped and does not contribute to diffusion.) Using the real
parameters Ak, αk of ωk = ωkr+iγk = ω∗

kAk exp iαk (Ak > 0, αk are both real), Ṽ k is expressed
by

Ṽ k = −i(k × b)
κTe

eB

φ̃k

κTe
= −i(k × b)

κTe

eB

ñk

n0

ωkr + γki

ω∗
k

= −i(k × b)
κTe

eB

ñk

n0
Ak exp iαk

Ṽkx = ky
ñk

n0

κTe

eB

γk − ωkri

ω∗
k

= ky
ñk

n0

κTe

eB
(−iAk exp iαk).

Then the diffusion coefficient may be obtained from eq.(7.34) as follows:

D =
1

κnn0
Re(ñkṼ−kx) =

(∑
k

kyγk

κnω∗
k

∣∣∣∣ ñk

n0

∣∣∣∣2
)
κTe

eB
=

(∑
k

ky

κn
Ak sinαk

∣∣∣∣ ñk

n0

∣∣∣∣2
)
κTe

eB
. (7.38)

The anomalous diffusion coefficient due to fluctuation loss increases with time (from eqs. (7.35)
and (7.38)) and eventually the term with the maximum growth rate γk > 0 becomes dominant.
However, the amplitude |ñk| will saturate due to nonlinear effects; the saturated amplitude will
be of the order of

|ñk| ≈ |∇n0|∆x ≈ κn

kx
n0.

∆x is the correlation length of the fluctuation and the inverse of the propagation constant kx in
the x direction. Then eqs.(7.35) or (7.38) yield

D =
γk

κ2
n

∣∣∣∣ ñk

n0

∣∣∣∣2 ≈ γk

k2
x

. (7.39)

When the nondimensional coefficient inside the parentheses in eq.(7.38) is at its maximum of
1/16, we have the Bohm diffusion coefficient

DB =
1
16

κTe

eB
. (7.40)

It appears that eq.(7.40) gives the largest possible diffusion coefficient.

When the density and potential fluctuations ñk, φ̃k are measured, Ṽ k can be calculated,
and the estimated outward particle flux Γ and diffusion coefficient D can be compared to the
values obtained by experiment. As the relation of ñk and φ̃k is given by eq.(7.37), the phase
difference will indicate whether ωk is real (oscillatory mode) or γk > 0 (growing mode), so that
this equation is very useful in interpreting experimental results.

Let take an example of the fluctuation driven by ion-temperature-gradient drift instability4,5

(refer sec.8.6). The mode is described by

φ(r, θ, z) =
∑

φmn(r) exp(−imθ + inz/R).

The growth rate of the fluctuation has the maximum at around kθ = −i/r∂/∂θ = −m/r of 4

|kθ| = m

r
∼ αθ

ρi
, αθ = 0.7 ∼ 0.8.

Then the correlation length ∆θ in θ direction is ∆θ ∼ ρi/αθ (ρi is ion Larmor radius).
The propagation constant k‖ along the magnetic line of force near the rational surface q(rm) =

m/n is
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Fig.7.4 In the upper figure, the radial width of eigenmode ∆r is larger than the radial separation of
the rational surfaces ∆rm. A semi-global eigenmode structure ∆rg takes place due to the mode
couplings. In the lower figure, the radial width of eigenmode ∆r is smaller than the radial separation of
the rational surfaces ∆rm. The modes with the radial width ∆r are independent with each other.

k‖ = −ib ·∇ =
Bθ

B

(−m

r

)
+

Bt

B

(
n

R

)
≈ 1

R

(
n− m

q(r)

)
=

m

rR

rq′

q2
(r− rm) =

s

Rq
kθ(r− rm)

where q(r) ≡ (r/R)(Bt/Bθ) is the safety factor (Bθ and Bt are poloidal and toroidal fields
respectively) and s is the shear parameter s ≡ rq′/q.

|k‖| is larger than the inverse of the connection length qR of torus and is less than the inverse
of -say- the pressure gradient scale Lp, that is

1
qR

< |k‖| <
1
Lp

.

The radial width ∆r = |r−rm| of the mode near the rational surface r = rm is roughly expected
to be

∆r = |r − rm| = Rq

s

k‖
kθ
=

ρi

sαθ
∼ O

(
ρi

s

)
.

The estimated radial width of the eigenmode of ion-temperature-gradient driven drift turbulence
is given by5

∆r = ρi

(
qR

sLp

)1/2 (
γk

ωkr

)1/2

.

The radial separation length ∆rm of the adjacent rational surface rm and rm+1 is

q′∆rm = q(rm+1)− q(rm) =
m+ 1

r
− m

n
=
1
n
, ∆rm =

1
nq′

=
m/n

rq′
r

m
∼ 1

skθ
.

When the mode width ∆r is larger than the radial separation of the rational surface ∆rm,
the different modes are overlapped with each other and the toroidal mode coupling takes place
(see Fig.7.4). The half width ∆rg of the envelope of coupled modes is estimated to be6,7,8

∆rg =
(
ρiLp

s

)1/2

.
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Fig.7.5 Magnetic surface ψ = const. and electric-field equipotential φ = const. The plasma moves
along the equipotential surfaces by virtue of E × B.

The radial correlation length becomes large value of ∆rg (∆rg/∆r ∼ (Lp/ρi)1/2) and the radial
propagation constant becomes kr ∼ 1/∆rg. In this case, the diffusion coefficient D is

D = (∆rg)2γk ∼ ρiLp

s
ω∗

k ∼ κT

eB

αθ

s
.

where ω∗
k is the drift frequency. This coefficient is of Bohm type.

When the mode width ∆r is less than ∆rm (weak shear case), there is no coupling between
different modes and the radial correlation length is

∆r = ρi

(
qR

sLp

)1/2

.

The diffusion coefficient D in this case is

D ∼ (∆r)2ω∗
k ∼ ρ2

i

(
qR

sLp

)(
kθκT

eBLp

)
∼ κT

eB

ρi

Lp

(
αθqR

sLp

)
∝ κT

eB

ρi

Lp
. (7.41)

This is called by gyro Bohm type diffusion coefficient. It may be expected that the transport
in toroidal systems becomes small in the weak shear region of negative shear configuration near
the minimum q position (refer sec.16.7).

Next, let us consider stationary convective losses across the magnetic flux. Even if fluctuations
in the density and electric field are not observed at a fixed position, it is possible that the plasma
can move across the magnetic field and continuously escape. When a stationary electric field
exists and the equipotential surfaces do not coincide with the magnetic surfaces φ = const., the
E ×B drift is normal to the electric field E, which itself is normal to the equipotential surface.
Consequently the plasma drifts along the equipotential surfaces (see fig.7.5) which cross the
magnetic surfaces. The resultant loss is called stationary convective loss. The particle flux is
given by

Γk = n0
Ey

B
. (7.42)

The losses due to diffusion by binary collision are proportional to B−2; but fluctuation or
convective losses are proportional to B−1. Even if the magnetic field is increased, the loss due
to fluctuations does not decrease rapidly.

7.4 Loss by Magnetic Fluctuation

When the magnetic field in a plasma fluctuates, the lines of magnetic force will wander
radially. Denote the radial shift of the field line by ∆r and the radial component of magnetic
fluctuation δB by δBr respectively. Then we find

∆r =
∫ L

0
brdl,
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where br = δBr/B and l is the length along the line of magnetic force. The ensemble average of
(∆r)2 is given by

〈(∆r)2〉 =
〈∫ L

0
br dl

∫ L

0
br dl′

〉
=

〈∫ L

0
dl
∫ L

0
dl′ br(l) br(l′)

〉

=

〈∫ L

0
dl
∫ L−l

−l
ds br(l) br(l + s)

〉
≈ L

〈
b2r

〉
lcorr,

where lcorr is

lcorr =

〈∫∞
−∞ br(l) br(l + s) ds

〉
〈b2r〉

.

If electrons run along the lines of magnetic force with the velocity vTe, the diffusion coefficient
De of electrons becomes9

De =
〈(∆r)2〉
∆t

=
L

∆t
〈b2r〉lcorr = vTelcorr

〈(
δBr

B

)2
〉
. (7.43)

We may take lcorr ∼ R in the case of tokamak and lcorr ∼ a in the case of reverse field pinch
(RFP, refer sec.17.1).
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Ch.8 Magnetohydrodynamic Instabilities

The stability of plasmas in magnetic fields is one of the primary research subjects in the area
of controlled thermonuclear fusion and both theoretical and experimental investigations have
been actively pursued. If a plasma is free from all possible instabilities and if the confinement
is dominated by neoclassical diffusion in the banana region, then the energy confinement time
τE is given by

τE ≈ (3/2)a2

5.8χG.S.
≈ (3/2)

5.8

(
ι

2π

)2

ε3/2
(

a

ρΩi

)2 1
νii

where a is the plasma radius, ρΩi is the ion Larmor radius, and νii is the ion-ion collision
frequency. For such an ideal case, a device of a reasonable size satisfies ignition condition. (For
example, with B = 5T, a = 1m, Ti = 20keV, ι/2π ≈ 1/3, and inverse aspect ratio ε = 0.2, the
value of nτE ∼ 3.5× 1020 cm−3 · sec.)

A plasma consists of many moving charged particles and has many magnetohydrodynamic
degrees of freedom as well as degrees of freedom in velocity space. When a certain mode of
perturbation grows, it enhances diffusion. Heating a plasma increases the kinetic energy of the
charged particles but at the same time can induce fluctuations in the electric and magnetic
fields, which in turn augment anomalous diffusion.

Therefore, it is very important to study whether any particular perturbed mode is stable
(damping mode) or unstable (growing mode). In the stability analysis, it is assumed that the
deviation from the equilibrium state is small so that a linearized approximation can be used. In
this chapter we will consider instabilities that can be described by linearized magnetohydrody-
namic equations. These instabilities are called the magnetohydrodynamic (MHD) instabilities or
macroscopic instabilities.

A small perturbation F (r, t) of the first order is expanded in terms of its Fourier components

F (r, t) = F (r) exp(−iωt) ω = ωr + iωi

and each term can be treated independently in the linearized approximation. The dispersion
equation is solved for ω and the stability of the perturbation depends on the sign of the imaginary
part ωi (unstable for ωi > 0 and stable for ωi < 0). When ωr �= 0, the perturbation is oscillatory
and when ωr = 0, it grows or damps monotonously.

In the following sections, typical MHD instabilities are introduced. In sec.8.1, interchange
instability and kink instability are explained in an intuitive manner. In sec.8.2 the magne-
tohydrodynamic equations are linearized and the boundary conditions are implemented. The
stability criterion is deduced from the energy principle, eqs.(8.45) ∼ (8.48). In sec.8.3, a cylindri-
cal plasma is studied as an important example; and the associated energy integrals are derived.
Furthermore, important stability conditions, the Kruskal-Shafranov limit, eq.(8.66), and the
Suydam criterion, eq.(8.97) are described. Tokamak and reversed field pinch configurations are
taken approximately as cylindrical plasmas, and their stabilities are examined. In this chap-
ter, only the most common and tractable magnetohydrodynamic instabilities are introduced;
it should be understood that there are many other instabilities. General reviews of plasma
instabilities may be found in ref.1.

8.1 Interchange, Sausage and Kink Instabilities

Let us study simple examples of instabilities intuitively before discussing the general linear
theory of instabilities.

8.1a Interchange Instability
Let x = 0 be the boundary between plasma and vacuum and let the z axis be taken in the

direction of the magnetic field B. The plasma region is x < 0 and the vacuum region is x > 0.
It is assumed that the acceleration g is applied in the x direction (see fig.8.1). Ions and electrons
drift in opposite directions to each other, due to the acceleration, with drift velocities
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Fig.8.1 Ion and electron drifts and the resultant electric field for interchange instability.

vG,i =
M

e

g × B

B2
,

vG,e = −m

e

g × B

B2
.

Let us assume that, due to a perturbation, the boundary of the plasma is displaced from the
surface x = 0 by the amount

δx = a(t) sin(kyy).

The charge separation due to the opposite ion and electron drifts yields an electric field. The
resultant E × B drift enhances the original perturbation if the direction of the acceleration
g is outward from the plasma. From fig.8.4b we see that this is the same as saying that the
magnetic flux originally inside but near the plasma boundary is displaced so that it is outside
the boundary, while the flux outside moves in to fill the depression thus left in the boundary;
because of this geometrical picture of the process, this type of instability has come to be called
interchange instability. As the perturbed plasma boundary is in the form of flutes along the
magnetic lines of force (fig.8.4b), this instability is also called flute instability.

The drift due to the acceleration yields a surface charge on the plasma, of charge density

σs = σ(t) cos(kyy)δ(x) (8.1)

(see fig.8.1). The electrostatic potential φ of the induced electric field E = −∇φ is given by

ε⊥
∂2φ

∂y2
+

∂

∂x

(
ε⊥

∂φ

∂x

)
= −σs. (8.2)

The boundary condition is

ε0

(
∂φ

∂x

)
+0

−
(
ε⊥

∂φ

∂x

)
−0

= −σs,

φ+0 = φ−0.

Under the assumption ky > 0, the solution φ is

φ =
σ(t)

ky(ε0 + ε⊥)
cos(kyy) exp(−ky|x|). (8.3)

The velocity of the boundary d(δx)/dt is equal to E × B/B2 at x = 0, with E found from the
potential (8.3). The velocity is

da(t)
dt

sin(kyy) =
σ(t)

(ε0 + ε⊥)B
sin(kyy). (8.4)

The charge flux in the y direction is

ne|vG,i| = ρmg

B
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Fig.8.2 Centrifugal force due to the curvature of magnetic-force lines.

where ρm = nM . Accordingly the changing rate of charge density is

dσ(t)
dt

cos(kyy) =
ρmg

B
a(t)

d
dy

sin(kyy) (8.5)

and

d2a

dt2
=

ρmgky

(ε0 + ε⊥)B2
a. (8.6)

The solution is in the form a ∝ exp γt; the growth rate γ is given by

γ =
(

ρm
(ε0 + ε⊥)B2

)1/2

(gky)1/2. (8.7)

In the low-frequency case (compared with the ion cyclotron frequency), the dielectric constant
is given by

ε⊥ = ε0(1 +
ρm
B2ε0

) 
 ε0 (8.8)

as will be explained in ch.10. Accordingly the growth rate γ is2

γ = (gky)1/2. (8.9)

When the acceleration is outward, a perturbation with the propagation vector k normal to the
magnetic field B is unstable; i.e.,

(k · B) = 0. (8.10)

However, if the acceleration is inward (g < 0), γ of eq.(8.9) is imaginary and the perturbation
is oscillatory and stable.

The origin of interchange instability is charge separation due to the acceleration. When the
magnetic lines of force are curved, as is shown in fig.8.2, the charged particles are subjected to
a centrifugal force. If the magnetic lines of force are convex outward (fig.8.2a), this centrifugal
acceleration induces interchange instability. If the lines are concave outward, the plasma is
stable. Accordingly, the plasma is stable when the magnitude B of the magnetic field increases
outward. In other words, if B is a minimum at the plasma region the plasma is stable. This is
the minimum-B condition for stability.

The drift motion of charged particles is expressed by

vg =
E × b

B
+

b

Ω
×
(

g +
(v2⊥/2) + v2‖

R
n

)
+ v‖b

where n is the normal unit vector from the center of curvature to a point on a line of magnetic
force. R is the radius of curvature of line of magnetic force. The equivalent acceleration is

g =
(v2⊥/2) + v2‖

R
n. (8.11)
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Fig.8.3 Charge separation due to the difference in velocities of ions and electrons.

The growth rate becomes γ ≈ (a/R)1/2(vT/a) in this case. Analysis of interchange instability
based on the linearlized equation of motion (8.32) with the acceralation term is described in
ref.1

For a perturbation with propagation vector k normal to the magnetic field B, i.e., (k ·B) = 0,
another mechanism of charge separation may cause the same type of instability. When a plasma
rotates with the velocity vθ = Er/B due to an inward radial electric field (fig.8.3), and if the
rotation velocity of ions falls below that of electrons, the perturbation is unstable. Several
possible mechanisms can retard ion rotation. The collision of ions and neutral particles delays
the ion velocity and causes neutral drag instability.

When the growth rate γ ∼ (gky)1/2 is not very large and the ion Larmor radius ρiΩ is large
enough to satisfy

(kyρ
i
Ω)

2 >
γ

|Ωi|
the perturbation is stabilized3. When the ion Larmor radius becomes large, the average pertur-
bation electric field felt by the ions is different that felt by the electrons, and the E × B/B2

drift velocities of the ion and the electrons are different. The charge separation thus induced has
opposite phase from the charge separation due to acceleration and stabilizes the instabiltity.

8.1b Stability Criterion for Interchange Instability, Magnetic Well
Let us assume that a magnetic line of force has “good” curvature at one place B and ‘bad”

curvature at another place A (fig.8.4). Then the directions of the centrifugal force at A and B
are opposite, as is the charge separation. The charge can easily be short circuited along the
magnetic lines of the force, so that the problem of stability has a different aspect. Let us here
consider perturbations in which the magnetic flux of region 1 is interchanged with that of region
2 and the plasma in the region 2 is interchanged with the plasma in the region 1 (interchange
perturbations, fig.8.4b). It is assumed that the plasma is low-beta so that the magnetic field is
nearly identical to the vacuum field. Any deviation from the vacuum field is accompanied by an
increase in the energy of the disturbed field. This is the consequence of Maxwell equation. It
can be shown that the most dangerous perturbations are those which exchange equal magnetic
fluxes, as follows.

The energy of the magnetic field inside a magnetic tube is

QM =
∫

dr
B2

2µ0
=
∫

dlS
B2

2µ0
(8.12)

where l is length taken along a line of magnetic force and S is the cross section of the magnetic
tube. As the magnetic flux Φ = B · S is constant, the energy is

QM =
Φ2

2µ0

∫ dl
S
.

The change δQM in the magnetic energy due to the interchange of the fluxes of regions 1 and 2
is

δQM =
1

2µ0

((
Φ2
1

∫
2

dl
S

+ Φ2
2

∫
1

dl
S

)
−
(
Φ2
1

∫
1

dl
S

+ Φ2
2

∫
2

dl
S

))
. (8.13)
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Fig.8.4 Charge separation in interchange instability. (a) The lower figure shows the unstable part A
and the stable part B along a magnetic line of force. The upper figure shows the charge separation due
to the acceleration along a flute. (b) Cross section of the perturbed plasma.

If the exchanged fluxes Φ1 and Φ2 are the same, the energy change δQM is zero, so that
perturbations resulting in Φ1 = Φ2 are the most dangerous.

The kinetic energy Qp of a plasma of volume V is

Qp =
nTV
γ − 1

=
pV

γ − 1
(8.14)

where γ is the specific-heat ratio. As the perturbation is adiabatic,

pVγ = const.

is conserved during the interchange process. The change in the plasma energy is

δQp =
1

γ − 1

(
p′2V2 − p1V1 + p′1V1 − p2V2

)
.

where p′2 is the pressure after interchange from the region V1 to V2 and p′1 is the pressure after

interchange from the region V2 to V1. Because of adiabaticity, we have p′2 = p1

(
V1
V2

)γ

, p′1 =

p2

(
V2
V1

)γ

and δQp becomes

δQp =
1

γ − 1

(
p1

(V1

V2

)γ

V2 − p1V1 + p2

(V2

V1

)γ

V1 − p2V2

)
. (8.15)

Setting

p2 = p1 + δp,

V2 = V1 + δV
we can write δQp as

δQp = δpδV + γp
(δV)2
V . (8.16)

Since the stability condition is δQp > 0, the sufficient condition is

δpδV > 0.
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Fig.8.5 Specific volume of a toroidal field.

Since the volume is

V =
∫

dlS = Φ

∫ dl
B

the stability condition for interchange instability is written as

δpδ

∫ dl
B

> 0.

Usually the pressure decreases outward (δp < 0), so that the stability condition is

δ

∫ dl
B

< 0 (8.17)

in the outward direction4. The integral is to be taken only over the plasma region.
Let the volume inside a magnetic surface ψ be V and the magnetic flux in the toroidal direction

ϕ inside the magnetic surface ψ be Φ. We define the specific volume U by

U =
dV
dΦ

. (8.18)

If the unit vector of the magnetic field B is denoted by b and the normal unit vector of the
infinitesimal cross-sectional area dS is denoted by n, then we have

dV =
∫ ∑

i

(b · n)iSidl, dΦ =
∑

i

(b · n)iBidSi.

When the magnetic lines of force close upon a single circuit of the torus, the specific volume U
is

U =

∮ (∑
i

(b · n)idSi

)
dl∑

i

(b · n)iBidSi

=

∑
i

(b · n)iBidSi

∮ dl
Bi∑

i

(b · n)iBidSi

.

As the integral over l is carried out along a small tube of the magnetic field,
∑

i

(b · n)idSiBi is

independent of l (conservation of magnetic flux). As
∮

dl/Bi on the same magnetic surface is

constant, U is reduced to

U =
∮ dl

B
.

When the lines of magnetic force close at N circuits, U is

U =
1
N

∫
N

dl
B
. (8.19)
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Fig.8.6 Sausage instability.

When the lines of magnetic force are not closed, U is given by

U = lim
N→∞

1
N

∫
N

dl
B
.

Therefore, U may be considered to be an average of 1/B. When U decreases outward, it means
that the magnitude B of the magnetic field increases outward in an average sense, so that the
plasma region is the so-called average minimum-B region. In other word, the stability condition
for interchange instability is reduced to average minimum-B condition;

dU
dΦ

=
d2V

dΦ2 < 0. (8.20)

When the value of U on the magnetic axis and on the outermost magnetic surface are U0 and
Ua respectively, we define a magnetic well depth −∆U/U as

−∆U

U
=

U0 − Ua

U0
. (8.21)

8.1c Sausage Instability
Let us consider a cylindrical plasma with a sharp boundary. Only a longitudinal magnetic

field Bz, exists inside the plasma region and only an azimuthal field Hθ = Iz/2πr due to the
plasma current Iz exists outside the plasma region. We examine an azimuthally symmetric
perturbation which constricts the plasma like a sausage (fig.8.6). When the plasma radius a is
changed by δa, conservation of magnetic flux and the current in the plasma yields

δBz = −Bz
2δa
a

,

δBθ = −Bθ
δa

a
.

The longitudinal magnetic field inside the plasma acts against the perturbation, while the exter-
nal azimuthal field destabilizes the perturbation. The difference δpm in the magnetic pressures
is

δpm = −B2
z

µ0

2δa
a

+
B2

θ

µ0

δa

a
.

The plasma is stable if δpm > 0 for δa < 0, so that the stability condition is

B2
z >

B2
θ

2
. (8.22)
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Fig.8.7 Kink instability.

This type of instability is called sausage instability.

8.1d Kink Instability
Let us consider a perturbation that kinks the plasma column as shown in fig.8.7. The configu-

ration of the plasma is the same as that in the previous subsection (sharp boundary, an internal
longitudinal field, an external azimuthal field). Denote the characteristic length of the kink by
λ and its radius of curvature by R. The longitudinal magnetic field acts as a restoring force on
the plasma due to the longitudinal tension; the restoring force on the plasma region of length λ
is

B2
z

2µ0
πa2

λ

R
.

The azimuthal magnetic field becomes strong, at the inner (concave) side of the kink and
destabilizes the plasma column. In order to estimate the destabilizing force, we consider a
cylindrical lateral surface of radius λ around the plasma and two planes A and B which pass
through the center of curvature (see fig.8.7). Let us compare the contributions of the magnetic
pressure on the surfaces enclosing the kink. The contribution of the magnetic pressure on the
cylindrical surface is negligible compared with those on the planes A and B. The contribution
of the magnetic pressure on the planes A and B is∫ λ

a

B2
θ

2µ0
2πrdr × λ

2R
=

B2
θ (a)
2µ0

πa2 ln
λ

a
× λ

R
.

Accordingly

B2
z

B2
θ (a)

> ln
λ

a
(8.23)

is the stability condition3. However, the pressure balance

p+
B2

z

2µ0
=

B2
θ

2µ0

holds, so that perturbations of large λ are unstable. This type of instability is called kink
instability.
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In this section, a cylindrical sharp-boundary plasma has been analyzed in an intuitive way.
The stability of a cylindrical plasma column will be treated in sec.8.2 in more general and
systematic ways.

8.2 Formulation of Magnetohydrodynamic Instabilities

8.2a Linearization of Magnetohydrodynamic Equations
The stability problems of plasmas can be studied by analyzing infinitesimal perturbations of

the equilibrium state. If the mass density, pressure, flow velocity, and magnetic field are denoted
by ρm, p,V , and B, respectively, the equation of motion, conservation of mass, Ohm’s law, and
the adiabatic relation are

ρm
∂V

∂t
= −∇p+ j × B,

∂ρm
∂t

+∇ · (ρmV ) = 0,

E + V × B = 0,
(
∂

∂t
+ V · ∇

)
(pρ−γ

m ) = 0

respectively (γ is the ratio of specific heat). Maxwell’s equations are then

∇× E = −∂B

∂t
, ∇× B = µ0j, ∇ · B = 0.

These are the magnetohydrodynamic equations of a plasma with zero specific resistivity (see
sec.5.2). The values of ρm, p, V , and B in the equilibrium state are ρm0, p0, V 0 = 0, and B0
respectively. The first-order small quantities are ρm1, p1, V 1 = V , and B1. The zeroth-order
equations are

∇p0 = j0 × B0, ∇× B0 = µ0j0, ∇ · B0 = 0.

The first-order linearized equations are

∂ρm1

∂t
+∇ · (ρm0V ) = 0, (8.24)

ρm0
∂V

∂t
+∇p1 = j0 × B1 + j1 × B0, (8.25)

∂p1
∂t

+ (V · ∇)p0 + γp0∇ · V = 0, (8.26)

∂B1

∂t
= ∇× (V × B0). (8.27)

If displacement of the plasma from the equilibrium position r0 is denoted by ξ(r0, t), it follows
that

ξ(r0, t) = r − r0, V =
dξ

dt
≈ ∂ξ

∂t
.

Equation (8.27) is reduced to

∂B1

∂t
= ∇×

(
∂ξ

∂t
× B0

)
and

B1 = ∇× (ξ × B0). (8.28)
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From µ0j = ∇× B, it follows that

µ0j1 = ∇× B1. (8.29)

Equations (8.24) and (8.26) yield

ρm1 = −∇ · (ρm0ξ) (8.30)

p1 = −ξ · ∇p0 − γp0∇ · ξ. (8.31)

The substitution of these equations into eq.(8.25) gives

ρm0
∂2ξ

∂t2
= ∇(ξ · ∇p0 + γp0∇ · ξ) + 1

µ0
(∇× B0)× B1 +

1
µ0

(∇× B1)× B0

= −∇
(
p1 +

B0 · B1

µ0

)
+

1
µ0

((B0 · ∇)B1 + (B1 · ∇)B0). (8.32)

This is the linearized equation of motion in terms of ξ.
Next let us consider the boundary conditions. Where the plasma contacts an ideal conductor,

the tangential component of the electric field is zero, i.e., n × E = 0. This is equivalent to
n × (ξ × B0) = 0, n being taken in the outward direction. The conditions (ξ · n) = 0 and
(B1 · n) = 0 must also be satisfied. At the boundary surface between plasma and vacuum, the
total pressure must be continuous and

p− p0 +
B2

in −B2
0,in

2µ0
=

B2
ex −B2

0,ex

2µ0

where Bin,B0,in give the internal magnetic field of the plasma and Bex,B0,ex give the external
field. The boundary condition is reduced to

−γp0∇ · ξ +
B0,in · (B1,in + (ξ · ∇)B0,in)

µ0

=
B0,ex · (B1,ex + (ξ · ∇)B0,ex)

µ0
(8.33)

when Bin(r),Bex(r) and p(r) are expanded in ξ = r − r0 (f(r) = f0(r0) + (ξ · ∇)f0(r) + f1).
From Maxwell’s equations, the boundary conditions are

n0 · (B0,in − B0,ex) = 0, (8.34)

n0 × (B0,in − B0,ex) = µ0K (8.35)

where K is the surface current.
Ohm’s law yields

Ein + V × B0,in = 0 (3.36)

in the plasma. As the electric field E∗ in coordinates moving with the plasma is E∗ = E+V ×B0
and the tangential component of the electric field E∗ is continuous across the plasma boundary.
The boundary condition can be written as

Et + (V × B0,ex)t = 0 (8.37)
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where the subscript t indicates the tangential component. Since the normal component of B is
given by the tangential component of E by the relation ∇×E = −∂B/∂t, eq.(8.37) is reduced
to

(n0 · B1,ex) = n0 · ∇ × (ξ × B0,ex). (8.38)

The electric field Eex and the magnetic field Bex in the external (vacuum) region can be
expressed in terms of a vector potential:

Eex = −∂A

∂t
, B1,ex = ∇× A, ∇ · A = 0.

If no current flows in the vacuum region, A satisfies

∇×∇× A = 0. (8.39)

Using the vector potential, we may express eq.(8.37) as

n0 ×
(
−∂A

∂t
+ V × B0,ex

)
= 0.

For n0 · B0,in = n · B0,ex = 0, the boundary condition is

n0 × A = −ξnB0,ex. (8.40)

The boundary condition at the wall of an ideal conductor is

n × A = 0. (8.41)

The stability problem now becomes one of solving eqs.(8.32) and (8.39) under the boundary
conditions (8.33),(8.38),(8.40) and (8.41). When a normal mode ξ(r, t) = ξ(r) exp(−iωt) is
considered, the problem is reduced to the eigenvalue problem ρ0ω

2ξ = F (ξ). If any eigenvalue
is negative, the plasma is unstable; if all the eigenvalues are positive, the plasma is stable.

8.2b Energy Principle5
The eigenvalue problem is complicated and difficult to solve in general. When we introduce

a potential energy associated with the displacement ξ, the stability problem can be simplified.
The equation of motion has the form

ρm0
∂2ξ

∂t2
= F (ξ) = −K̂ · ξ. (8.42)

This equation can be integrated:

1
2

∫
ρm0

(
∂ξ

∂t

)2

dr +
1
2

∫
ξ · K̂ξdr = const.

The kinetic energy T and the potential energy W are

T ≡ 1
2

∫
ρm0

(
∂ξ

∂t

)2

dr, W ≡ 1
2

∫
ξ · K̂ξdr = −1

2

∫
ξ · F (ξ)dr

respectively. Accordingly if

W > 0

for all possible displacements, the system is stable. This is the stability criterion of the energy
principle. W is called the energy integral.

It is possible to prove that the operator K̂ is Hermite operator (self-adjoint operator).6,7
A displacement η and a vector potential Q are introduced which satisfy the same boundary
conditions as ξ and A, i.e.,
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n0 × Q = −ηnB0,ex

at the plasma-vacuum boundary and

n0 × Q = 0

at the conducting wall. By substitution of eq.(8.32), the integral in the plasma region Vin is seen
to be∫

Vin

η · K̂ξdr =
∫

Vin

(
γp0(∇ · η)(∇ · ξ) + (∇ · η)(ξ · ∇p0) +

1
µ0

(∇× (η × B0)) · ∇ × (ξ × B0)

− 1
µ0

(η × (∇× B0)) · ∇ × (ξ × B0)
)
dr

+
∫

S
n0 · η

(
B0,in · ∇ × (ξ × B0,in)

µ0
− γp0(∇ · ξ)− (ξ · ∇p0)

)
dS. (8.43)

Next let us consider the surface integral in eq.(8.43). Due to the boundary condition n0×Q =
−ηnB0,ex, we find that∫

S
ηnB0,ex · B1,exdS =

∫
S
ηnB0,ex(∇× A)dS = −

∫
S
(n0 × Q) · (∇× A)dS

= −
∫

S
n0 · (Q × (∇× A))dS =

∫
Vex

∇ · (Q × (∇× A))dr

=
∫

Vex

((∇× Q) · (∇× A)− Q · ∇ × (∇× A)) dr

=
∫

Vex

(∇× Q) · (∇× A)dr.

From the boundary condition (8.33), the difference between the foregoing surface integral and
the surface integral in eq.(8.43) is reduced to∫

ηn

(
B0,in · B1,in − B0,ex · B1,ex

µ0
− γp0(∇ · ξ)− (ξ · ∇)p0

)
dS

=
∫

S
ηn(ξ · ∇)

(
B2

0,ex

2µ0
− B2

0,in

2µ0
− p0

)
dS

=
∫

S
ηnξn

∂

∂n

(
B2

0,ex

2µ0
− B2

0,in

2µ0
− p0

)
dS

where the relation n0 × ∇(p0 + B2
0,in/2µ0 − B2

0,ex/2µ0) = 0 is used. The integral region Vex is
the region outside the plasma. Finally, the energy integral is reduced to∫

Vin

η · K̂ξdr =
∫

Vin

(
γp0(∇ · η)(∇ · ξ) + 1

µ0
(∇× (η × B0)) · ∇ × (ξ × B0)

+(∇·η)(ξ ·∇p0)− 1
µ0

(η×(∇×B0))·∇×(ξ×B0)
)
dr+

1
µ0

∫
Vex

(∇×Q)·(∇×A)dr
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+
∫

S
ηnξn

∂

∂n

(
B2

0,ex

2µ0
− B2

0,in

2µ0
− p0

)
dS. (8.44)

The energy integral W is divided into three parts WP, WS, and WV, the contributions of the
plasma internal region Vin, the boundary region S，and the external vacuum region Vex, i.e.,

W =
1
2

∫
Vin

ξ · K̂ξdr = Wp +WS +WV, (8.45)

Wp =
1
2

∫
Vin

(
γp0(∇ · ξ)2 + 1

µ0
(∇× (ξ × B0))2 + (∇ · ξ)(ξ · ∇p0)

− 1
µ0

(ξ × (∇× B0)) · ∇ × (ξ × B0)
)
dr

=
1
2

∫
Vin

(
B2

1

µ0
− p1(∇ · ξ)− ξ · (j0 × B1)

)
dr, (8.46)

WS =
1
2

∫
S
ξ2n

∂

∂n

(
B2

0,ex

2µ0
− B2

0,in

2µ0
− p0

)
dS, (8.47)

WV =
1

2µ0

∫
Vex

(∇× A)2dr =
∫

Vex

B2
1

2µ0
dr. (8.48)

The stability condition isW > 0 for all possible ξ. The frequency or growth rate of a perturbation
can be obtained from the energy integral. When the perturbation varies as exp(−iωt), the
equation of motion is

ω2ρm0ξ = K̂ξ. (8.49)

The solution of the eigenvalue problem is the same as the solution based on the calculus of
variations δ(ω2) = 0, where

ω2 =
∫

ξ · K̂ξdr∫
ρm0ξ

2dr
. (8.50)

As K̂ is a Hermitian operator, ω2 is real. In the MHD analysis of an ideal plasma with zero
resistivity, the perturbation either increases or decreases monotonically, or else the perturbed
plasma oscillates with constant amplitude.

The energy integral (8.46) can be further rearranged to the more illuminating form. The
reduction of the form is described in appendix B. The energy integral of axisymmetiric toroidal
system is also described in appendix B.
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8.3 Instabilities of a Cylindrical Plasma

8.3a Instabilities of Sharp-Boundary Configuration: Kruskal-Shafranov Condition
Let us consider a sharp-boundary plasma of radius a, with a longitudinal magnetic field

B0z inside the boundary and a longitudinal magnetic field Bez and an azimuthal magnetic
field Bθ = µ0I/(2πr) outside. B0z and Bez are assumed to be constant. We can consider the
displacement

ξ(r) exp(imθ + ikz) (8.51)

since any displacement may be expressed by a superposition of such modes. Since the term in
∇ · ξ in the energy integral is positive, incompressible perturbation is the most dangerous. We
examine only the worst mode,

∇ · ξ = 0. (8.52)

The perturbation of the magnetic field B1 = ∇× (ξ × B0) is

B1 = ikB0zξ. (8.53)

The equation of motion (8.32) becomes(
−ω2ρm0 +

k2B2
0z

µ0

)
ξ = −∇

(
p1 +

B0 · B1

µ0

)
≡ −∇p∗. (8.54)

As ∇ · ξ = 0, it follows that ∆p∗ = 0, i.e.,(
d2

dr2
+

1
r

d
dr

−
(
k2 +

m2

r2

))
p∗(r) = 0. (8.55)

The solution without singularity at r = 0 is given by the modified Bessel function Im(kr), so
that p∗(r) is

p∗(r) = p∗(a)
Im(kr)
Im(ka)

.

Accodingly, we find

ξr(a) =

kp∗(a)
Im(ka)

ω2ρm0 − k2B2
0

µ0

I ′m(ka). (8.56)

As the perturbation of the vacuum magnetic field B1e satisfies ∇× B = 0 and ∇ · B = 0, B1e
is expressed by B1e = ∇ψ. The scalar magnetic potential ψ satisfies ∆ψ = 0 and ψ → 0 as
r → ∞. Then

ψ = C
Km(kr)
Km(ka)

exp(imθ + ikz). (8.57)

The boundary condition (8.33) is

p1 +
1
µ0

B0 · B1 =
1
µ0

Be · B1e + (ξ · ∇)

(
B2

e

2µ0
− B2

0

2µ0
− p0

)

=
1
µ0

Be · B1e + (ξ · ∇)
(
B2

θ

2µ0

)
.

As Bθ ∝ 1/r , p∗(a) is given by

p∗(a) =
i

µ0
(kBez +

m

a
Bθ)C − B2

θ

µ0a
ξr(a). (8.58)
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Fig.8.8 Sharp-boundary plasma.

The boundary condition (8.38) is reduced to

Ck
K ′

m(ka)
Km(ka)

= i(kBez +
m

a
Bθ)ξr(a). (8.59)

From eqs.(8.56), (8.58) and (8.59), the dispersion equation is

ω2

k2
=

B2
0z

µ0ρm0
− (kBez + (m/a)Bθ)2

µ0ρm0k2
I ′m(ka)
Im(ka)

Km(ka)
K ′

m(ka)
− B2

θ

µ0ρm0

1
(ka)

I ′m(ka)
Im(ka)

. (8.60)

The 1st and 2nd terms represent the stabilizing effect of B0z and Bez (Km/K ′
m < 0). If the

propagation vector k is normal to the magnetic field, i.e., if

(k · Be) = kBez +
m

a
Bθ = 0

the 2nd term (stabilizing term) of eq.(8.60) becomes zero, so that a flutelike perturbation is
indicated. The 3rd term is the destabilizing term.

(i) The m = 0Mode with Bez = 0 Let us consider the m = 0 mode with Bez = 0.
This configuration corresponds to that of the sausage instability described in sec.8.1c. Equation
(8.60) reduces to

ω2 =
B2

0zk
2

µ0ρm0

(
1− B2

θ

B2
0z

I ′0(ka)
(ka)I0(ka)

)
. (8.61)

Since I ′0(x)/xI0(x) < 1/2, the stability condition is

B2
0z > B2

θ/2.

(ii) The m = 1Mode with Bez = 0 For the m = 1 mode with Bez = 0，eq.(8.60) is

ω2 =
B2

0zk
2

µ0ρm0

(
1 +

B2
θ

B2
0z

1
(ka)

I ′1(ka)
I1(ka)

K1(ka)
K ′

1(ka)

)
. (8.62)
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For perturbations with long characteristic length, eq.(8.62) becomes

ω2 =
B2

0zk
2

µ0ρm0

(
1−

(
Bθ

B0z

)2

ln
1
ka

)
. (8.63)

This dispersion equation corresponds to kink instability, which is unstable for the perturbation
with long wavelength (refer (8.23)).

(iii) Instability in the Case of |Bez | > |Bθ| When |Bez| 
 |Bθ|, the case |ka| � 1
predominates. Expanding the modified Bessel function (m > 0 is assumed), we find

µ0ρm0ω
2 = k2B2

0z +
(
kBez +

m

a
Bθ

)2

− m

a2
B2

θ . (8.64)

ω2 becomes minimum at ∂ω/∂k = 0, i.e., k(B2
0z +B2

ez) + (m/a)BθBez

= 0. In this case, ω2 is

ω2
min =

B2
θ

µ0ρm0a2

(
m2B2

0z

B2
ez +B2

0z

−m

)
=

B2
θ

µ0ρm0a2
m

(
m
1− β

2− β
− 1

)
, (8.65)

where β is the beta ratio. Accordingly, the plasma is unstable when 0 < m < (2 − β)/(1 − β).
For a low-beta plasma only the modes m = 1 and m = 2 become unstable. However, if(

Bθ

Bz

)2

< (ka)2 (8.66)

is satisfied the plasma is stable even for m = 1. Usually the length of the plasma is finite so
that k cannot be smaller than 2π/L. Accordingly, when∣∣∣∣Bθ

Bz

∣∣∣∣ < 2πa
L

the plasma is stable. This stability condition is called the Kruskal- Shafranov condition.8,9
When a cylindrical conducting wall of radius b surrounds the plasma, the scalar magnetic

potential of the external magnetic field is

ψ =
(
c1
Km(kr)
Km(ka)

+ c2
Im(kr)
Im(ka)

)
exp(imθ + ikz) (8.57′)

instead of eq.(8.57). The boundary condition B1er = 0 at r = b yields

c1
c2

= −I ′m(kb)Km(ka)
K ′

m(kb)Im(ka)
.

The dispersion equation becomes

ω2

k2
=

B2
0z

µ0ρm0
− (kBez + (m/a)Bθ)2

µ0ρm0k2
I ′m(ka)
Im(ka)

×
(
Km(ka)I ′m(kb)− Im(ka)K′

m(kb)
K ′

m(ka)I ′m(kb)− I ′m(ka)K′
m(kb)

)

− B2
θ

µ0ρm0

1
(ka)

I ′m(ka)
Im(ka)

.

Expanding the modified Bessel functions under the conditions ka � 1, kb � 1, we find

µ0ρm0ω
2 = k2B2

0z +
1 + (a/b)2m

1− (a/b)2m
(kBez +

m

a
Bθ)2 − m

a2
B2

θ .
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The closer the wall to the plasma boundary, the more effective is the wall stabilization.
In toroidal systems, the propagation constant is k = n/R where n is an integer and R is the

major radius of the torus. If the safety factor qa at the plasma boundary r = a

qa =
aBez

RBθ
(8.67)

is introduced, (k · B) may be written as

(k · B) = (kBez +
m

a
Bθ) =

nBθ

a

(
qa +

m

n

)
.

The Kruskal-Shafranov condition (8.66) of m = 1, n = −1 mode can then be expressed in terms
of the safety factor as

qa > 1. (8.68)

This is the reason why qa is called the safety factor.

8.3b Instabilities of Diffuse-Boundary Configurations
The sharp-boundary configuration treated in sec.8.3a is a special case; in most cases the

plasma current decreases gradually at the boundary. Let us consider the case of a diffuse-
boundary plasma whose parameters in the equilibrium state are

p0(r), B0(r) = (0,Bθ(r), Bz(r)).

The perturbation ξ is assumed to be

ξ = ξ(r) exp(imθ + ikz).

The perturbation of the magnetic field B1 = ∇× (ξ × B0) is

B1r = i(k · B0)ξr, (8.69)

B1θ = ikA− d
dr

(ξrBθ), (8.70)

B1z = −
(
imA

r
+

1
r

d
dr

(rξrBz)
)

(8.71)

where

(k · B0) = kBz +
m

r
Bθ, (8.72)

A = ξθBz − ξzBθ = (ξ × B0)r. (8.73)

Since the pressure terms γp0(∇·ξ)2+(∇·ξ)(ξ ·∇p0) = (γ−1)p0(∇·ξ)2+(∇·ξ)(∇·p0ξ) in the
energy integral are nonnegative, we examine the incompressible displacement ∇ · ξ = 0 again,
i.e.,

1
r

d
dr

(rξr) +
im

r
ξθ + ikξz = 0. (8.74)

From this and eq.(8.73) for A, ξθ and ξz are expressed in terms of ξr and A as

i(k · B)ξθ = ikA− Bθ

r

d
dr

(rξr), (8.75)

−i(k · B)ξz =
imA

r
+

Bz

r

d
dr

(rξr). (8.76)
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From µ0j0 = ∇× B0, it follows that

µ0j0θ = −dBz

dr
, (8.77)

µ0j0z =
dBθ

dr
+

Bθ

r
=

1
r

d
dr

(rBθ). (8.78)

The terms of the energy integral are given by

Wp =
1
4

∫
Vin

(
γp0|∇ · ξ|2 + (∇ · ξ∗)(ξ · ∇p0) +

1
µ0

|B1|2 − ξ∗ · (j0 × B1)
)
dr

=
1
4

∫ (
−p1(∇ · ξ) + 1

µ0
|B1|2 − j0(B1 × ξ∗)

)
dr, (8.79)

WS =
1
4

∫
S
|ξn|2 ∂

∂n

(
B2

0,ex

2µ0
− B2

0,in

2µ0
− p0

)
dS, (8.80)

WV =
1

4µ0

∫
Vex

|B1|2dr. (8.81)

ξθ and ξz can be eliminated by means of eqs.(8.75) and (8.76) and dBz/dr and dBθ/dr can
be eliminated by means of eqs.(8.77) and (8.78) in eq.(8.79). Then Wp becomes

Wp =
1
4

∫
Vin

(k · B)2

µ0
|ξr|2 +

(
k2 +

m2

r2

)
|A|2
µ0

+
1
µ0

∣∣∣∣Bθ
dξr

dr
+ ξr

(
µ0jz − Bθ

r

)∣∣∣∣2 + 1
µ0

∣∣∣∣ξrBz

r
+Bz

dξr

dr

∣∣∣∣2
+

2
µ0

Re
(
ikA∗

(
Bθ

dξr

dr
+
(
µ0jz − Bθ

r

)
ξr

)
− imA∗

r2

(
ξrBz + rBz

dξr

dr

))
+ 2Re

(
ξ∗rj0z

(
−Bθ

dξr

dr
− ξrµ0jz

2
+ ikA

))
dr.

The integrand of Wp is reduced to

1
µ0

(
k2 +

m2

r2

)
×
∣∣∣∣A+

ikBθ((dξr/dr)− ξr/r)− im(Bz/r)((dξr/dr) + (ξr/r))
k2 + (m2/r2)

∣∣∣∣2

+

(
(k · B)2

µ0
− 2jzBθ

r

)
|ξr|2 + B2

z

µ0

∣∣∣∣dξr

dr
+

ξr

r

∣∣∣∣2 + B2
θ

µ0

∣∣∣∣dξr

dr
− ξr

r

∣∣∣∣2

−|ikBθ((dξr/dr)− (ξr/r))− im(Bz/r)((dξr/dr) + (ξr/r))|2
µ0(k2 + (m2/r2))

.

Accordingly, the integrand is a minimum when

A ≡ ξθBz − ξzBθ

= − i

k2 + (m2/r2)

((
kBθ − m

r
Bz

)
dξr

dr
−
(
kBθ +

m

r
Bz

)
ξr

r

)
.
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Then Wp is reduced to

Wp =
π

2µ0

∫ a

0

( |(k · B0)(dξr/dr) + h(ξr/r)|2
k2 + (m/r)2

+
(
(k · B0)2 − 2µ0jzBθ

r

)
|ξr|2

)
rdr (8.82)

where

h ≡ kBz − m

r
Bθ.

Let us next determine WS. From eq.(6.8), it follows that
(d/dr)(p0 +(B2

z +B2
θ )/2µ0) = −B2

θ/(rµ0). B2
θ is continuous across the boundary r = a, so that

d
dr

(
p0 +

B2
z +B2

θ

2µ0

)
=

d
dr

(
B2

ez +B2
eθ

2µ0

)
.

Accordingly we find

WS = 0 (8.83)

as is clear from eq.(8.80).
The expression for WV can be obtained when the quantities in eq.(8,82) for Wp are replaced

as follows: j → 0, Bz → Bez = Bs(= const.), Bθ → Beθ = Baa/r, B1r = i(k · B0)ξr → Be1r =
i(k · Be0)ηr. This replacement yields

WV =
π

2µ0

∫ b

a

((
kBs +

m

r

Baa

r

)2

|ηr|2

+
|[kBs+(m/r)(Baa/r)](dηr/dr)+[kBs−(m/r)(Baa/r)]ηr/r|2

k2 + (m/r)2

)
rdr. (8.84)

By partial integration, Wp is seen to be

Wp =
π

2µ0

∫ a

0

(
r(k · B0)2

k2 + (m/r)2

∣∣∣∣dξr

dr

∣∣∣∣2 + g|ξr|2
)
dr +

π

2µ0

k2B2
s − (m/a)2B2

a

k2 + (m/a)2
|ξr(a)|2 (8.85)

g =
1
r

(kBz − (m/r)Bθ)2

k2 + (m/r)2
+ r(k · B0)2 − 2Bθ

r

d(rBθ)
dr

− d
dr

(
k2B2

z − (m/r)2B2
θ

k2 + (m/r)2

)
. (8.86)

Using the notation ζ ≡ rBe1r = ir(k · Be0)ηr, we find that

WV =
π

2µ0

∫ b

a

(
1

r(k2 + (m/r)2)

∣∣∣∣dζdr
∣∣∣∣2 + 1

r
|ζ|2

)
dr. (8.87)

The functions ξr or ζ that will minimize Wp or WV are the solutions of Euler’s equation:

d
dr

(
r(k · B0)2

k2 + (m/r)2
dξr

dr

)
− gξr = 0, r ≤ a, (8.88)

d
dr

(
1

r(k2 + (m/r)2)
dζ
dr

)
− 1

r
ζ = 0, r > a . (8.89)
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There are two independent solutions, which tend to ξr ∝ rm−1, r−m−1 as r → 0. As ξr is finite
at r = 0, the solution must satisfy the conditions

r → 0, ξr ∝ rm−1,

r = a, ζ(a) = ia

(
kBs +

m

a
Ba

)
ξr(a),

r = b, ζ(b) = 0.

Using the solution of eq.(8.89), we obtain

WV =
π

2µ0

1
r(k2 + (m/r)2)

∣∣∣∣dζdr ζ∗
∣∣∣∣b
a
. (8.90)

The solution of eq.(8.89) is

ζ = i
I ′m(kr)K ′

m(kb)−K ′
m(kr)I ′m(kb)

I ′m(ka)K′
m(kb)−K ′

m(ka)I ′m(kb)
r

(
kBs +

m

a
Ba

)
ξr(a). (8.91)

The stability problem is now reduced to one of examining the sign of Wp +WV. For this we use

Wp =
π

2µ0

∫ a

0

(
f

∣∣∣∣dξr

dr

∣∣∣∣2 + g|ξr|2
)
dr +Wa,

Wa =
π

2µ0

k2B2
s − (m/a)2B2

a

k2 + (m/a)2
|ξr(a)|2,

WV =
π

2µ0

−1
r(k2 + (m/a)2)

∣∣∣∣dζdr ζ∗
∣∣∣∣
r=a


(8.92)

where

f =
r(kBz + (m/r)Bθ)2

k2 + (m/r)2
, (8.93)

g =
1
r

(kBz − (m/r)Bθ)2

k2 + (m/r)2
+ r

(
kBz +

m

r
Bθ

)2

− 2Bθ

r

d(rBθ)
dr

− d
dr

(
k2B2

z − (m/r)2B2
θ

k2 + (m/r)2

)
. (8.94)

When the equation of equilibrium d
dr (µ0p+B2/2) = −B2

θ/r is used, eq.(8.94) of g is reduced to

g =
2k2

k2 + (m/r)2
µ0

dp0
dr

+ r(kBz +
m

r
Bθ)2

k2 + (m/r)2 − (1/r)2

k2 + (m/r)2

+
(2k2/r)(k2B2

z − (m/r)2B2
θ )

(k2 + (m/r)2)2
. (8.95)

8.3c Suydam’s Criterion
The function f in the integrand of Wp in the previous section is always f ≥ 0, so that the

term in f is a stabilizing term. The 1st and 2nd terms in eq.(8.94) for g are stabilizing terms,
but the 3rd and 4th terms may contribute to the instabilities. When a singular point

f ∝ (k · B0)2 = 0
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of Euler’s equation (8.88) is located at some point r = r0 within the plasma region, the contri-
bution of the stabilizing term becomes small near r = r0, so that a local mode near the singular
point is dangerous. In terms of the notation

r − r0 = x, f = αx2, g = β, β =
2B2

θ

B2
0

µ0
dp0
dr

∣∣∣∣
r=r0

,

α =
r0

k2r20 +m2

(
kr

dBz

dr
+ kBz +m

dBθ

dr

)2

r=r0

=
rB2

θB
2
z

B2

(
µ̃′

µ̃

)2

r=r0

, µ̃ ≡ Bθ

rBz
.

Euler’s equation is reduced to

α
d
dr

(x2dξr

dx
)− βξr = 0.

The solution is

ξr = c1x
−n1 + c2x

−n2 (8.96)

where n1 and n2 are given by

n2 − n− β

α
= 0, ni =

1± (1 + 4β/α)1/2

2
.

When α+ 4β > 0, n1 and n2 are real. The relation n1 + n2 = 1 holds always. For n1 < n2, we
have the solution x−n1, called a small solution. When n is complex (n = γ ± iδ), ξr is in the
form exp((−γ ∓ iδ) ln x) and ξr is oscillatory.

Let us consider a local mode ξr, which is nonzero only in the neighborhood ε around r = r0
and set

r − r0 = εt, ξr(r) = ξ(t), ξ(1) = ξ(−1) = 0.

Then Wp becomes

Wp =
π

2µ0
ε

∫ 1

−1

(
αt2

∣∣∣∣dξdt
∣∣∣∣2 + β|ξ|2

)
dt+O(ε2).

Since Schwartz’s inequality yields∫ 1

−1
t2|ξ′|2dt

∫ 1

−1
|ξ|2dt ≥

∣∣∣∣∫ 1

−1
tξ′ξ∗dt

∣∣∣∣2 = (
1
2

∫ 1

−1
|ξ|2dt

)2

Wp is

Wp >
π

2µ0

1
4
(α+ 4β)

∫ 1

−1
|ξ|2dt.

The stability condition is α+ 4β > 0, i.e.,

r

4

(
µ̃′

µ̃

)2

+
2µ0

B2
z

dp0
dr

> 0. (8.97)

r(µ̃′/µ̃) is called shear parameter. Usually the 2nd term is negative, since, most often, dp0/dr <
0. The 1st term (µ̃′/µ̃)2 represents the stabilizing effect of shear. This condition is called
Suydam’s criterion.10 This is a necessary condition for stability; but it is not always a sufficient
condition, as Suydam’s criterion is derived from consideration of local-mode behavior only.
Newcomb derived the necessary and sufficient conditions for the stability of a cylindrical plasma.
His twelve theorems are described in ref.11.
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8.3d Tokamak Configuration
In this case the longitudinal magnetic field Bs is much larger than the poloidal magnetic field

Bθ. The plasma region is r ≤ a and the vacuum region is a ≤ r ≤ b and an ideal conducting
wall is at r = b. It is assumed that ka � 1, kb � 1. The function ζ in eq.(8.90) for WV is

ζ = i
(mBa + kaBs)
1− (a/b)2m

ξr(a)
am

bm

(
bm

rm
− rm

bm

)
(from eq.(8.91)), and WV becomes

WV =
π

2µ0

(mBa + kaBs)2

m
ξ2r (a)λ, λ ≡ 1 + (a/b)2m

1− (a/b)2m
.

From the periodic condition for a torus, it follows that

2πn
k

= −2πR (n is an integer)

so that (k · B) is given by

a(k · B) = mBa + kaBs = mBa

(
1− nqa

m

)
in terms of the safety factor. The Wa term in eq.(8.92) is reduced to

k2B2
s −

(
m

a

)2

B2
a =

(
kBs +

m

a
Ba

)2

− 2
m

a
Ba

(
kBs +

m

a
Ba

)

=
(
nBa

a

)2((
1− nqa

m

)2

− 2
(
1− nqa

m

))
.

Accordingly, the energy integral becomes

Wp +WV =
π

2µ0
B2

aξ
2
r (a)

((
1− nqa

m

)2

(1 +mλ)− 2
(
1− nqa

m

))

+
π

2µ0

∫ (
f

(
dξr

dr

)2

+ gξ2r

)
dr. (8.98)

The 1st term of eq.(8.98) is negative when

1− 2
1 +mλ

<
nqa

m
< 1. (8.99)

The assumption nqa/m ∼ 1 corresponds to ka ∼ mBa/Bs. As Ba/Bs � 1, this is consistent
with the assumption ka � 1. When m = 1, (m2 − 1)/m2 in the 2nd term of eq.(8.95) for g
is zero. The magnitude of g is of the order of k2r2, which is very small since kr � 1. The
term in f(dξr/dr)2 can be very small if ξr is nearly constant. Accordingly the contribution of
the integral term in eq.(8.98) is negligible. When m = 1 and a2/b2 < nqa < 1, the energy
integral becomes negative (W < 0). The mode m = 1 is unstable in the region specified by
eq.(8.99) irrespective of the current distribution. The Kruskal-Shafranov condition for the mode
m = 1 derived from the sharp-boundary configuration is also applicable to the diffuse-boundary
plasma. The growth rate γ2 = −ω2 is

γ2 � −W∫
(ρm0|ξ|2/2)dr

=
1

〈ρm0〉
B2

a

µ0a2

(
2(1− nqa)− 2(1− nqa)2

1− a2/b2

)
, (8.100)
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Fig.8.9 The relation of the growth rate γ and nqa for kink instability (−2W/(πξ2
aB

2
a/µ0) =

γ2a2(〈ρm0〉µ0/B
2
a)). After V. D. Shafranov: Sov. Phys. Tech. Phys. 15, 175 (1970).

〈ρm0〉 =
∫
ρm0|ξ|22πrdr
πa2ξ2r (a)

.

The maximum growth rate is γ2
max ∼ (1−a2/b2)B2

a/(µ0〈ρ〉a2). When m �= 1, (m2−1)/m2 in the
2nd term of eq.(8.95) for g is large, and g ∼ 1. Accordingly, the contribution of the integral term
to Wp must be checked. The region g < 0 is given by χ1 < χ < χ2, when χ ≡ −krBz/Bθ = nq(r)
and

χ1,2 = m− 2
m(m2 − 1)

k2r2 ± 2k2r2

m(m2 − 1)

(
1− m2(m2 − 1)

2k2r2
µ0rp

′
0

B2
θ

)1/2

. (8.101)

Since kr � 1, the region g < 0 is narrow and close to the singular point nq(r) = m and the
contribution of the integral term to Wp can be neglected. Therefore if nqa/m is in the range
given by eq.(8.99), the plasma is unstable due to the displacement ξr(a) of the plasma boundary.
When the current distribution is j(r) = j0 exp(−κ2r2/a2) and the conducting wall is at infinity
(b = ∞), γ2 can be calculated from eq.(8.100), using the solution of Euler’s equation; and the
dependence of γ2 on qa can be estimated. The result is shown in fig.8.9.

When the value of nqa/m is outside the region given by eq.(8.99), the effect of the displacement
of the plasma boundary is not great and the contribution of the integral term in Wp is dominant.
However, the growth rate γ2 is k2r2 times as small as that given by eq.(8.100), as is clear from
consideration of eq.(8.101).

8.3e Reversed Field Pinch12

The characteristics of the Reversed field pinch is that Ba and Bs are of the same order of
magnitude, so that the approximation based upon ka � 1 or Ba � Bs can no longer be used.
As is clear from the expression (8.82) for Wp, the plasma is stable if

2µ0jz
Bθ

r
= 2

Bθ

r2
d
dr

(rBθ) =
1
r3

d
dr

(rBθ)2 < 0 (8.102)

is satisfied everywhere. This is a sufficient condition; however, it can never be satisfied in real
cases. When the expression (8.95) for g is rewritten in terms of P ≡ rBz/Bθ (2πP is the pitch
of the magnetic-field lines), we find

g =
2(kr)2µ0

m2 + (kr)2
dp0
dr

+
B2

θ/r

(m2 + (kr)2)2
(kP +m)

×
(
kP ((m2 + k2r2)2 − (m2 − k2r2)) +m((m2 + k2r2)2 − (m2 + 3k2r2))

)
. (8.103)

When m = 1, g becomes

g =
2(kr)2µ0

1 + (kr)2
dp0
dr

+
(kr)2B2

θ/r

(1 + (kr)2)2
(kP + 1)(kP (3 + k2r2) + (k2r2 − 1)). (8.104)
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Fig.8.10 Dependence of pitch P (r) on r, and the region gj(P, r) < 0. The displacements ξr(r) of the
unstable modes are also shown. Parts a-d are for k < 0.

The 2nd term in eq.(8.104) is quadratic with respect to P and has the minimum value

g(r) > 2µ0
dp0
dr

k2r2

1 + k2r2
− 4B2

θ

r

k2r2

(1 + k2r2)2(3 + k2r2)
.

The condition g(r) > 0 is reduced to

rµ0

B2
θ

dp0
dr

>
2

(1 + k2r2)(3 + k2r2)
(8.105)

(dp0/dr must be positive). Accordingly if the equilibrium solution is found to satisfy the con-
dition (8.105) near the plasma center and also to satisfy the condition (8.102) at the plasma
boundary, the positive contribution of the integral term may dominate the negative contribution
from the plasma boundary and this equilibrium configuration may be stable. Let us consider
the 2nd term of eq.(8.104):

gj =
k2rB2

θ

(1 + k2r2)2
(kP + 1)(kP (3 + k2r2) + (k2r2 − 1)). (8.106)

This term is positive when

kP < −1 or kP > (1− k2r2)/(3 + k2r2). (8.107)

The point kP = −1 is a singular point. The region gj < 0 is shown in the P, r diagrams of
fig.8.10a-d for given k (< 0). rs is a singular point. Several typical examples of P (r) are shown
in the figure. It is clear that ξr(r) shown in (b) and (c) makes W negative. The example (d) is
the case where the longitudinal magnetic field Bz is reversed at r = r1. If k (> 0) is chosen so
that kP (0) < 1/3 and if the singular point rs satisfying kP (rs) = −1 is smaller than r = b (i.e.,
rs does not lie on the conducting wall r = b), the plasma is unstable for the displacement ξr(r)
shown in fig.8.10d′. The necessary condition for the stability of the reverse-field configuration is

−P (b) < 3P (0). (8.108)
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This means that Bθ cannot be very small compared with Bz and that the value of the reversed
Bz at the wall cannot be too large.

When m = 1, eq.(8.82) for Wp yields the sufficient condition of stability:

2µ0jz
Bθ

r
<

B2
θ

r2
(1 + kP )2. (8.109)

The most dangerous mode is k = −1/P (a). With the assumption Bθ > 0, the stability condition
becomes

µ0jz <
1
2
Bθ

r

(
−P (r)
P (a)

+ 1
)2

. (8.110)

Accordingly if the condition∣∣∣∣P (r)
P (a)

∣∣∣∣ > 1 (8.111)

is satisfied at small r and jz is negative at r near the boundary, this configuration may be stable.
Let us consider limitations on the beta ratio from the standpoint of stability. For this purpose

the dangerous mode kP (a) = −1 is examined, using eq.(8.82) for Wp. The substitution

ξr(r) = ξ 0 ≤ r ≤ a− ε, ξr(r) = 0 r ≥ a+ ε

into eq.(8.82) yields

Wp =
π

2µ0
ξ2
∫ a

0

dr
r

(
−2Bθ

d
dr

(rBθ) + (krBz +mBθ)2 +
(krBz −mBθ)2

m2 + k2r2

)
.

When m = 1, then Wp is

Wp =
π

2µ0
ξ2
∫ a

0

dr
r

(
−2Bθ

d
dr

(rBθ) + 2k2r2B2
z + 2B2

θ −k2r2(krBz −Bθ)2

1 + k2r2

)
.

Since the last term in the integrand is always negative, the integration of the other three terms
must be positive, i.e.,

π

2µ0
ξ2
(
−B2

θ (a) + 2k2
∫ a

0
rB2

zdr
)
> 0.

Using kP (a) = −1 and the equilibrium equation (6.9),

2
a2

∫ a

0

(
µ0p0 +

B2
z

2

)
rdr =

(
µ0p0 +

B2
z +B2

θ

2

)
r=a

we can convert the necessary condition for stability to

a2B2
θ (a) > 4µ0

∫ a

0
rp0dr

i.e.,

βθ ≡
(
2µ0

B2
θ

)
2π
πa2

∫
p0rdr < 1. (8.112)

Next let us study the stability of the mode m = 0 in the reversed field pinch. It is assumed
that Bz reverses at r = r1. The substitution

ξr(r) = λr 0 ≤ r ≤ r1 − ε, ξr(r) = 0 r > r1 + ε
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into eq.(8.82) yields

Wp =
π

2µ0
λ2
∫ r1

0
rdr

(
4B2

z − 2Bθ
d
dr

(rBθ) + k2r2B2
z

)
.

Using the equilibrium equation (6.8), we obtain the necessary condition for stability:

µ−1
0 r21B

2
θ (r1) > 8

∫ r1

0
rp0dr − 4r21p0(r1).

If p0(r1) ∼ 0, we have the condition

βθ <
1
2
. (8.113)

8.4 Hain-Lüst Magnetohydrodynamic Equation

When the displacement ξ is denoted by

ξ(r, θ, z, t) = ξ(r) exp i(mθ + kz − ωt)

and the equilibrium magnetic field B0 is expressed by

B(r) = (0, Bθ(r), Bz(r))

the (r, θ, z) components of magnetohydrodynamic equation of motion are given by

−µ0ρmω
2ξr =

d
dr

(
µ0γp(∇ · ξ) +B2 1

r

d
dr

(rξr) + iD(ξθBz − ξzBθ)
)

−
(
F 2 + r

d
dr

(
Bθ

r

)2
)
ξr − 2ik

Bθ

r
(ξθBz − ξzBθ), (8.114)

−µ0ρmω
2ξθ = i

m

r
γµ0p(∇ · ξ) + iDBz

1
r

d
dr

(rξr) + 2ik
BθBz

r
ξr −H2Bz(ξθBz − ξzBθ), (8.115)

−µ0ρmω
2ξz = ikγµ0p(∇ · ξ)− iDBθ

1
r

d
dr

(rξr)− 2ik
B2

θ

r
ξr +H2Bθ(ξθBz − ξzBθ) (8.116)

where

F =
m

r
Bθ + kBz = (k · B), D =

m

r
Bz − kBθ, H2 =

(
m

r

)2

+ k2,

∇ · ξ =
1
r

d
dr

(rξr) +
im

r
ξθ + ikξz.

When ξθ, ξz are eliminated by eqs.(8.115),(8.116), we find

d
dr

(
(µ0ρmω

2 − F 2)
∆

(µ0ρmω
2(γµ0p+B2)− γµ0pF

2)
1
r

d
dr

(rξr)

)

+

[
µ0ρmω

2 − F 2 − 2Bθ
d
dr

(
Bθ

r

)
− 4k2

∆
B2

θ

r2
(µ0ρmω

2B2 − γµ0pF
2)

+r
d
dr

(
2kBθ

∆r2

(
m

r
Bz − kBθ

)
(µ0ρmω

2(γµ0p+B2)− γµ0pF
2)
)]

ξr

= 0 (8.117)
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Fig.8.11 Ballooning mode

where ∆ is

∆ = µ2
0ρ

2
mω

4 − µ0ρmω
2H2(γµ0p+B2) + γµ0pH

2F 2.

This equation was derived by Hain-Lüst.13 The solution of eq.(8.117) gives ξr(r) in the region
of 0 < r < a. The equations for the vacuum region a < r < aw (aw is the radius of wall) are

∇× B1 = 0, ∇ · B1 = 0

so that we find

B1 = ∇ψ, �ψ = 0

and

ψ = (bIm(kr) + cKm(kr)) exp(imθ + ikz),

B1r =
∂ψ

∂r
=
(
bI ′m(kr) + cK ′

m(kr)
)
exp(imθ + ikz). (8.118)

B1r in the plasma region is given by

B1r = i(k · B)ξr = iFξr

and the boundary conditions at r = a are

B1r(a) = iFξr(a), (8.119)

B′
1r(a) = i(F ′ξr(a) + Fξ′r(a)), (8.120)

and the coefficients b,c can be fixed.
To deal with this equation as an eigenvalue problem, boundary conditions must be imposed on

ξr; one is that ξr ∝ rm−1 at r = 0, and the other is that the radial component of the perturbed
magnetic field at the perfect conducting wall B1r(aw) = 0. After finding suitable ω2 to satisfy
these conditions, the growth rate γ2 ≡ −ω2 is obtained.14

8.5 Ballooning Instability

In interchange instability, the parallel component k‖ = (k ·B)/B of the propagation vector is
zero and an average minimum-B condition may stabilize such an instability. Suydam’s condition
and the local-mode stability condition of toroidal-system are involved in perturbations with
k‖ = 0. In this section we will study perturbations where k‖ �= 0 but |k‖/k⊥| � 1. Although
the interchange instability is stabilized by an average minimum-B configuration, it is possible
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that the perturbation with k‖ �= 0 can grow locally in the bad region of the average minimum-B
field. This type of instability is called the ballooning mode (see fig.8.11).

The energy integral δW is given by

δW =
1

2µ0

∫
((∇× (ξ × B0))2 − (ξ × (∇× B0)) · ∇ × (ξ × B0)

+γµ0p0(∇ · ξ)2 + µ0(∇ · ξ)(ξ · ∇p0))dr.

Let us consider the case that ξ can be expressed by

ξ =
B0 ×∇φ

B2
0

, (8.121)

where φ is considered to be the time integral of the scalar electrostatic potential of the perturbed
electric field. Because of

ξ × B0 = ∇⊥φ

the energy integral is reduced to

δW =
1

2µ0

∫ (
(∇×∇⊥φ)2 −

(
(B0 ×∇⊥φ)× µ0j0

B2
0

)
∇×∇⊥φ

+γµ0p0(∇ · ξ)2 + µ0(∇ · ξ)(ξ · ∇p0)
)
dr.

∇ · ξ is given by

∇ · ξ = ∇ ·
(

B0 ×∇φ

B2
0

)
= ∇φ · ∇ ×

(
B0

B2
0

)
= ∇φ ·

((
∇ 1
B2

)
× B +

1
B2

∇× B

)
.

The 2nd term in ( ) is negligible compared with the 1st term in the low beta case. By means of
∇p0 = j0 × B0, δW is expressed by

δW =
1

2µ0

∫
(∇×∇⊥φ)2 +

µ0∇p0 · (∇⊥φ× B0)
B2

0

(
B0 · ∇ ×∇⊥φ

B2
0

)

−µ0(j0 · B0)
B2

0

∇⊥φ · ∇ ×∇⊥φ+ γµ0p0

(
∇
(

1
B2

0

)
· (B0 ×∇⊥φ)

)2

+
µ0∇p0 · (B0 ×∇⊥φ)

B2
0

(
∇
(

1
B2

0

)
· (B0 ×∇⊥φ)

)
dr.

Let us use z coordinate as a length along a field line, r as radial coordinate of magnetic surfaces
and θ as poloidal angle in the perpendicular direction to field lines. The r, θ, z components of
∇p0, B, and ∇φ are approximately given by

∇p0 = (p′0, 0, 0), B = (0, Bθ(r), B0(1− rR−1
c (z))),

∇φ = (∂φ/∂r, ∂φ/r∂θ, ∂φ/∂z), φ(r, θ, z) = φ(r, z)Re(exp imθ).

Rc(z) is the radius of curvature of the line of magnetic force:

1
Rc(z)

=
1
R0

(
−w + cos 2π

z

L

)
.
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When Rc(z) < 0, the curvature is said to be good. If the configuration is average minimum-B,
w and R0 must be 1 > w > 0 and R0 > 0. Since Bθ/B0, r/R0, r/L are all small quantities, we
find

∇⊥φ = ∇φ−∇‖φ ≈ Re
(
∂φ

∂r
,
im

r
φ, 0

)
,

∇× (∇⊥φ) ≈ Re

(
−im

r

∂φ

∂z
,
∂2φ

∂z∂r
, 0

)
,

B0 ×∇⊥φ ≈ Re
(−im

r
B0φ,B0

∂φ

∂r
, 0
)

and δW is reduced to

δW =
1

2µ0

∫
m2

r2

((
∂φ(r, z)

∂z

)2

− β

rpRc(z)
(φ(r, z))2

)
2πrdrdz

where −p0/p
′
0 = rp and β = p0/(B2

0/2µ0). The 2nd term contributes to stability in the region
Rc(z) < 0 and contributes to instability in the region of Rc(z) > 0. Euler’s equation is given by

d2φ

dz2
+

β

rpRc(z)
φ = 0. (8.122)

Rc is nearly equal to B/|∇B|. Equation (8.122) is a Mathieu differential equation, whose
eigenvalue is

w = F (βL2/2π2rpR0).

Since

F (x) = x/4, x � 1, F (x) = 1− x−1/2, x 
 1,

we find the approximate relation

βc ∼ 4w
(1 + 3w)(1− w)2

2π2rpR0

L2
.

Since w is of the order of rp/2R0 and the connection length is

L ≈ 2πR0(2π/ι)

(ι being the rotational transform angle), the critical beta ratio βc is

βc ∼
(

ι

2π

)2 (rp
R

)
. (8.123)

If β is smaller than the critical beta ratio βc, then δW > 0, and the plasma is stable. The
stability condition for the ballooning mode in the shearless case is given by15

β < βc.

In the configuration with magnetic shear, more rigorous treatment is necessary. According to
the analysis16,17,18 for ballooning modes with large toroidal mode number n 
 1 and m−nq ∼ 0
(see appendix B), the stable region in the shear parameter S and the measure of pressure gradient
α of ballooning mode is shown in Fig.8.12. The shear parameter S is defined by

S =
r

q

dq
dr
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Fig.8.12 The maximum stable pressure gradient α as a function of the shear parameter S of ballooning
mode. The dotted line is the stability boundary obtained by imposing a more restricted boundary
condition on the perturbation.16

where q is the safety factor (q ≡ 2π/ι: ι rotational transform angle) and the measure of pressure
gradient α is defined by

α = − q2R

B2/2µ0

dp
dr

.

The straight-line approximation of the maximum pressure gradient in the range of large positive
shear (S > 0.8) is α ∼ 0.6S as is shown in Fig.8.12. Since

β =
1

B2
0/2µ0

1
πa2

∫ a

0
p2πrdr = − 1

B2
0/2µ0

1
a2

∫ a

0

dp
dr

r2dr

the maximum ballooning stable beta is

β = 0.6
a

R

(
1
a3

∫ a

0

1
q3

dq
dr

r3dr
)
.

Under an optimum q profile, the maximum beta is given by19

βmax ∼ 0.28
a

Rqa
(qa > 2) (8.124)

where qa is the safety factor at the plasma boundary. In the derivation of (8.124) qa > 2, q0 = 1
are assumed.

It must be notified that the ballooning mode is stable in the negative shear region of S, as is
shown in fig.8.12. When the shear parameter S is negative (q(r) decreases outwardly), the outer
lines of magnetic force rotate around the magnetic axis more quickly than inner ones. When
the pressure increases, the tokamak plasma tends to expand in a direction of major radius
(Shafranov shift). This must be counter balanced by strengthening the poloidal field on the
outside of tokamak plasma. In the region of strong pressure gradient, the necessary poloidal
field increases outwardly, so on outer magnetic surfaces the magnetic field lines rotate around
the magnetic axis faster than on inner ones and the shear parameter becomes more negative18.

In reality the shear parameter in a tokamak is positive in usual operations. However the
fact that the ballooning mode is stable in negative shear parameter region is very important to
develope tokamak configuration stable against ballooning modes.

Since

r

Rq
=

Bθ

B0
=

1
B0

µ0

2πr

∫ r

0
j(r)2πrdr
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the profile of safety factor q(r) is

1
q(r)

=
R

2B0

(
µ0

πr2

∫ r

0
j2πrdr

)
≡ µ0R

2B0
〈j(r)〉r .

Therefore a negative shear configuration can be realized by a hollow current profile. The MHD
stability of tokamak with hollow current profiles is analyzed in details in ref.20.

8.6 ηi Mode due to Density and Temperature Gradient

Let us consider a plasma with the density gradient dn0/dr, and the temperature gradient
dTe0/dr, dTi0/dr in the magnetic field with the z direction. Assume that the ion’s density
becomes ni = ni0 + ñi by disturbance. The equation of continuity

∂ni

∂t
+ vi · ∇ni + ni∇ · vi = 0

is reduced, by the linearization, to

−iωñi + ṽr
∂n0

∂r
+ n0ik‖ṽ‖ = 0. (8.125)

It is assumed that the perturbation terms changes as exp i(kθrθ + k‖z − ωt) and kθ, k‖ are the
θ and z components of the propagation vector. When the perturbed electrostatic potential is
denoted by φ̃, the E × B drift velocity is ṽr = Eθ/B = ikθφ̃/B. Since the electron density
follows Boltzmann distribution, we find

ñe

n0
=

eφ̃

kTe
. (8.126)

The parallel component of the equation of motion to the magnetic field

nimi

dv‖
dt

= −∇‖pi − en∇‖φ

is reduced, by the linearization, to

−iωnimiṽ‖ = −ik‖(p̃i + en0φ̃). (8.127)

Similarly the adiabatic equation

∂

∂t
(pin

−5/3
i ) + v · ∇(pin

−5/3
i ) = 0

is reduced to

−iω

(
p̃i
pi

− 5
3
ñi

ni

)
− ikθφ̃

B

 dTi0
dr
Ti0

− 2
3

dn0
dr
n0

 = 0. (8.128)

Let us define the electron drift frequencies ω∗
ne, ω

∗
Tee and the ion drift frequency ω∗

ni, ω
∗
T i by

ω∗
ne ≡ −kθ(κTe)

eBne

dne

dr
, ω∗

ni ≡
kθ(κTi)
eBni

dni

dr
,

ω∗
T e ≡ − kθ

eB

d(κTe)
dr

, ω∗
T i ≡

kθ

eB

d(κTi)
dr

.
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The ratio of the temperature gradient to the density gradient of electrons and ions is given by

ηe ≡ dTe/dr
Te

ne

dne/dr
=

d lnTe

d lnne
, ηi ≡ dTi/dr

Ti

ni

dni/dr
=

d lnTi

d lnni

respectively. There are following relations among these values;

ω∗
ni = − Ti

Te
ω∗

ne, ω∗
T e = ηeω

∗
ne, ω∗

T i = ηiω
∗
ni.

Then equations (8.125),(8.126),(8.127),(8.128) are reduced to

ñi

n0
=

ṽ‖
ω/k‖

+
ω∗

ne

ω

eφ̃

κTe
,

ñe

n0
=

eφ̃

κTe
,

ṽ‖
ω/k‖

=
1

mi(ω/k‖)2

(
eφ̃+

p̃i
n0

)
,

(
p̃i
pi0

− 5
3
ñ

n0

)
=

ω∗
ne

ω

(
ηi − 2

3

)
eφ̃

κTe
.

Charge neutrality condition ñi/n0 = ñe/n0 yields the dispersion equation21

1− ω∗
ne

ω
−
(

vTi

ω/k‖

)2 (
Te

Ti
+

5
3
+

ω∗
ne

ω

(
ηi − 2

3

))
= 0.

(v2Ti = κTi/mi). The solution in the case of ω � ω∗
ne

is

ω2 = −k2‖v
2
Ti

(
ηi − 2

3

)
.

The dispersion equation shows that this type of perturbation is unstable when ηi > 2/3. This
mode is called ηi mode.

When the propagation velocity |ω/k‖| becomes the order of the ion thermal velocity vTi
, the

interaction (Landau damping) between ions and wave (perturbation) becomes important as will
be described in ch.11 and MHD treatment must be modified. When the value of ηi is not large,
the kinetic treatment is necessary and the threshold of ηi becomes ηi,cr ∼ 1.5.
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Ch.9 Resistive Instability

In the preceding chapter we have discussed instabilities of plasmas with zero resistivity. In
such a case the conducting plasma is frozen to the line of magnetic force. However, the resistivity
of a plasma is not generally zero and the plasma may hence deviate from the magnetic line of
force. Modes which are stable in the ideal case may in some instances become unstable if a finite
resistivity is introduced.
Ohm’s law is

ηj = E + V × B. (9.1)

For simplicity we here assume that E is zero. The current density is j = V × B/η and the
j × B force is

F s = j × B =
B(V · B)− V B2

η
. (9.2)

When η tends to zero, this force becomes infinite and prevents the deviation of the plasma
from the line of magnetic force. When the magnitude B of magnetic field is small, this force
does not become large, even if η is small, and the plasma can deviate from the line of magnetic
force. When we consider a perturbation with the propagation vector k, only the parallel (to k)
component of the zeroth-order magnetic field B affects the perturbation, as will be shown later.
Even if shear exists, we can choose a propagation vector k perpendicular to the magnetic field
B:

(k · B) = 0. (9.3)

Accordingly, if there is any force F dr driving the perturbation, this driving force may easily
exceed the force F s, which is very small for a perturbation where (k · B) = 0, and the plasma
becomes unstable. This type of instability is called resistive instability.

9.1 Tearing Instability

Let us consider a slab model in which the zeroth-order magnetic field B0 depends on only x
and B is given as follows;

B0 = B0y(x)ey +B0z(x)ez. (9.4)

From Ohm’s law (9.1) we find

∂B

∂t
= −∇× E = ∇× ((V × B)− ηj) = ∇× (V × B) +

η

µ0
∆B (9.5)

where η is assumed to be constant. It is assumed that the plasma is incompressible. Since the
growth rate of the resistive instability is small compared with the MHD characteristic rate (in-
verse of Alfven transit time) and the movement is slower than the sound velocity, the assumption
of incompressibility is justified and it follows that

∇ · V = 0. (9.6)

The magnetic field B always satisfies

∇ · B = 0. (9.7)

The equation of motion is

ρm
dV
dt

=
1
µ0
(∇× B)× B −∇p
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=
1
µ0

(
(B0 · ∇)B1 + (B1 · ∇)B0 − ∇B2

2

)
−∇p. (9.8)

Let us consider the perturbation expressed by f1(r, t) = f1(x) exp
(i(kyy + kzz) + γt). Then eq.(9.5) reduces to

γB1x = i(k · B)Vx +
η

µ0

(
∂2

∂x2
− k2

)
B1x (9.9)

where k2 = k2
y + k2

z . The first term in the right-hand side of eq.(9.8) becomes (B0 · ∇)B1 =
i(k · B0)B1. The rotation of eq.(9.8) is

µ0ρmγ∇× V = ∇×
(
i(k · B0)B1 +

(
B1x

∂

∂x

)
B0

)
. (9.10)

Equations (9.6),(9.7) reduce to

∂B1x

∂x
+ ikyB1y + ikzB1z = 0, (9.11)

∂Vx

∂x
+ ikyVy + ikzVz = 0. (9.12)

Multiply ky and z component of eq.(9.10) and multiply kz and the y component and take the
difference. Use the relations of eqs.(9.11) and (9.12); then we find

µ0ρmγ

(
∂2

∂x2
− k2

)
Vx = i(k · B0)

(
∂2

∂x2
− k2

)
B1x − i(k · B0)′′B1x (9.13)

where ′ is differentiation in x. Ohm’s law and the equation of motion are reduced to eqs.(9.9)
and (9.13). It must be notified that the zeroth-order magnetic field B0 appears only in the form
of (k · B0). When we introduce a function

F (x) ≡ (k · B0) (9.14)

the location of F (x) = 0 is the position where resistive instabilities are likely occurred. We
choose this position to be x = 0 (see fig.9.1). F (x) is equal to (k ·B0) � (k · B0)′x near x = 0.
As is clear from eqs.(9.9) and (9.13), B1x is an even function and Vx is an odd function near
x = 0. The term |∆B1x| ∼ |µ0kyj1z| can be large only in the region |x| < ε. Since the growth
rate of resistive instability is much smaller than MHD growth rate, the left-hand side of the
equation of motion (9.13) can be neglected in the region |x| > ε and we have

d2B1x

dx2
− k2B1x =

F ′′

F
B1x, |x| > ε. (9.15)

The solution in the region x > 0 is

B1x = e−kx

(∫ x

−∞
e2kξ dξ

∫ ξ

∞
(F ′′/F )B1xe

−kη dη +A

)

and the solution in the region x < 0 is

B1x = ekx

(∫ x

∞
e−2kξ dξ

∫ ξ

∞
(F ′′/F )B1xe

kη dη +B

)
.
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Fig.9.1 Zeroth-order magnetic configuration and magnetic islands due to tearing instability. Profiles of
B1x and Vx are also shown.

Let us define ∆′ as the difference between B′
1x(+ε) at x = +ε and B

′
1x(−ε) at x = −ε as follows;

∆′ =
B′

1x(+ε)−B′
1x(−ε)

B1x(0)
. (9.16)

Then the value of ∆′ obtained from the solutions in the region |x| > ε is given by

∆′ = −2k − 1
B1x(0)

(∫ −ε

−∞
+
∫ ∞

ε

)
exp(−k|x|)(F ′′/F )B1x dx. (9.17)

For a trial function of

F (x) = Fsx/Ls (|x| < Ls), F (x) = Fsx/|x| (x > |Ls|)
we can solve eq.(9.15) and ∆′ is reduced to

∆′ =
(
2α
Ls

)
e−2α + (1− 2α)
e−2α − (1− 2α) ≈

2
Ls

(
1
α
− α

)

Here α ≡ kLs was used and Ls is shear length defined by Ls = (F/F ′)x=0. For more general cases
of F (x), B1x(x) has logarithmic singularity at x = 0, since F ′′/F ∝ 1/x generally. Referene 2
describes the method to avoid difficulties arising from the corresponding logarithmic singularity.

Equations (9.9) and (9.13) in the region |x| < ε reduce to

∂2B1x

∂x2
−
(
k2 +

γµ0

η

)
B1x = −iµ0

η
F ′xVx, (9.18)

∂2Vx

∂x2
−
(
k2 +

(F ′)2

ρmηγ
x2

)
Vx = i

(
F ′x

1
ρmη

− F ′′

µ0ρmγ

)
B1x. (9.19)

The value of ∆′ obtained from the solution in the region |x| < ε is given from eq.(9.18) as
follows;

∆′ ×B1x(0) =
∂B1x(+ε)

∂x
− ∂B1x(−ε)

∂x
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=
µ0

η

∫ ε

−ε

((
γ +

η

µ0
k2
)
B1x − iF ′xVx

)
dx. (9.20)

The value ∆′ of eq.(9.20) must be equal to the value of ∆′ of eq.(9.17). This requirement gives
the eigenvalue γ and the growth rate of this resistive instability can be obtained.1 However we
try to reduce the growth rate in qualitative manner in this section. In the region |x| < ε, it is
possible to write

∂2B1x

∂x2
∼ ∆′B1x

ε
.

It is assumed that the three terms of eq.(9.9), namely the term of induced electric field (the
left-hand side), the V × B term (the first term in the right-hand side) and Ohm’s term (the
second term) are the same order:

γB1x ∼ η

µ0

∆′B1x

ε
, (9.21)

γB1x ∼ iF ′εVx. (9.22)

Then eq.(9.21) yields

γ ∼ η

µ0

∆′

ε
. (9.23)

Accordingly

∆′ > 0 (9.24)

is the condition of instability. In order to get the value of γ, the evaluation of ε is necessary.
Equation (9.13) reduces to

µ0ρmγ

(−Vx

ε2

)
∼ iF ′ε

∆′B1x

ε
. (9.25)

If the terms Vx, B1x, γ are eliminated by eqs.(9.21), (9.22) and (9.25), we find

ε5 ∼
(

η

µ0a2

)2

(∆′a)
ρmµ0

(F ′a)2
a5,

ε

a
∼
((

τA
τR

)2

(∆′a)
(
B0

F ′a2

)2
)1/5

∼ S−2/5(∆′a)1/5
(

B0

(k · B0)′a2

)2/5

(9.26)

where the physical quantities

τR =
µ0a

2

η
,

τA =
a

B0/(µ0ρm)1/2

are the resistive diffusion time and Alfvén transit time respectively. A non-dimensional factor

S = τR/τA
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is magnetic Reynolds number and a is a typical plasma size. Accordingly the growth rate γ is
given by

γ =
η

µ0a2

a

ε
(∆′a) =

(∆′a)4/5

τ
3/5
R τ

2/5
A

(
(k · B0)′a2

B0

)2/5

=
(∆′a)4/5

S3/5

(
(k · B0)′a2

B0

)2/5
1
τA
. (9.27)

Since this mode is likely break up the plasma into a set of magnetic islands as is shown in fig.9.1,
this mode is called tearing instability.1
The foregoing discussion has been based on the slab model. Let us consider this mode in a

toroidal plasma. The poloidal and the toroidal components of the propagation vector k are m/r
and −n/R respectively. Accordingly there are correspondences of ky ↔ m/r, and kz ↔ −n/R,
and

(k · B0) =
m

r
Bθ − n

R
Bz =

n

r
Bθ

(
m

n
− q

)
, q ≡ r

R

Bz

Bθ
.

Therefore weak positions for tearing instability are given by (k ·B0) = 0 and these are rational
surfaces satisfying q(rs) = m/n. The shear is given by

(k · B0)′ =
−n
r
Bθ
dq
dr
,

(k · B0)′r2
s

B0
= −n

(
rs
R

)
q′rs
q
.

The tearing mode is closely related to the internal disruption in tokamak and plays important
role as is described in sec.16.3.
It has been assumed that the specific resistivity η and the mass density ρm are uniform and

there is no gravitation (acceleration) g = 0. If η depends on x, the resistive term in eq.(9.5)
becomes ∇ × (η∇ × B)/µ0. When there is temperature gradient (η′ �= 0), rippling mode with
short wavelength (kLs 
 1) may appear in the smaller-resistivity-side (high-temperature-side) of
x = 0 position. When there is gravitation, the term ρg is added to the equation of motion (9.8).
If the direction of g is opposit to ∇ρm (g is toward low-density-side), gravitational interchange
mode may appear.1

9.2 Resistive Drift Instability

A finite density and temperature gradient always exists at a plasma boundary. Configurations
including a gradient may be unstable under certain conditions. Let us consider a slab model.
The directon of the uniform magnetic field is taken in the z direction and B0 = (0, 0, B0). The
x axis is taken in the direction of the density gradient with the positive direction outward from
the plasma. The pressure is p0 = p0(x), (see fig.9.2). The zeroth-order plasma current is j0 =
(0, p′0/B0, 0) and we assume that the flow velocity and the electric field are zero V 0 = 0, E0 = 0
in the zeroth order. The flow velocity due to classical diffusion is neglected here. Electron
inertia and ion motion along magneitc lines of force are also neglected. The usual relations in
this configuration are

Mn
∂V

∂t
= j × B −∇p, (9.28)

E + V × B = ηj +
1
en
(j × B −∇p0) , (9.29)

∂n

∂t
+∇ · (nV ) = 0, (9.30)

∇ · j = 0 (9.31)

where M is the ion mass. In this configuration, electrostatic perturbations are considered here.
The 1st-order electric field E1 is expressed by the electrostatic potential E1 = −∇φ1 and the
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Fig.9.2 Slab model of resistive drift wave.

1st-order magnetic field perturbation is zero B1 = 0 (∂B/∂t = ∇× E). The characteristics of
electrostatic perturbation will be explained in ch.10 in detail. For simplicity the ion temperature
is assumed to be zero Ti = 0. Let us consider the mode

n1 = n1(x) exp i(ky + k‖z − ωt),

φ1 = φ1(x) exp i(ky + k‖z − ωt).

Equations (9.28),(9.29) reduce to

−iωMn0V 1 = j1 × B0 − κTe∇n1, (9.32)

j1 × B0 − κTe∇n1 = en0(−∇φ1 + V 1 × B0 − ηj1). (9.33)

Equations (7.32),(7.33) yields

iω

(
M

e

)
V 1 = ∇φ1 − V 1 × B0 + ηj1. (9.34)

When η is small (νei � Ωe), the contribution of ηj can be neglected in eq.(9.34), i.e., we may
write

Vx = −ik φ1

B0
, Vy =

(
ω

Ωi

)
kφ1

B0
, Vz =

(
−Ωi

ω

)
k‖φ1

B0

Ωi is as usual, the ion cyclotron frequency (Ωi = −ZeB/M). The wave frequency ω was assumed
to be low (ω/Ωi)2 � 1. The x, y component of eq.(9.32) and the z component of eq.(9.33) are

jx = −ikκTen1

B0
, jy =

∂n1

∂x

κTe

B0
+ kn0

(
ω

Ωi

)
eφ1

B0
, jz =

ik‖
eη

(
κTe

n1

n0
− eφ1

)
.

Since eq.(9.31) is j′x + ikjy + ik‖jz = 0, and eq.(9.30) is −iωn1+n′0Vx

+n0ikVy + n0ik‖Vz = 0, we find

k2
‖κTe

eη

n1

n0
+

(
−
k2
‖B
η

− ik2en0
ω

Ωi

)
φ1

B0
= 0, (9.35)

n1

n0
+

(
−k2

Ωi
+
k2
‖Ωi

ω2
+
n′0
n0

k

ω

)
φ1

B0
= 0. (9.36)
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Fig.9.3 Dependence of ω/ω∗
e = x+ iz on y ∝ k‖/k for resistive drift instability.

The dispersion equation is given by the determinant of the coefficients of eqs.(9.35),(9.36):

(
ω

Ωi

)2

− i

(
ω

Ωi

)(
k‖
k

)2 B0

n0eη

(
1− κTe

eB0

k2

Ωi
− κTe

M

k2
‖
ω2

)
− i

(
k‖
k

)2 B0

n0eη

κTe

eB0

k

Ωi

n′0
n0
= 0 (9.37)

where η = meνei/ne
2, B0/(n0eη) = Ωe/νei. The drift velocities vdi, vde of ions and electrons due

to the density gradient ∇n0 are given by

vdi =
−(κTi∇n0/n0)× b

eB0
=

−κTi

eB0

(−n′0
n0

)
ey,

vde =
(κTe∇n0/n0)× b

eB0
=
κTe

eB0

(−n′0
n0

)
ey.

The drift frequencies of ions and electrons are defined by ω∗
i ≡ kvdi and ω∗

e ≡ kvde respectively.
As n′0/n0 < 0, ω∗

e > 0 and ω∗
i = −(Ti/Te)ω∗

e < 0. Since ω∗
e = k(−n′0/n0)(κTe/mΩe), the

dispersion equation is reduced to

(
ω

ω∗
e

)2

− i

(
1 + (kρΩ)2 − κTe

M

k2
‖
ω2

)
ΩeΩi

νeiω∗
e

(
k‖
k

)2 ( ω

ω∗
e

)
+ i

ΩeΩi

νeiω∗
e

(
k‖
k

)2

= 0. (9.38)

ρΩ is the ion Larmor radius when the ions are assumed to have the electron temperature Te.
Denote ω/ω∗

e = x+iz, and −(ΩeΩi /νeiω
∗
e )(k‖/k)2 = y2 and assume (kρΩ)2−(κTe/M)(k2

‖/ω
2)�

1. The dispersion equation is then

(x+ iz)2 + iy2(x+ iz)− iy2 = 0. (9.39)

The dependence of the two solutions x1(y), z1(y) and x2(y), z2(y) on y ∝ (k‖/k), is shown in
fig.9.3. As z2(y) < 0, the mode corresponding to x2(y), z2(y) is stable. This wave propagates in
the direction of the ion drift. The solution x1, z1 > 0 propagates in the direction of the electron
drift and it is unstable. If the value of (k‖/k) is adjusted to be y � 1.3, the z1 value becomes
maximum to be z1 ≈ 0.25 and the growth rate is Imω ≈ 0.25ω∗

e . If η is small, the wavelengh
of the most unstable wave becomes long and the necessary number of collision to interrupt the
electron motion along the magneitc line of force is maintained. If the lower limit of k‖ is fixed
by an appropriate method, the growth rate is

Im(ω/ω∗
e ) ≈ y−2 =

νeiω
∗
e

Ωe|Ωi|

(
k

k‖

)2

and the growth rate is proportional to η ∝ νei. This instability is called resistive drift instability
or dissipative drift instability.
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If the ion’s inertia term can be neglected, eq.(9.35) reduces to n1/n0 = eφ/κTe and the
dispersion equation becomes ω2 − ωkvde − k2

‖Te/M = 0. The instability does not appear. This
instability originates in the charge separation between electrons and ions due to ion inertia. The
charge separation thus induced is neutralized by electrons motion along the lines of magnetic
force. However, if the parallel motion of electrons is interrupted by collision,i.e.,resistivity, the
charge separation grows and the wave becomes unstable.3,4 This instability is therefore also
called collisional drift instability.
The mechanism of charge separation between ions and electrons can be more easily understood

if the equations of motion of the two components, ion and electron, are used. The equations of
motions are

0=−ikn1κTe + ikφ1en0 − en0(V e × B)− 2n0meνei(V e−V i)‖, (9.40)

M
n0

2
(−iω)V i = −ikn1

κTi

Z
− ikφ1en0 + en0(V i × B) + n0meνei(V e − V i)‖. (9.41)

From these equations we find

V e⊥ =
−iκTe

eB
(b × k)

(
n1

n0
− eφ1

κTe

)
, (9.42)

V e‖ =
−ik‖κTe

meνei

(
n1

n0
− eφ1

κTe

)
, (9.43)

V i⊥=
iκTi

ZeB
(b × k)

(
n1

n0
+
Zeφ1

κTi

)
+
(−M
BZe

)
(iω)(b × V i⊥), (9.44)

V i‖ =
k‖Zc2s
ω

n1

n0
(9.45)

where it has been assumed that |V e‖| 
 |V i‖| and where cs ≡ κTe/M has been used. The
continuity equation ∂n/∂t+∇ · (nV ) = 0 for ions and electrons yield

−iωn1 +∇ ·
(

b × ik

B
n0φ1

)
+ (b · ∇)(n0Ve‖) = 0,

−iωn1 +∇ ·
(

b × ik

B
n0φ1

)
+
M(−iω)
ZeB

k2κTi

ZeB

(
n1

n0
+
Zeφ1

κTi

)
n0 +

ik2
‖c

2
s

ω
Zn1 = 0.

From the equations for electrons, it follows that

n1

n0
=
ω∗

e + ik2
‖κTe/(meνei)

ω + ik2
‖κTe/(meνei)

(
eφ1

κTe

)
(9.46)

and from the equations for ions, it follows that

n1

n0
=

ω∗
i + bω

ω(1 + b)− k2
‖c

2
sZ/ω

(−Zeφ1

κTi

)
(9.47)

where b = k2(ρΩ)2. Charge neutrality gives the dispersion equation, which is equivalent to
eq.(9.38),

ω∗
e + ik2

‖κTe/(meνei)

ω + ik2
‖κTe/(meνei)

=
ω∗

e − (ZTe/Ti)bω
ω(1 + b)− k2

‖c
2
sZ/ω

. (9.48)
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Ion’s motion perpendicular to the magnetic field has the term of y directon (the second term in
the right-hand side of eq.(3.44)) due to ion’s inertia in addition to the term of x direction.
In collisionless case, eq.(9.38) becomes

(1 + (kρΩ)2)ω2 − ω∗
eω − c2sk

2
‖ = 0. (9.49)

The instability does not appear in the collisionless case in the framework of MHD theory. How-
ever the instability may occur even in the collisionless case when it is analyzed by the kinetic
theory (see app.B). This instability is called collisionless drift instability.
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Ch.10 Plasma as Medium of Waves

A plasma is an ensemble of an enormous number of moving ions and electrons interacting with
each other. In order to describe the behavior of such an ensemble, the distribution function was
introduced in ch.4; and Boltzmann’s and Vlasov’s equations were derived with respect to the
distribution function. A plasma viewed as an ensemble of a large number of particles has a large
number of degrees of freedom; thus the mathematical description of plasma behavior is feasible
only for simplified analytical models.
In ch.5, statistical averages in velocity space, such as mass density, flow velocity, pressure,

etc., were introduced and the magnetohydrodynamic equations for these averages were derived.
We have thus obtained a mathematical description of the magnetohydrodynamic fluid model;
and we have studied the equilibrium conditions, stability problems, etc., for this model in chs.
6-9. Since the fluid model considers only average quantities in velocity space, it is not capable of
describing instabilities or damping phenomena, in which the profile of the distribution function
plays a significant role. The phenomena which can be handled by means of the fluid model are
of low frequency (less than the ion or electron cyclotron frequency); high-frequency phenomena
are not describable in terms of it.
In this chapter, we will focus on a model which allows us to study wave phenomena while

retaining the essential features of plasma dynamics, at the same time maintaining relative sim-
plicity in its mathematical form. Such a model is given by a homogeneous plasma of ions and
electrons at 0K in a uniform magnetic field. In the unperturbed state, both the ions and elec-
trons of this plasma are motionless. Any small deviation from the unperturbed state induces
an electric field and a time-dependent component of the magnetic field, and consequently move-
ments of ions and electrons are excited. The movements of the charged particles induce electric
and magnetic fields which are themselves consistent with the previously induced small perturba-
tions. This is called the kinetic model of a cold plasma. We will use it in this chapter to derive
the dispersion relation which characterizes wave phenomena in the cold plasma.
Although this model assumes uniformity of the magnetic field, and the density and also the

zero temperature, this cold plasma model is applicable for an nonuniform, warm plasma, if
the typical length of variation of the magnetic field and the density is much larger than the
wavelength and the phase velocity of wave is much larger than the thermal velocity of the
particles.
It is possible to consider that the plasma as a medium of electromagnetic wave propagation

with a dielectric tensor K. This dielectric tensor K is a function of the magnetic field and the
density which may change with the position. Accordingly plasmas are in general an nonuniform,
anisotropic and dispersive medium.
When the temperature of plasma is finite and the thermal velocity of the particles is compa-

rable to the phase velocity of propagating wave, the interaction of the particles and the wave
becomes important. A typical interaction is Landau damping, which is explained in ch.11. The
general mathematical analysis of the hot-plasma wave will be discussed in ch.12 and appendix
C. The references 1∼4 describe the plasma wave in more detail.

10.1 Dispersion Equation of Waves in a Cold Plasma

In an unperturbed cold plasma, the particle density n and the magnetic field B0 are both
homogeneous in space and constant in time. The ions and electrons are motionless.
Now assume that the first-order perturbation term exp i(k · r − ωt) is applied. The ions and

electrons are forced to move by the perturbed electric field E and the induced magnetic field
B1. Let us denote velocity by vk, where the sufix k indicates the species of particle (electrons,
or ions of various kinds). The current j due to the particle motion is given by

j =
∑
k

nkqkvk. (10.1)
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nk and qk are the density and charge of the kth species, respectively. The electric displacement
D is

D = ε0E + P , (10.2)

j =
∂P

∂t
= −iωP (10.3)

where E is the electric intensity, P is the electric polarization, and ε0 is the dielectric constant
of vacuum. Consequently D is expressed by

D = ε0E +
i

ω
j ≡ ε0K · E. (10.4)

K is called dielectric tensor. The equation of motion of a single particle of the kth kind is

mk
dvk

dt
= qk(E + vk × B). (10.5)

Here B consists of B = B0+B1, where vk, E, B1 are the first-order quantities. The linearized
equation in these quantities is

−iωmkvk = qk(E + vk × B0). (10.6)

When the z axis is taken along the direction of B0, the solution is given by

vk,x =
−iEx

B0

Ωkω

ω2 −Ω2
k

− Ey

B0

Ω2
k

ω2 −Ω2
k

,

vk,y =
Ex

B0

Ω2
k

ω2 −Ω2
k

− iEy

B0

Ωkω

ω2 −Ω2
k

,

vk,z =
−iEz

B0

Ωk

ω




(10.7)

where Ωk is the cyclotron frequency of the charged particle of the kth kind:

Ωk =
−qkB0

mk
(10.8)

(Ωe > 0 for electrons and Ωi < 0 for ions). The components of vk are the linear functions of E
given by eq.(10.7); and j of eq.(10.1) and the electric displacement D of eq.(10.4) are also the
linear function of E, so that the dielectric tensor is given by

K · E =


 K⊥ −iK× 0
iK× K⊥ 0
0 0 K‖




 Ex
Ey
Ez


 (10.9)

where

K⊥ ≡ 1−
∑
k

Π2
k

ω2 −Ω2
k

, (10.10)

K× ≡ −
∑
k

Π2
k

ω2 −Ω2
k

Ωk

ω
, (10.11)

K‖ ≡ 1−
∑
k

Π2
k

ω2
, (10.12)

Π2
k ≡ nkq

2
k

ε0mk
. (10.13)



10.1 Dispersion Equation of Waves in a Cold Plasma 123

According to the Stix notation, the following quantities are introduced:

R ≡ 1−
∑
k

Π2
k

ω2

ω

ω −Ωk
= K⊥ +K×,

L ≡ 1−
∑
k

Π2
k

ω2

ω

ω +Ωk
= K⊥ −K×.




(10.14)

From Maxwell’s equation

∇× E = −∂B
∂t
, (10.15)

∇× H = j + ε0
∂E

∂t
=
∂D

∂t
(10.16)

it follows that

k × E = ωB1,

k × H1 = −ωε0K · E

and

k × (k × E) +
ω2

c2
K · E = 0. (10.17)

Let us define a dimensionless vector

N ≡ kc

ω

(c is light velocity in vacuum). The absolute value N = |N | is the ratio of the light velocity to
the phase velocity of the wave, i.e., N is the refractive index. Using N , we may write eq.(10.17)
as

N × (N × E) +K · E = 0. (10.18)

If the angle between N and B0 is denoted by θ (fig.10.1) and x axis is taken so that N lies in
the z, x plane, then eq.(10.18) may be expressed by


 K⊥ −N2 cos2 θ −iK× N2 sin θ cos θ

iK× K⊥ −N2 0
N2 sin θ cos θ 0 K‖ −N2 sin2 θ




 Ex
Ey
Ez


 = 0. (10.19)

For a nontrivial solution to exist, the determinant of the matrix must be zero, or

AN4 −BN2 + C = 0 (10.20),

A = K⊥ sin2 θ +K‖ cos2 θ, (10.21)

B = (K2
⊥ −K2

×) sin
2 θ +K‖K⊥(1 + cos2 θ), (10.22)

C = K‖(K2
⊥ −K2

×) = K‖RL. (10.23)
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Fig.10.1 Propagation vector k and x, y, z coordinates

Equation (10.20) determines the relationship between the propagation vector k and the fre-
quency ω, and it is called dispersion equation. The solution of eq.(10.20) is

N2 =
B ± (B2 − 4AC)1/2

2A
= ((K2

⊥ −K2
×) sin

2 θ +K‖K⊥(1 + cos2 θ)

±[(K2
⊥ −K2

× −K‖K⊥)2 sin4 θ + 4K2
‖K

2
× cos

2 θ]1/2)

×
(
2(K⊥ sin2 θ +K‖ cos2 θ)

)−1
. (10.24)

When the wave propagates along the line of magnetic force (θ = 0), the dispersion equation
(10.20) is

K‖(N4 − 2K⊥N2 + (K2
⊥ −K2

×)) = 0, (10.25)

and the solutions are

K‖ = 0, N2 = K⊥ +K× = R, N2 = K⊥ −K× = L. (10.26)

For the wave propagating in the direction perpendicular to the magnetic field (θ = π/2), the
dispersion equation and the solutions are given by

K⊥N4 − (K2
⊥ −K2

× +K‖K⊥)N2 +K‖(K2
⊥ −K2

×) = 0, (10.27)

N2 =
K2

⊥ −K2×
K⊥

=
RL

K⊥
, N2 = K‖. (10.28)

10.2 Properties of Waves

10.2a Polarization and Particle Motion
The dispersion relation for waves in a cold plasma was derived in the previous section. We

consider here the electric field of the waves and the resultant particle motion. The y component
of eq.(10.19) is

iK×Ex + (K⊥ −N2)Ey = 0,

iEx

Ey
=
N2 −K⊥
K×

. (10.29)

The relation between the components of the particle velocity is

ivk,x

vk,y
=
i

(
−iEx

Ey

ω

ω2 −Ω2
k

− Ωk

ω2 −Ω2
k

)

Ex

Ey

Ωk

ω2 −Ω2
k

− i
ω

ω2 −Ω2
k
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=
(ω +Ωk)(N2 − L) + (ω −Ωk)(N2 −R)
(ω +Ωk)(N2 − L)− (ω −Ωk)(N2 −R)

. (10.30)

The wave satisfying N2 = R at θ = 0 has iEx/Ey = 1 and the electric field is right-circularly
polarized. In other word, the electric field rotates in the direction of the electron Larmor motion.
The motion of ions and electrons is also right-circular motion. In the wave satisfying N2 = L
at θ → 0, the relation iEx/Ey = −1 holds and the electric field is left-circularly polarized. The
motion of ions and electrons is also left-circular motion. The waves with N2 = R and N2 = L
as θ → 0, are called the R wave and the L wave, respectively. The solution of the dispersion
equation (10.25) at θ = 0 is

N2 =
1
2

(
R+ L± |K‖|

K‖
|R − L|

)
(10.31)

so that R and L waves are exchanged when K‖ changes sign. When K× = R− L changes sign,
R and L waves are also exchanged.
When θ = π/2, the electric field of the wave satisfying N2 = K‖ is Ex = Ey = 0, Ez 
= 0.

For the wave safisfying N2 = RL/K⊥, the electric field satisfies the relations iEx/Ey = −(R −
L)/(R+ L) = −K×/K⊥, Ez = 0. The waves with N2 = K‖ and N2 = RL/K⊥ as θ → π/2 are
called the ordinary wave (O) and the extraordinary wave (X), respectively. It should be pointed
out that the electric field of the extraordinary wave at θ = π/2 is perpendicular to the magnetic
field (Ez = 0) and the electric field of the ordinary wave at θ = π/2 is parallel to the magnetic
field (Ex = Ey = 0). The dispersion relation (10.24) at θ = π/2 is

N2 =
1
2K⊥

(K2
⊥ −K2

× +K‖K⊥ + |K2
⊥ −K2

× −K‖K⊥|)

=
1
2K⊥

(RL+K‖K⊥ ± |RL−K‖K⊥|) (10.32)

so that the ordinary wave and the extraordinary wave are exchanged at RL−K‖K⊥ = 0.
Besides the classification into R and L waves, and O and X waves, there is another classifi-

cation, namely, that of fast wave and slow wave, following the difference in the phase velocity.
Since the term inside the square root of the equation N2 = (B ± (B2 − 4AC)1/2)/2A is always
positive, as is clear from eq.(10.24), the fast wave and slow wave do not exchange between θ = 0
and θ = π/2.

10.2b Cutoff and Resonance
The refractive index (10.24) may become infinity or zero. When N2 = 0, the wave is said to

be cutoff ; at cutoff the phase velocity

vph =
ω

k
=

c

N
(10.33)

becomes infinity. As is clear from (10.20),(10.23), cutoff occurs when

K‖ = 0 R = 0 L = 0. (10.34)

When N2 =∞, the wave is said to be at resonance; here the phase velocity becomes zero. The
wave will be absorbed by the plasma at resonance (see ch.11). The resonance condition is

tan2 θ = −K‖
K⊥

. (10.35)

When θ = 0, the resonance condition is K⊥ = (R + L)/2 → ±∞. The condition R → ±∞ is
satisfied at ω = Ωe, Ωe being the electron cyclotron frequency. This is called electron cyclotron
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Fig.10.2 Wave propagation (a) near cutoff region and (b) near a resonance region

resonance. The condition L → ±∞ holds when ω = |Ωi|, and this is called ion cyclotron
resonance.
When θ = π/2, K⊥ = 0 is the resonance condition. This is called hybrid resonance. When

waves approach a cutoff region, the wave path is curved according to Snell’s refraction law
and the waves are reflected (fig.10.2a). When waves approach a resonance region, the waves
propagate perpendicularly toward the resonance region. The phase velocities tend to zero and
the wave energy will be absorbed.

10.3 Waves in a Two-Components Plasma

Let us consider a plasma which consists of electrons and of one kind of ion. Charge neutrality
is

niZi = ne. (10.36)

A dimensionless parameter is introduced for convenience:

δ =
µ0(nimi + neme)c2

B2
0

. (10.37)

The quantity defined by eq.(10.13), which was also introduced in sec.2.2,

Π2
e = nee

2/(ε0me) (10.38)

is called electron plasma frequency. Then we have the relations

Π2
e /Π

2
i = mi/me � 1,

Π2
i +Π

2
e

|Ωi|Ωe
= δ ≈ Π2

i

Ω2
i

. (10.39)

K⊥, K×, K‖, and R, L are given by

K⊥ = 1− Π2
i

ω2 −Ω2
i

− Π2
e

ω2 −Ω2
e

,

K× = − Π2
i

ω2 −Ω2
i

Ωi

ω
− Π2

e

ω2 −Ω2
e

Ωe

ω
,

K‖ = 1−
Π2

e +Π2
i

ω2
� 1− Π2

e

ω2




(10.40)

R = 1− Π2
e +Π2

i

(ω −Ωi)(ω −Ωe)
� ω2 − (Ωi +Ωe)ω +ΩiΩe −Π2

e

(ω −Ωi)(ω −Ωe)
, (10.41)
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Fig.10.3 (a) Dispersion relations (ω - ck‖) for R and L waves propagating parallel to the magnetic
field (θ = 0). (b) Dispersion relations (ω - ck‖) for O and X waves propagating perpendicular to themagnetic field (θ = π/2).

L = 1− Π2
e +Π

2
i

(ω +Ωi)(ω +Ωe)
� ω2 + (Ωi +Ωe)ω +ΩiΩe −Π2

e

(ω +Ωi)(ω +Ωe)
. (10.42)

The dispersion relations for the waves propagating parallel to B0 (θ = 0) are found by setting
K‖ = 0, N2 = R, and N2 = L. Then

ω2 = Π2
e , (10.43)

ω2

c2k2
‖
=
1
R
=

(ω −Ωi)(ω −Ωe)
ω2 − ωΩe +ΩeΩi −Π2

e

=
(ω + |Ωi|)(ω −Ωe)
(ω − ωR)(ω + ωL)

(10.44)

where ωR, ωL are given by

ωR =
Ωe

2
+

((
Ωe

2

)2

+Π2
e + |ΩeΩi|

)1/2

> 0, (10.45)

ωL = −Ωe

2
+

((
Ωe

2

)2

+Π2
e + |ΩeΩi|

)1/2

> 0, (10.46)

ω2

c2k2
‖
=
1
L
=

(ω +Ωi)(ω +Ωe)
ω2 + ωΩe +ΩeΩi −Π2

e

=
(ω − |Ωi|)(ω +Ωe)
(ω − ωL)(ω + ωR)

. (10.47)

Note that Ωe > 0, Ωi < 0 and ωR > Ωe. Plots of the dispersion relations ω − ck‖ are shown in
fig.10.3a. The dispersion relations for the waves propagating perpendicular to B0 are found by
setting N2 = K‖ (ordinary wave) and N2 = (K2

⊥ −K2×)/K⊥ (extraordinary wave). Then

ω2

c2k2
⊥
=

1
K‖

=

(
1− Π2

e

ω2

)−1

= 1 +
Π2

e

c2k2
⊥
, (10.48)

ω2

c2k2
⊥
=

K⊥
K2

⊥ −K2×
=
K⊥
RL

=
2(ω2−Ω2

i )(ω
2−Ω2

e )−Π2
e ((ω+Ωi)(ω+Ωe)+(ω−Ωi)(ω−Ωe))

2(ω2 − ω2
L)(ω2 − ω2

R)

=
ω4 − (Ω2

i +Ω
2
e +Π

2
e )ω

2 +Ω2
i Ω

2
e −Π2

eΩiΩe

(ω2 − ω2
L)(ω2 − ω2

R)
. (10.49)
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Fig.10.4 The ω regions of R and L waves at θ = 0; O and X waves at θ = π/2; F and S waves; in the
case (ωL < Πe < Ωe). The numbers on the right identify regions shown in the CMA diagram, fig.10.5.

Fig.10.5 CMA diagram of a two-component plasma. The surfaces of constant phase are drawn in each
region. The dotted circles give the wave front in vacuum. The magnetic field is directed toward the top
of the diagram.
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Equation (10.48) is the dispersion equation of electron plasma wave (Langmuir wave). Let us
define ωUH and ωLH by

ω2
UH ≡ Ω2

e +Π
2
e , (10.50)

1
ω2

LH

≡ 1
Ω2

i +Π
2
i

+
1

|Ωi|Ωe
. (10.51)

ωUH is called upper hybrid resonant frequency and ωLH is called lower hybrid resonant frequency.
Using these, we may write
eq.(10.49) as

ω2

c2k2
⊥
=
(ω2 − ω2

LH)(ω
2 − ω2

UH)
(ω2 − ω2

L)(ω2 − ω2
R)

. (10.52)

We have ωR > ωUH > Πe, Ωe and ω2
LH < Ωe|Ωi|, Ω2

i +Π
2. Plots of the dispersion relation ω - ck⊥

are shown in fig.10.3b. The gradient ω/ck in ω - ck⊥ diagram is the ratio of the phase velocity
vph to c. The steeper the gradient, the greater the phase velocity. The regions (in terms of ω)
of R and L waves at θ = 0, and O and X waves at θ = π/2, and F and S waves are shown in
fig.10.4, for the case of ωL < Πe < Ωe.
We explain here the CMA diagram (fig.10.5), which was introduced by P.C.Clemmow and

R.F.Mullaly and later modified by W.P.Allis3. The quantities Ω2
e /ω

2 and (Π2
i + Π2

e )/ω2

are plotted along the vertical and horizontal ordinates, respectively. The cutoff conditions
R = 0 (ω = ωR), L = 0 (ω = ωL), K‖ = 0 (ω = Ωe) are shown by the dotted lines and the
resonance conditions R = ∞ (ω = Ωe), L = ∞ (ω = Ωi), K⊥ = 0 (ω = ΩLH, ω = ΩUH) are
shown by solid lines. The cutoff and the resonance contours form the boundaries of the different
regions. The boundary RL = K‖K⊥, at which O wave and X wave are exchanged, is also shown
by broken and dotted line in fig.10.5. The surfaces of constant phase for R, L and O, X waves
are shown for the different regions. As the vertical and horizontal ordinates correspond to the
magnitude of B and the density ne, one can easily assign waves to the corresponding regions
simply by giving their frequencies ω.

10.4 Various Waves

10.4a Alfvén Wave
When the frequency ω is smaller than the ion cyclotron frequency (ω � |Ωi|), the dielectric

tensor K is expressed by
K⊥ = 1 + δ,
K× = 0,

K‖ = 1−
Π2

e

ω2


 (10.53)

where δ = µ0nimic
2/B2

0 . As Π
2
e /ω

2 = (mi/me)(Ω2
i /ω

2)δ, we find Π2
e /ω

2 � δ. Assuming that
Π2

e /ω
2 � 1, we have |K‖| � |K⊥|; then A, B, C of eq.(10.20) are given by

A ≈ −Π
2
e

ω2
cos2 θ,

B ≈ −Π
2
e

ω2
(1 + δ)(1 + cos2 θ),

C ≈ −Π
2
e

ω2
(1 + δ)2




(10.54)

and the dispersion relations are

c2

N2
=
ω2

k2
=

c2

1 + δ
=

c2

1 +
µ0ρmc

2

B2
0

� B2
0

µ0ρm
, (10.55)

c2

N2
=
ω2

k2
=

c2

1 + δ
cos2 θ (10.56)
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(ρm is the mass density). The wave satisfying this dispersion relation is called the Alfvén wave.
We define the Alfvén velocity by

v2
A =

c2

1 + δ
=

c2

1 +
µ0ρmc

2

B2
0

� B2
0

µ0ρm
. (10.57)

Equations (10.55) and (10.56) correspond to modes appearing in region (13) of the CMA di-
agram. Substitution of eqs.(10.55) and (10.56) into (10.19) shows that Ez for either mode is
Ez = 0; Ex = 0 for the mode (10.55) (R wave, F wave, X wave) and Ey = 0 for mode (10.56) (L
wave, S wave). From eq.(10.6), we find for ω � |Ωi| that

E + vi × B0 = 0 (10.58)

and vi = (E × B0)/B2
0, so that vi of the mode (10.55) is

vi ≈ x̂ cos(kxx+ kzz − ωt) (10.59)

and vi of the mode (10.56) is

vi ≈ ŷ cos(kxx+ kzz − ωt) (10.60)

where x̂, ŷ are unit vectors along x and y axes, respectively. From these last equations, the fast
mode (10.55) is called the compressional mode and the slow mode (10.56) is called the torsional
or shear mode. The R wave (10.55) still exists, though it is deformed in the transition from
region (13) to regions (11) and (8), but the L wave (10.56) disappears in these transitions.
As is clear from eq.(10.58), the plasma is frozen to the magnetic field. There is tension B2/2µ0

along the magnetic-field lines and the pressure B2/2µ0 exerted perpendicularly to the magnetic
field. As the plasma, of mass density ρm, sticks to the field lines, the wave propagation speed
in the direction of the field is B2

0/(µ0ρm).

10.4b Ion Cyclotron Wave and Fast Wave
Let us consider the case where the frequency ω is shifted from low frequency toward the ion

cyclotron frequency and Π2
e /ω

2 � 1. The corresponding waves are located in regions (13) and
(11) of the CMA diagram. When |ω| � Ωe, δ � 1, and Π2

e /ω
2 � 1, the values of K⊥, K× and

K‖ are

K⊥ =
−δΩ2

i

ω2 −Ω2
i

, K× =
−δωΩ2

i

ω2 −Ω2
i

, K‖ = −Π
2
e

ω2
. (10.61)

Since Π2
e /ω

2 = (mi/me)(Ω2
i /ω

2)δ � δ, the coefficients A, B, C are

A = −Π
2
e

ω2
cos2 θ,

B =
Π2

e

ω2

δΩ2
i

ω2 −Ω2
i

(1 + cos2 θ),

C =
Π2

e

ω2

δ2Ω2
i

ω2 −Ω2
i

.




(10.62)

The dispersion equation becomes (Π2
i = Ω2

i δ, v
2
A = c2/δ)

N4 cos2 θ −N2 δΩ2
i

Ω2
i − ω2

(1 + cos2 θ) +
δ2Ω2

i

Ω2
i − ω2

= 0. (10.63)

Setting N2 cos2 θ = c2k2
‖/ω

2, and N2 sin2 θ = c2k2
⊥/ω

2, we may write eq.(10.63) as

k2
⊥c

2 =
ω4δ2Ω2

i − ω2(2δΩ2
i k

2
‖c

2 + k4
‖c

4) +Ω2
i k

4
‖c

4

ω2(δΩ2
i + k

2
‖c

2)−Ω2
i k

2
‖c

2
. (10.64)
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k2
⊥
k2
‖
=
(ω/vAk‖)4 − (ω/vAk‖)2 − (ω/Ωi)2 + 1

(ω/vAk‖)2 − (1− ω2/Ω2
i )

=
((ω/vAk‖)2 − (1− ω/Ωi))((ω/vAk‖)2 − (1 + ω/Ωi))

(ω/vAk‖)2 − (1− ω2/Ω2
i )

(10.64′)

Therefore resonance occurs at

ω2 = Ω2
i

k2
‖c

2

k2
‖c

2 + δΩ2
i

= Ω2
i

k2
‖c

2

k2
‖c

2 +Π2
i

(10.65)

(
ω

vAk‖

)2

= 1−
(
ω

Ωi

)2

. (10.65′)

The dispersion equation (10.63) approaches

N2 ≈ δ

1 + cos2 θ
, (10.66)

N2 cos2 θ ≈ δ(1 + cos2 θ)
Ω2

i

Ω2
i − ω2

(10.67)

as |ω| approaches |Ωi|. The mode (10.66) corresponds to the Alfvén compressional mode (fast
wave) and is not affected by the ion cyclotron resonance. The dispersion relation (10.67) is that
of the ion cyclotron wave, and can be expressed by

ω2 = Ω2
i

(
1 +

Π2
i

k2
‖c

2
+

Π2
i

k2
‖c

2 + k2
⊥c2

)−1

. (10.68)

Note that here ω2 is always less than Ω2
i . The ions move in a left circular motion (i.e., in the

direction of the ion Larmor motion) at ω � |Ωi| (see eq.(10.30)).
The mode (10.66) satisfies iEx/Ey = 1, i.e., it is circularly polarized, with the electric field

rotating opposite to the ion Larmor motion.
The ion cyclotron wave satisfies

iEx

Ey
≈ − ω

|Ωi|
1(

1 +
k2
⊥
k2
‖

) , (10.69)

i.e., the electric field is elliptically polarized, rotating in the same direction as the ion Larmor
motion.

10.4c Lower Hybrid Resonance
The frequency at lower hybrid resonance at θ = π/2 is given by

ω2 = ω2
LH,

1
ω2

LH

=
1

Ω2
i +Π

2
i

+
1

|Ωi|Ωe
,

ω2
LH

|Ωi|Ωe
=

Π2
i +Ω

2
i

Π2
i + |Ωi|Ωe +Ω2

i

. (10.70)

When the density is high and Π2
i � |Ωi|Ωe, it follows that ωLH = (|Ωi|Ωe)1/2. When Π2

i �
|Ωi|Ωe, then ω2

LH = Π2
i +Ω

2
i . At lower hybrid resonance, we have Ey = Ez = 0 and Ex 
= 0.
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Fig.10.6 Orbits of ions and electrons at lower hybrid resonance.

When the density is high (that is Π2
i > |Ωi|Ωe), then |Ωi| � ωLH � Ωe and the analysis of

the motions of ions and electrons becomes simple. From eq.(10.7), the velocity is given by

vk,x =
iεkEx

B0

ω|Ωk|
ω2 −Ω2

k

(10.71)

and vk,x = dxk/dt = −iωxk yields

xk =
−εkEx

B0

|Ωk|
ω2 −Ω2

k

. (10.72)

At ω2 = |Ωi|Ωe, we find that xi ≈ −Ex/B0Ωe and xe � −Ex/B0Ωe, or xi ≈ xe (see fig.10.6).
Consequently, charge separation does not occur and the lower hybrid wave can exist.
We have been discussing lower hybrid resonance at θ = π/2. Let us consider the case in which

θ is slightly different from θ = π/2. The resonance condition is obtained from eq.(10.24) as
follows:

K⊥ sin2 θ +K‖ cos2 θ = 0. (10.73)

Using eqs.(10.46),(10.50) and (10.51), eq.(10.73) is reduced to

(ω2 − ω2
LH)(ω

2 − ω2
UH)

(ω2 −Ω2
i )(ω2 −Ω2

e )
sin2 θ +

(
1− Π2

e

ω2

)
cos2 θ = 0. (10.74)

When θ is near π/2 and ω is not much different from ωLH, we find that

ω2 − ω2
LH =

(ω2
LH −Ω2

e )(ω
2
LH −Ω2

i )
ω2

LH − ω2
UH

Π2
e − ω2

LH

ω2
LH

cos2 θ

≈ Ω2
eΠ

2
e

ω2
UH

(
1−

(
Ωi

ωLH

)2
)(

1−
(
ωLH

Πe

)2
)
cos2 θ.

As ω2
UHω

2
LH = Ω2

i Ω
2
e +Π

2
e |Ωi|Ωe, ω2 is expressed by

ω2 = ω2
LH


1 +

mi

Zme
cos2 θ

(
1−

(
Ωi

ωLH

)2
)(

1−
(
ωLH

Πe

)2
)

(
1 +

|Ωi|Ωe

Π2
e

)

 . (10.75)

When Π2
e /|Ωi|Ωe ≈ δ = c2/v2

A � 1, eq.(10.75) becomes

ω2 = ω2
LH

(
1 +

mi

Zme
cos2 θ

)
. (10.76)
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Even if θ is different from π/2 only slight amount (Zme/mi)1/2, ω2 becomes ω2 ≈ 2ω2
LH, so that

eq.(10.76) holds only in the region very near θ = π/2.

10.4d Upper Hybrid Resonance
The upper hybrid resonant frequency ωUH is given by

ω2
UH = Π2

e +Ω
2
e . (10.77)

Since this frequency is much larger than |Ωi|, ion motion can be neglected.
10.4e Electron Cyclotron Wave (Whistler Wave)
Let us consider high-frequency waves, so that ion motion can be neglected. When ω � |Ωi|,

we find

K⊥ ≈ 1− Π2
e

ω2 −Ω2
e

,

K× ≈ − Π2
e

ω2 −Ω2
e

Ωe

ω
,

K‖ = 1−
Π2

e

ω2
.




(10.78)

The solution of dispersion equation AN4 −BN2 + C = 0

N2 =
B ± (B2 − 4AC)1/2

2A

may be modified to

N2 − 1 = −2(A−B + C)
2A−B ± (B2 − 4AC)1/2

=
−2Π2

e (1−Π2
e /ω

2)
2ω2(1−Π2

e /ω
2)−Ω2

e sin
2 θ ±Ωe∆

, (10.79)

∆ =


Ω2

e sin
4 θ + 4ω2

(
1− Π2

e

ω2

)2

cos2 θ




1/2

. (10.80)

The ordinary wave and extraordinary wave will be obtained by taking the plus and minus sign,
respectively, in eq.(10.79). In the case of

Ω2
e sin

4 θ � 4ω2

(
1− Π2

e

ω2

)2

cos2 θ (10.81)

we find

N2 =
1−Π2

e /ω
2

1− (Π2
e /ω

2) cos2 θ
, (10.82)

N2 =
(1−Π2

e /ω
2)2ω2 −Ω2

e sin
2 θ

(1−Π2
e /ω

2)ω2 −Ω2
e sin

2 θ
. (10.83)

Equation (10.82) becomes N2 = K‖ = 1 − Π2
e /ω

2 at θ ∼ π/2 and does not depend on the
magnitude of the magnetic field. This wave is used for density measurements by microwave
interferometry. In the case of

Ω2
e sin

4 θ � 4ω2

(
1− Π2

e

ω2

)2

cos2 θ (10.84)
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with the additional condition

Ω2
e sin

2 θ � 2ω2

(
1− Π2

e

ω2

)
(10.85)

the dispersion relations become

N2 = 1− Π2
e

(ω +Ωe cos θ)ω
, (10.86)

N2 = 1− Π2
e

(ω −Ωe cos θ)ω
. (10.87)

Equation (10.86) corresponds to the L wave, and eq.(10.87) to the R wave. R-wave resonance
occurs near the electron cyclotron frequency. This wave can propagate in regions (7) and (8) of
the CMA diagram, where the frequency is less than the plasma frequency. This wave is called
the electron cyclotron wave. It must be noticed that the assumptions (10.84) and (10.85) are
not satisfied near K‖ = 1−Π2

e /ω
2 � 0.

The electron cyclotron wave is also called the whistler wave. Electromagnetic disturbances
initiated by lighting flashes propagate through the ionosphere along magnetic-field lines. The
frequency of a lightning-induced whistler wave falls in the audio region, and its group velocity
increases with frequency; so that this wave is perceived as a whistle of descending tone. This is
why it is called the whistler wave.

10.5 Conditions for Electrostatic Waves

When the electric field E can be expressed by an electrostatic potential

E = −∇φ = −ikφ (10.88)

the resultant wave is called an electrostatic wave. The electric field E is always parallel to the
propagation vector k, so that the electrostatic wave is longitudinal. The magnetic field B1 of
the electrostatic wave is always zero:

B1 = k × E/ω = 0. (10.89)

Alfv́en waves are not electrostatic waves. We will here discuss the conditions for electrostatic
waves. Since the dispersion relation is

N × (N × E) +K · E = 0

the scalar product with N becomes

N · K · (E‖ +E⊥) = 0.

where E‖ and E⊥ are the components of the electric field parallel and perpendicular to k. If
|E‖| � |E⊥|, the wave is electrostatic and the dispersion relation becomes

N · K · N = 0. (10.90)

Rewriting the dispersion relation as

(N2 − K) · E⊥ = K · E‖

shows that |E‖| � |E⊥| holds when

|N2| � |Kij | (10.91)

is satisfied for all Kij . The dispersion relation (10.90) for the electrostatic wave is then

k2
xKxx + 2kxkzKxz + k2

zKzz = 0. (10.92)
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The condition (10.91) for the electrostatic wave indicates that the phase velocity ω/k = c/N of
this wave is low. The Kij have already been given by eqs.(10.9-10.12) for cold plasmas, and the
general formula for hot plasma will be discussed in chs.12-13. We have stated that magnetic
field B1 of the electrostatic wave is zero. Disturbances of the magnetic field propagate with the
Alfvén velocity vA � B2

0/(µ0nimi). If the phase velocity of the wave is much lower than vA,
the disturbance of the magnetic field will be damped within a few cycles of the wave and the
propagated magnetic-field disturbance becomes zero. When the electron thermal velocity vTe is
taken as a typical phase velocity for electrostatic waves, then the condition of vA > vTe reduced
to

B2
0

µ0nimiv2
Te

=
2me

βemi
> 1,

βe <
2me

mi
.

This is a condition that a wave is electrostatic.
At resonance the refractive index N becomes infinite. As the Kij are finite for lower hybrid

and upper hybrid resonance, the condition (10.91) is satisfied so that these hybrid waves are
electrostatic. Since some of the Kij become infinite for the ion or electron cyclotron waves, these
cyclotron waves are not always electrostatic.
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Ch.11 Landau Damping and Cyclotron Damping

The existence of a damping mechanism by which plasma particles absorb wave energy even in
a collisionless plasma was found by L.D.Landau, under the condition that the plasma is not cold
and the velocity distribution is of finite extent. Energy-exchange processes between particles
and wave are possible even in a collisionless plasma and play important roles in plasma heating
by waves (wave absorption) and in the mechanism of instabilities (wave amplification). These
important processes will be explained in terms of simplified physical models in this chapter.
In succeeding chs.12, 13, and app.C, these processes will be described systematically. In hot
plasma models, pressure term and particle-wave interaction term appear in the dielectric tensor
that are absent in the dielectric tensor for a cold plasma.

11.1 Landau Damping (Amplification)

Let us assume that many particles drift with different velocities in the direction of the lines
of magnetic force. When an electrostatic wave (a longitudinal wave with k ‖ E) propagates
along the lines of magnetic force, there appears an interaction between the wave and a group
of particles (see fig.11.1). Take the z axis in the direction of the magnetic field and denote the
unit vector in this direction by ẑ. Then the electric field and the velocity v = vẑ satisfy

E = ẑE cos(kz − ωt), (11.1)

m
dv
dt

= qE cos(kz − ωt). (11.2)

The electric field E is a quantity of the 1st order. The zeroth-order solution of eq.(11.2) is

z = v0t+ z0

and the 1st-order equation is

m
dv1

dt
= qE cos(kz0 + kv0t − ωt). (11.3)

The solution of eq.(11.3) for the initial condition v1 = 0 at t = 0 is

v1 =
qE

m

sin(kz0 + kv0t − ωt)− sin kz0

kv0 − ω
. (11.4)

The kinetic energy of the particle becomes

d
dt

mv2

2
= v

d
dt

mv = v1
d
dt

mv1 + v0
d
dt

mv2 + · · · . (11.5)

From eqs.(11.2),(11.4), we have the relation

m
d(v1 + v2)

dt
= qE cos(k(z0 + v0t+ z1)− ωt)

= qE cos(kz0 + αt)− qE sin(kz0 + αt)kz1,

z1 =
∫ t

0
v1 dt =

qE

m

(− cos(kz0 + αt) + cos kz0

α2
− t sin kz0

α

)

where

α ≡ kv0 − ω.
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Fig.11.1 Propagation of wave and motion of particles in the process of Landau Damping.

Using these, we may put eq.(11.5) into the form

d
dt

mv2

2
=

q2E2

m

(
sin(kz0 + αt)− sin kz0

α

)
cos(kz0 + αt)

−kv0q
2E2

m

(− cos(kz0 + αt) + cos kz0

α2
− t sin kz0

α

)
sin(kz0 + αt).

The average of the foregoing quantitiy with respect to the initial position z0 is〈
d
dt

mv2

2

〉
z0

=
q2E2

2m

(−ω sinαt

α2
+ t cosαt+

ωt cosαt

α

)
. (11.6)

When we take the velocity average of eq.(11.6) over v0 with the weighting factor i.e. distribution
function f(v0) (α ≡ kv0 − ω)

f(v0) = f

(
α+ ω

k

)
= g(α)

the rate of increase of the kinetic energy of the particles is obtained. The distribution function
is normalized: ∫ ∞

−∞
f(v0) dv0 =

1
k

∫
g(α) dα = 1.

The integral of the 2nd term of eq.(11.6)

1
k

∫
g(α)t cosαtdα =

1
k

∫
g

(
x

t

)
cosxdx (11.7)

approaches zero as t → ∞. The integral of the 3rd term of eq. (11.6) becomes

ω

k

∫
g(α)t cosαt

α
dα =

ω

k

∫
t

x
g

(
x

t

)
cosxdx. (11.8)

The function g(α) can be considered to be the sum of an even and an odd function. The even
function does not contribute to the integral. The contribution of the odd function approaches
zero when t → ∞ if g(α) is continuous at α = 0. Therefore, only the contribution of the 1st
term in eq.(11.6) remains and we find〈

d
dt

mv2

2

〉
z0,v0

= −ωq2E2

2mk
P
∫

g(α) sinαt

α2
dα. (11.9)

P denotes Cauchy’s principal value of integral. The main contribution to the integral comes
from near α = 0, so that g(α) may be expanded around α = 0:

g(α) = g(0) + αg′(0) +
α2

2
g′′(0) + · · · .
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Fig.11.2 (a) Landau damping and (b) Landau amplification.

As sinαt/α2 is an odd function, only the 2nd term of the foregoing equation contributes to the
integral and we find for large t that〈

d
dt

mv2

2

〉
z0,v0

= −ωq2E2

2m|k|
∫ ∞

−∞
g′(0) sinαt

α
dα

=
−πq2E2

2m|k|
(

ω

k

)(
∂f(v0)
∂v0

)
v0=ω/k

. (11.10)

If the number of particles slightly slower than the phase velocity of the wave is larger than the
number slightly faster, i.e., if v0∂f0/∂v0 < 0, the group of particles as a whole gains energy from
the wave and the wave is damped. On the contrary, when v0∂f0/∂v0 > 0 at v0 = ω/k, the parti-
cles gives their energy to the wave and the amplitude of the wave increases (fig.11.2). This mech-
anism is called Landau damping1 or amplification. Experimental verification of Landau damping
of waves in a collisionless plasma was demonstrated by J.M.Malemberg and C.B.Wharton2 in
1965, twenty years after Landau’s prediction.
The growth rate (11.10) of the kinetic energy of particles must be equal to the damping rate

of wave energy. Therefore the growth rate γ of the amplitude of wave field is obtained by (γ < 0
in the case of damping)

n

〈
d
dt

mv2

2

〉
z0v0

= −2γW

and the growth rate γ is given by

γ

ω
=

π

2

(
Π

ω

)2 ( ω

|k|
)(

v0
∂f(v0)

∂v0

)
v0=ω/k

(11.11)

where Π2 = nq2/ε0m, W ≈ 2ε0E2/4,
∫

f(v)dv = 1.
There is a restriction on the applicability of linear Landau damping. When this phenomenon

runs its course before the particle orbit deviates from the linear-approximation solution, the
reductions leading to linear Landau damping are justified. The period of oscillation in the
potential well of the electric field of the wave gives the time for the particle orbit to deviate from
the linear approximation ( ω2 ∼ eEk/m from mω2x = eE). The period of oscillation is

τosc =
1

ωosc
≈
(

m

ekE

)1/2

.

Consequently the condition for the applicability of linear Landau damping is that the Landau
damping time 1/γ is shorter than τosc or the collision time 1/νcoll is shorter than τosc.

|γτosc| > 1, (11.12)

|νcollτosc| > 1. (11.13)

On the other hand, it was assumed that particles are collisionless. The condition that the
collision time 1/νcoll is longer than λ/vrms is necessary for the asymptotic approximation of the
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integral (11.9) as t → ∞, where λ is the wavelength of the wave and vrms is the spread in the
velocity distribution;

1
νcoll

>
2π

kvrms
. (11.14)

11.2 Transit-Time Damping

We have already described the properties of Alfvén waves in cold plasmas. There are compres-
sional and torsional modes. The compressional mode becomes magnetosonic in hot plasmas,
as is described in ch.5. In the low-frequency region, the magnetic moment µm is conserved and
the equation of motion along the field lines is

m
dvz

dt
= −µm

∂B1z

∂z
. (11.15)

This equation is the same as that for Landau damping if −µm and ∂B1z/∂z are replaced by the
electric charge and the electric field, respectively. The rate of change of the kinetic energy is
derived similarly, and is〈

d
dt

mv2

2

〉
z0,v0

= −πµ2
m|k|
2m

|B1z|2
(

ω

k

)(
∂f(v0)

∂v0

)
v0=ω/k

. (11.16)

This phenomena is called transit-time damping.

11.3 Cyclotron Damping

The mechanism of cyclotron damping is different from that of Landau damping. Here the
electric field of the wave is perpendicular to the direction of the magnetic field and the particle
drift and accelerates the particle perpendicularly to the drift direction. Let us consider a simple
case in which the thermal energy of particles perpendicular to the magnetic field is zero and the
velocity of particles parallel to the magnetic field B0 = B0ẑ is V . The equation of motion is

m
∂v

∂t
+mV

∂v

∂z
= q(E1 + v × ẑB0 + V ẑ × B1). (11.17)

As our interest is in the perpendicular acceleration we assume (E1 · ẑ) = 0. B1 is given by
B1 = (k × E)/ω. With the definitions v± = vx ± ivy, E± = Ex ± iEy, the solution for the
initial condition v = 0 at t = 0 is

v± =
iqE±(ω − kV ) exp(ikz − iωt)

mω

1− exp(iωt − ikV t ± iΩt)
ω − kV ± Ω

,

(11.18)

Ω =
−qB0

m
.

The macroscopic value of v⊥ is obtained by taking the average weighted by the distribution
function f0(V ) as follows:

〈v⊥〉= iq exp(ikz − iωt)
2m

((c++c−)E⊥+ i(c+−c−)E⊥ × ẑ), (11.19)

c± = α± − iβ±, (11.20)

α± =
∫ ∞

−∞
dV

f0(V )(1− kV/ω)(1− cos(ω − kV ± Ω)t)
ω − kV ± Ω

, (11.21)
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β± =
∫ ∞

−∞
dV

f0(V )(1− kV/ω) sin(ω − kV ± Ω)t
ω − kV ± Ω

. (11.22)

As t becomes large we find that

α± → P

∫ ∞

−∞
dV

f0(V )(1− kV/ω)
ω − kV ± Ω

, (11.23)

β± → ∓πΩ

ω|k| f0

(
ω ± Ω

k

)
. (11.24)

When

t � 2π
kVrms

(11.25)

where Vrms = 〈V 2〉1/2 is the spread of the velocity distribution, the approximations (11.19)∼(11.24)
are justified. The absorption of the wave energy by the plasma particles is given by

〈Re(qE exp(ikz − iωt))(Re〈v⊥〉)〉z

=
q2

4m
(β+|Ex + iEy|2 + β−|Ex − iEy|2). (11.26)

Let us consider the case of electrons (Ωe > 0). As was described in sec.10.2, the wave N2 = R
propagating in the direction of magnetic field (θ = 0) satisfies Ex + iEy = 0, so that the
absorption power becomes

Pe =
q2

4m
β−|Ex − iEy|2.

When ω > 0, eq.(11.24) indicates β− > 0. In the case of ω < 0, β− is nearly zero since
f0 ((ω − Ωe)/k)� 1.
Let us consider the case of ions (−Ωi > 0). Similarly we find

Pi =
q2

4m
β+|Ex + iEy|2.

When ω > 0, eq.(11.24) indicates β+ > 0. In the case of ω < 0, β+ is nearly zero, since
f0 (ω +Ωi/k)� 1.
The cyclotron velocity Vc is defined so that the Doppler shifted frequency (the frequency of

wave that a particle running with the velocity V feels) is equal to the cyclotron frequency, that
is,

ω − kVc ± Ω = 0,

Vc =
ω

k

(
1± Ω

ω

)
.

Accordingly particles absorb the wave energy when the absolute value of cyclotron velocity is
smaller than the absolute value of phase velocity of the wave (±Ω/ω < 0)(see eq.(11.24)). This
phenomena is called cyclotron damping.
Let us consider the change in the kinetic energy of the particles in the case of cyclotron

damping. Then the equation of motion is

m
dv
dt

− q(v × B0) = qE⊥ + q(v × B1).

Since B1 = (k × E)/ω and Ez = 0, we have

m
dvz

dt
=

qkz

ω
(v⊥ · E⊥),
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m
dv⊥
dt

− q(v⊥ × B0) = qE⊥
(
1− kzvz

ω

)

so that

mv⊥ · dv⊥
dt

= q(v⊥ · E⊥)
(
1− kzvz

ω

)
.

Then

d
dt

(
mv2

z

2

)
=

kzvz

ω − kzvz

d
dt

(
mv2

⊥
2

)
,

v2
⊥ +

(
vz − ω

kz

)2

= const.

In the analysis of cyclotron damping we assumed that vz = V is constant; the condition of the
validity of linearized theory is3

k2
zq

2E2
⊥|ω − kzvz|t3
24ω2m2

< 1.

We have discussed the case in which the perpendicular thermal energy is zero. When the
perpendicular thermal energy is larger than the parallel thermal energy, so-called cyclotron
instability may occur. The mutual interaction between particles and wave will be discussed
again in chs.12 and 13 in relation to heating and instabilities.

11.4 Quasi-Linear Theory of Evolution in the Distribution Function

It has been assumed that the perturbation is small and the zeroth-order terms do not change.
Under these assumption, the linearized equations on the perturbations are analyzed. However
if the perturbations grow, then the zeroth-order quantities may change and the growth rate of
the perturbations may change due to the evolution of the zeroth order quantities. Finally the
perturbations saturate (growth rate becomes zero) and shift to steady state. Let us consider
a simple case of B = 0 and one dimensional electrostatic perturbation (B1 = 0). Ions are
uniformly distributed. Then the distribution function f(x, v, t) of electrons obeys the following
Vlasov equation;

∂f

∂t
+ v

∂f

∂x
− e

m
E

∂f

∂v
= 0. (11.27)

Let the distribution function f be divided into two parts

f(x, v, t) = f0(v, t) + f1(x, v, t) (11.28)

where f0 is slowly changing zeroth order term and f1 is the oscillatory 1st order term. It is
assumed that the time derivatives of f0 is the 2nd order term. When eq.(11.28) is substituted
into eq.(11.27), the 1st and the 2nd terms satisfy following equations;

∂f1

∂t
+ v

∂f1

∂x
=

e

m
E

∂f0

∂v
, (11.29)

∂f0

∂t
=

e

m
E

∂f1

∂v
. (11.30)

f1 and E may be expressed by Fourier integrals;

f1(x, v, t) =
1

(2π)1/2

∫
fk(v) exp(i(kx − ω(k)t))dk, (11.31)
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E(x, t) =
1

(2π)1/2

∫
Ek exp(i(kx − ω(k)t))dk. (11.32)

Since f1 and E are real, f−k = f∗
k , E−k = E∗

k , ω(−k) = −ω∗(k) (ω(k) = ωr(k) + iγ(k)). The
substitution of eqs.(11.31) (11.32) into eq.(11.29) yields

fk(v) =
e

m

(
i

ω(k)− kv

)
Ek

∂f0

∂v
. (11.33)

If eqs.(11.32) (11.33) are substituted into eq.(11.30), we find

∂f0(v, t)
∂t

=
(

e

m

)2 ∂

∂v

〈
1
2π

∫
Ek′ exp(i(k′x − ω(k′)t))dk′

× i

ω(k)− kv
Ek

∂f0(v, t)
∂v

exp(i(kx − ω(k)t))dk
〉

. (11.34)

Statistical average of eq.(11.34) (integration by x) is reduced to

∂f0(v, t)
∂t

=
∂

∂v

(
Dv(v)

∂f0(v, t)
∂v

)
, (11.35)

Dv(v) =
(

e

m

)2 ∫ ∞

−∞
i|Ek|2 exp(2γ(k)t)
ωr(k)− kv + iγ(k)

dk

=
(

e

m

)2 ∫ ∞

−∞
γ(k)|Ek|2 exp(2γ(k)t)
(ωr(k)− kv)2 + γ(k)2

dk.

When |γ(k)| � |ωr(k)|, the diffusion coefficient in velocity space is

Dv(v) =
(

e

m

)2

π

∫
|Ek|2 exp(2γ(k)t) δ(ωr(k)− kv)dk

=
(

e

m

)2 π

|v| |Ek|2 exp(2γ(k)t)
∣∣∣
ω/k=v

. (11.36)

From Poisson’s equation and eq.(11.33), the dispersion equation can be derived:

∇ · E = − e

ε0

∫
f1dv,

ikEk = − e

ε0

∫
fkdv,

1 +
Π2

e

k

1
n

∫ ( 1
ω(k)− kv

)
∂f0

∂v
dv = 0. (11.37)

Under the assumption of |γ| � |ωr|(ω = ωr+ iγ), the solution of eq.(11.37) for γ is given by the
same equation as eq.(11.11).
Equation (11.35) is the diffusion equation in the velocity space. When the distribution function

of electrons are given by the profile shown in fig.11.2(b), in which the positive gradient of
v ∂f/∂v > 0 exists near v1. Then waves with the phase velocity of ω/k ≈ v1 grow due to Landau
amplification and the amplitude of |Ek| increases. The diffusion coefficient Dv in velocity space
becomes large and anomalous diffusion takes place in velocity space. The positive gradient of
∂f/∂v near ∼ v1 decreases and finally the profile of the distribution function becomes flat near
v ∼ v1.
Let us consider the other case. When a wave is externally exited (by antenna) in a plasma with

Maxwellian distribution function as is shown in fig.11.2(a), diffusion coefficient Dv at v = ω/k
is increased. The gradient of the distribution function near v = ω/k becomes flat as will be seen
in fig.16.18 of ch.16.
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Ch.12 Wave Propagation and Wave Heating

Wave heating in ion cyclotron range of frequency (ICRF), lower hybrid wave heating (LHH),
electron cyclotron heating (ECH), and other heating processes are being studied actively. The
power sources of high-frequency waves are generally easier to construct than the beam source of
neutral beam injection (NBI). Although the heating mechanism of NBI can be well explained by
the classical process of Coulomb collision (refer sec(2.6)), the physical processes of wave heating
are complicated and the interactions of waves and plasmas have a lot of variety, so that various
applications are possible depending on the development of wave heating.
Waves are excited in the plasma by antennas or waveguides located outside the plasma (exci-

tation of wave, antenna-plasma coupling). When the electric field of the excited wave is parallel
to the confining magnetic field of the plasma, the electron, which can move along the magnetic
field, may cancel the electric field. However, if the frequency of the wave is larger than the
plasma frequency the electron can not follow the change in the electric field, and the wave then
propagates through the plasma. When the electric field of the excited wave is perpendicular to
the magnetic field, the electrons move in the direction of E × B (under the condition ω < Ωe)
and thus they can not cancel the electric field. In this case the wave can propagate through the
plasma even if the wave frequency is smaller than the plasma frequency. Excitation consists of
pumping the high-frequency electromagnetic wave into plasma through the coupling system. If
the strucure of the coupling system has the same periodicity as the eigenmode wave, the wave
can be excited resonantly. The efficiency of wave excitation is not high except such resonant
excitation.
Neutral beam injection and electron cyclotron heating can be launched in vacuum and prop-

agate directly into the plasma without attenuation or interaction with the edge. Consequently
the launching structures do not have to be in close proximity to the plasma and have advantage
against thermal load and erosion by plasma.
Excited waves may propagate and pass through the plasma center without damping (heating)

in some cases and may refract and turn back to the external region without passing the plasma
center or may be reflected by the cutoff layer (see fig.12.1). The wave may be converted to the
other type by the mode conversion (wave propagation).
The waves propagating in the plasma are absorbed and damped at the locations where Landau

damping and cyclotron damping occur and heat the plasma. Therefore it is necessary for heating
the plasma center that the waves be able to propagate into the plasma center without absorption
and that they be absorbed when they reach the plasma center (wave heating).

12.1 Energy Flow

Energy transport and the propagation of waves in the plasma medium are very important in
the wave heating of plasmas. The equation of energy flow is derived by taking the difference
between the scalar product of H and eq.(10.15) and the scalar product of E and eq.(10.16):

∇ · (E × H) +E · ∂D

∂t
+H · ∂B

∂t
= 0. (12.1)

P ≡ E × H is called Poynting vector and represents the energy flow of electromagnetic field.
This Poynting equation does not include the effect of electric resistivity by electron-ion collision.
Plasmas are dispersive medium and the dielectric tensors are dependent on the propagation

vector k and the frequency ω. Denote the Fourier components of E(r, t) andD(r, t) by Eω(k, ω)
and Dω(k, ω), respectively. Then we find

Dω =
1

(2π)2

∫
D(r, t) exp(−i(k · r − ωt)) dr dt,

Eω =
1

(2π)2

∫
E(r, t) exp(−i(k · r − ωt)) dr dt.
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Fig.12.1 Passing through, refraction and reflection, absorption near boundary, and absorption at
center of plasma.

There is following relation between them:

Dω(k, ω) = ε0K(k, ω) · Eω(k, ω),

and we have

D(r, t) =
1

(2π)2
ε0

∫
K(k, ω) · Eω(k, ω) exp(i(k · r − ωt)) dk dω,

E(r, t) =
1

(2π)2

∫
Eω(k, ω) exp(i(k · r − ωt)) dk dω.

From the formula of Fourier integral, following equations are derived:

D(r, t) = ε0

∫
K̂(r − r′, t − t′) · E(r′, t′) dr′ dt′

where K̂(r, t) is

K̂(r, t) =
1

(2π)4

∫
K(k, ω) exp(−i(k · r − ωt)) dk dω.

Therefore analysis of general electromagnetic fields in dispersive medium is not simple. However
if the electric field consists of Fourier component in narrow region of k, ω and K changes slowly
as k, ω change, then we can use the following relation:

D(r, t) = ε0K · E(r, t).

From now we will discuss this simple case. The relation between the magnetic induction B and
the magnetic intensity H is

B = µ0H ,

in plasmas.
The quasi-periodic functions A, B may be expressed by

A = A0 exp
(
−i

∫ t

−∞
(ωr + iωi)dt′

)
= A0 exp(−iφr + φi),

B = B0 exp
(
−i

∫ t

−∞
(ωr + iωi)dt′

)
= B0 exp(−iφr + φi)

where φr and φi are real. When the average of the multiplication of the real parts of A with the
real part of B is denoted by AB, then AB is given by

AB =
1
2
· 1
2
〈(A0 exp(−iφr + φi) +A∗

0 exp(iφr + φi))×(B0 exp(−iφr + φi) +B∗
0 exp(iφr + φi))〉

=
1
4
(A0B

∗
0 +A∗

0B0) exp(2φi) =
1
2
Re(AB∗) . (12.2)
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The averaging of the Poynting equation becomes

∇ · P +
∂W

∂t
= 0, (12.3)

P =
1
2µ0

Re(E0 × B∗
0) exp 2

∫ t

−∞
ωidt′, (12.4)

∂W

∂t
=
1
2
Re
((

B∗

µ0
· ∂B

∂t

)
+ ε0E

∗ · ∂

∂t
(K · E)

)
=
1
2
Re
(
−iω

B∗ · B
µ0

+ ε0(−iω)E∗ · K · E
)

=
1
2

ωi
B · B∗

µ0
+

ε0
2
(ωiRe(E∗ · K · E) + ωrIm(E∗ · K · E)) . (12.5)

From the relations

E∗ · K · E =
∑

i

E∗
i

∑
j

KijEj ,

E · K∗ · E∗ =
∑

i

Ei

∑
j

K∗
ijE

∗
j =

∑
j

E∗
j

∑
i

(KT
ji)

∗Ei

=
∑

i

E∗
i

∑
j

(KT
ij)

∗Ej

we find

Re(E∗ · K · E) = E∗ · K + (KT)∗

2
· E,

Im(E∗ · K · E) = E∗ · (−i)[K − (KT)∗]
2

· E.

(KT)∗ is the complex conjugate of transpose matrix KT (lines and rows of components are
exchanged) of K, i.e., KT

ij ≡ Kji. When a matrix M and (MT)∗ are equal with each other,
this kind of matrix is called Hermite matrix. For the Hermite matrix, (E∗ · M · E) is always
real. The dielectric tensor may be decomposed to

K(k, ω) = KH(k, ω) + iKI(k, ω).

As is described in sec.12.3, KH and KI are Hermite, when k, ω are real. It will be proved that
the term iKI corresponds to Landau damping and cyclotron damping. When the imaginary
part of ω is much smaller than the real part (ω = ωr + iωi, |ωi| 	 |ωr|) we may write

K(k, ωr + iωi) ≈ KH(k, ωr) + iωi
∂

∂ωr
KH(k, ωr) + iKI(k, ωr).

When the Hermite component of W (the term associated to KH in W ) is denoted by W0, W0
is given by

W0 =
1
2
Re
(

B∗
0 · B0

2µ0
+

ε0
2

E∗
0 · KH · E0 +

ε0
2

E∗
0 ·
(

ωr
∂

∂ωr
KH

)
· E0

)

=
1
2
Re
(

B∗
0 · B0

2µ0
+

ε0
2

E∗
0 ·
(

∂

∂ω
(ωKH)

)
· E0

)
(12.6)

and eqs.(12.3),(12.5) yield

∂W0

∂t
= −ωr

1
2

ε0E
∗
0 · KI · E0 −∇ · P . (12.7)
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Fig.12.2 F (x, t) and f(k) cos(kx − w(k)t)

The 1st term in eq.(12.6) is the energy density of the magnetic field and the 2nd term is the
energy density of electric field which includes the kinetic energy of coherent motion associated
with the wave. Equation (12.6) gives the energy density of the wave in a dispersive media. The
1st term in the right-hand side of eq.(12.7) represents the Landau and cyclotron dampings and
the 2nd term is the divergence of the flow of wave energy.
Let us consider the velocity of the wave packet

F (r, t) =
∫ ∞

−∞
f(k) exp i(k · r − ω(k)t)dk (12.8)

when the dispersion equation

ω = ω(k)

is given. If f(k) varies slowly, the position of the maximum of F (r, t) is the position of the
stationary phase of

∂

∂ki
(k · r − ω(k)t) = 0. (i = x, y, z)

(see fig.12.2). Consequently the velocity of the maximum position is(
x

t
=

∂ω(k)
∂kx

,
y

t
=

∂ω(k)
∂ky

,
z

t
=

∂ω(k)
∂kz

)

that is,

vg =

(
∂ω

∂kx
,

∂ω

∂ky
,

∂ω

∂kz

)
. (12.9)

This velocity is called group velocity and represents the velocity of energy flow.

12.2 Ray Tracing

When the wavelength of waves in the plasma is much less than the characteristic length
(typically the minor radius a), the WKB approximation (geometrical optical approximation)
can be applied. Let the dispersion relation be D(k, ω, r, t) = 0. The direction of wave energy
flow is given by the group velocity vg = ∂ω/∂k ≡ (∂ω/∂kx, ∂ω/∂ky , ∂ω/∂kz), so that the
optical ray can be given by dr/dt = vg. Although the quantities (k, ω) change according to the
change of r, they always satisfy D = 0. Then the optical ray can be obtained by

dr
ds
=

∂D

∂k
,

dk
ds
= −∂D

∂r
, (12.10)

dt
ds
= −∂D

∂ω
,

dω
ds

=
∂D

∂t
. (12.11)
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Here s is a measure of the length along the optical ray. Along the optical ray the variation δD
becomes zero,

δD =
∂D

∂k
· δk + ∂D

∂ω
· δω +

∂D

∂r
· δr + ∂D

∂t
· δt = 0 (12.12)

and D(k, ω, r, t) = 0 is satisfied. Equations (12.10),(12.11) reduce to

dr
dt
=
dr
ds

(
dt
ds

)−1

= −∂D

∂k

(
∂D

∂ω

)−1

=
(

∂ω

∂k

)
r,t=const.

= vg.

Equation (12.10) has the same formula as the equation of motion with Hamiltonian D. When
D does not depend on t explicitly, D = const. = 0 corresponds to the energy conservation
law. If the plasma medium does not depend on z, kz =const. corresponds to the momentum
conservation law and is the same as the Snell law, N‖ = const..
When k = kr + iki is a solution of D = 0 for a given real ω and |ki| 	 |kr| is satisfied, we

have
D(kr + iki, ω) = ReD(kr, ω) +

∂ReD(kr, ω)
∂kr

· iki + iImD(kr, ω) = 0.

Therefore this reduces to

ReD(kr, ω) = 0,

ki · ∂ReD(kr, ω)
∂kr

= −ImD(kr, ω). (12.13)

Then the wave intensity I(r) becomes

I(r) = I(r0) exp
(
−2
∫ r

r0

kidr
)

, (12.14)

∫
kidr =

∫
ki · ∂D

∂k
ds = −

∫
ImD(kr, ω)ds = −

∫ ImD(kr, ω)
|∂D/∂k| dl. (12.15)

where dl is the length along the optical ray. Therefore the wave absorption can be estimated from
the eqs.(12.14) and (12.15) by tracing many optical rays. The geometrical optical approximation
can provide the average wave intensity with a space resolution of, say, two or three times the
wavelength.

12.3 Dielectric Tensor of Hot Plasma, Wave Absorption and Heating

In the process of wave absorption by hot plasma, Landau damping or cyclotron damping are
most important as was described in ch.11. These damping processes are due to the interaction
between the wave and so called resonant particles satisfying

ω − kzvz − nΩ = 0. n = 0,±1,±2, · · ·
In the coordinates running with the same velocity, the electric field is static (ω = 0) or of
cyclotron harmonic frequency (ω = nΩ). The case of n = 0 corresponds to Landau damping
and the case of n = 1 corresponds to electron cyclotron damping and the case of n = −1
corresponds to ion cyclotron damping (ω > 0 is assumed).
Although nonlinear or stochastic processes accompany wave heating in many cases, the exper-

imental results of wave heating or absorption can ususally well described by linear or quasi-linear
theories. The basis of the linear theory is the dispersion relation with the dielectric tensor K of
finite-temperature plasma. The absorbed power per unit volume of plasma P ab is given by the
1st term in the right-hand side of eq.(12.7):

P ab = ωr

(
ε0
2

)
E∗ · KI · E.
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Since KH, KI is Hermit matrix for real k, ω as will be shown later in this section, the absorbed
power P ab is given by

P ab = ωr

(
ε0
2

)
Re (E∗ · (−i)K · E)ω=ωr

. (12.16)

As is clear from the expression (12.19) of K, the absorbed power P ab reduces to

P ab = ω
ε0
2

(
|Ex|2ImKxx + |Ey|2ImKyy + |Ez|2ImKzz

+2Im(E∗
xEy)ReKxy + 2Im(E∗

yEz)ReKyz + 2Im(E∗
xEz)ReKxz ) . (12.17)

Since eq.(10.3) gives j = −iωP = −iε0ω(K − I) · E, eq.(12.16) may be described by

P ab =
1
2
Re(E∗ · j)ω=ωr . (12.18)

The process to drive the dielectric tensor K of finite-temperature plasma is described in
appendix C. When the plasma is bi-Maxwellian;

f0(v⊥, vz) = n0F⊥(v⊥)Fz(vz),

F⊥(v⊥) =
m

2πκT⊥
exp

(
− mv2⊥
2κT⊥

)
,

Fz(vz) =
(

m

2πκTz

)1/2

exp

(
−m(vz − V )2

2κTz

)

the dielectric tensor K is given by

K = I +
∑
i,e

Π2

ω2

[∑
n

(
ζ0Z(ζn)−

(
1− 1

λT

)
(1 + ζnZ(ζn))

)
e−bXn +2η20λTL

]
, (12.19)

Xn =

 n2In/b in(I ′n − In) −(2λT)1/2ηn n
αIn

−in(I ′n − In) (n2/b+ 2b)In − 2bI ′n i(2λT)1/2ηnα(I ′n − In)
−(2λT)1/2ηn n

αIn −i(2λT)1/2ηnα(I ′n − In) 2λTη2nIn

 (12.20)

Z(ζ) ≡ 1
π1/2

∫ ∞

−∞
exp(−β2)

β − ζ
dβ,

In(b) is the nth modified Bessel function

ηn ≡ ω + nΩ
21/2kzvTz

, ζn ≡ ω − kzV + nΩ
21/2kzvTz

,

λT ≡ Tz

T⊥
, b ≡

(
kxvT⊥

Ω

)2

, α ≡ b1/2,

v2Tz ≡ κTz

m
, v2T⊥ ≡ κT⊥

m
.
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Fig.12.3 Real part ReZ and imaginary part ImZ of Z(x).

The components of L matrix are zero except Lzz = 1.
When the plasma is isotropic Maxwellian (Tz = T⊥) and V = 0, then ηn = ζn, and λT = 1,

and eq.(12.19) reduces to

K = I +
∑
i,e

Π2

ω2

[ ∞∑
n=−∞

ζ0Z(ζn)e−bXn + 2ζ20L

]
. (12.21)

Z(ζ) is called plasma dispersion function. When the imaginary part Imω of ω is smaller than
the real part Reω in magnitude (|Imω| < |Reω|), the imaginary part of the plasma dispersion
function is

ImZ(ζ) = i
kz

|kz |π
1/2 exp(−ζ2).

The real part ReZ(x) (x is real) is shown in fig.12.3. The real part of Z(x) is

ReZ(x) = −2x(1− (2/3)x2 + · · ·)
in the case of x 	 1 (case of hot plasma) and

ReZ(x) = −x−1(1 + (1/2)x−2 + (3/4)x−4 + · · ·)
in the case of x � 1 (case of cold plasma).1,2,3 The imaginary part of Z(ζ) represents the terms
of Landau damping and cyclotron damping as is described later in this section.
When T → 0, that is, ζn → ±∞, b → 0, the dielectric tensor of hot plasma is reduced to the

dielectric tensor (10.9)∼(10.13) of cold plasma.
In the case of b = (kxρΩ)2 	 1 (ρΩ = vT⊥/Ω is Larmor radius), it is possible to expand

e−bXn by b using

In(b) =
(

b

2

)n ∞∑
l=0

1
l!(n + l)!

(
b

2

)2l

=
(

b

2

)n
(
1
n!
+

1
1!(n + 1)!

(
b

2

)2

+
1

2!(n + 2)!

(
b

2

)4

+ · · ·
)

.

The expansion in b and the inclusion of terms up to the second harmonics in K gives

Kxx =1 +
∑
j

(
Πj

ω

)2

ζ0

(
(Z1 + Z−1)

(
1
2
− b

2
+ · · ·

)
+ (Z2 + Z−2)

(
b

2
− b2

2
+ · · ·

)
+ · · ·

)
j

,



152 12 Wave Propagation and Wave Heating

Kyy =1 +
∑
j

(
Πj

ω

)2

ζ0

(
Z0(2b+ · · ·) + (Z1 + Z−1)

(
1
2
− 3b
2
+ · · ·

)

+ (Z2 + Z−2)
(

b

2
− b2 + · · ·

)
+ · · ·

)
j

,

Kzz =1−
∑
j

(
Πj

ω

)2

ζ0

(
2ζ0W0(1− b+ · · ·) + (ζ1W1 + ζ−1W−1)(b+ · · ·)

+(ζ2W2 + ζ−2W−2)

(
b2

4
+ · · ·

)
+ · · ·

)
j

,

Kxy = i
∑
j

(
Πj

ω

)2

ζ0

(
(Z1 − Z−1)

(
1
2
− b+ · · ·

)
+ (Z2 − Z−2)

(
b

2
+ · · ·

)
+ · · ·

)
j

,

Kxz = 21/2
∑
j

(
Πj

ω

)2

b1/2ζ0

(
(W1 − W−1)

(
1
2
+ · · ·

)
+ (W2 − W−2)

(
b

4
+ · · ·

)
+ · · ·

)
j

,

Kyz = −21/2i
∑
j

(
Πj

ω

)2

b1/2ζ0

(
W0

(
−1 + 3

2
b+ · · ·

)

+ (W1 +W−1)
(
1
2
+ · · ·

)
+ (W2 − W−2)

(
b

4
+ · · ·

)
+ · · ·

)
j

(12.22)

Kyx = −Kxy, Kzx = Kxz, Kzy = −Kzy

where

Z±n ≡ Z(ζ±n), Wn ≡ − (1 + ζnZ(ζn)) ,

ζn = (ω + nΩ)/(21/2kz(κTz/m)1/2).

When x � 1, ReW (x) is

ReW (x) = (1/2)x−2(1 + (3/2)x−2 + · · ·).
The absorbed power by Landau damping (including transit time damping) may be estimated
by the terms associated with the imaginary part G0 of ζ0Z(ζ0) in eq.(12.22) of Kij :

G0 ≡ Imζ0Z(ζ0) =
kz

|kz |π
1/2ζ0 exp(−ζ20 ).

Since

(ImKyy)0 =
(

Πj

ω

)2

2bG0,

(ImKzz)0 =
(

Πj

ω

)2

2ζ20G0,

(ReKyz)0 =
(

Πj

ω

)2

21/2b1/2ζ0G0

the contribution of these terms to the absorption power (12.17) is

P ab
0 = 2ω

(
Πj

ω

)2

G0

(
ε0
2

)(
|Ey|2b+ |Ez|2ζ20 + Im(E∗

yEz)(2b)1/2ζ0
)

. (12.23)
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The 1st term is of transit time damping and is equal to eq.(11.16). The 2nd term is of Landau
damping and is equal to eq.(11.10). The 3rd one is the term of the interference of both.
The absorption power due to cyclotron damping and the harmonic cyclotron damping is

obtained by the contribution from the terms

G±n ≡ Imζ0Z±n =
kz

|kz|π
1/2ζ0 exp(−ζ2±n)

and for the case b 	 1,

(ImKxx)±n = (ImKyy)±n =
(

Πj

ω

)2

G±nαn,

(ImKzz)±n =
(

Πj

ω

)2

2ζ2±nG±nbαnn−2,

(ReKxy)±n = −
(

Πj

ω

)2

G±n(±αn),

(ReKyz)±n = −
(

Πj

ω

)2

(2b)1/2ζ±nG±nαnn−1,

(ImKxz)±n = −
(

Πj

ω

)2

(2b)1/2ζ±nG±n(±αn)n−1,

αn = n2(2 · n!)−1
(

b

2

)n−1

.

The contribution of these terms to the absorbed power (12.17) is

P ab
±n = ω

(
Πj

ω

)2

Gn

(
ε0
2

)
αn|Ex ± iEy|2. (12.24)

Since

ζn = (ω + nΩi)/(21/2kzvTi) = (ω − n|Ωi|)/(21/2kzvTi)

the term of +n is dominant for the ion cyclotron damping (ω > 0), and the term of −n is
dominant for electron cyclotron damping (ω > 0), since

ζ−n = (ω − nΩe)/(21/2kzvTe).

The relative ratio of E components can be estimated from the following equations:

(Kxx − N2
‖ )Ex +KxyEy + (Kxz +N⊥N‖)Ez = 0,

−KxyEx + (Kyy − N2
‖ − N2

⊥)Ey +KyzEz = 0, (12.25)

(Kxz +N⊥N‖)Ex − KyzEy + (Kzz − N2
⊥)Ez = 0.

For cold plasmas, Kxx → K⊥, Kyy → K⊥, Kzz → K‖, Kxy→ −iK×, Kxz → 0, Kyz → 0 can be
substituted into eq.(12.25), and the relative ratio is Ex : Ey : Ez = (K⊥ − N2) ×(K‖ − N2

⊥) :
−iKx(K‖ − N2

⊥) : −N‖N⊥(K⊥ − N2).
In order to obtain the magnitude of the electric field, it is necessary to solve the Maxwell

equation with the dielectric tensor of eq.(12.19). In this case the density, the temperature, and
the magnetic field are functions of the coordinates. Therefore the simplified model must be used
for analytical solutions; otherwise numerical calculations are necessary to derive the wave field.
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12.4 Wave Heating in Ion Cyclotron Range of Frequency

The dispersion relation of waves in the ion cyclotron range of frequency (ICRF) is given by
eq.(10.64);

N2
‖ =

N2
⊥

2[1− (ω/Ωi)2]

(
−
(
1−

(
ω

Ωi

)2
)
+
2ω2

k2⊥v2A
±
(1− ( ω

Ωi

)2
)2

+ 4
(

ω

Ωi

)2 ( ω

k⊥vA

)4
1/2).

The plus sign corresponds to the slow wave (L wave, ion cyclotron wave), and the minus sign
corresponds to the fast wave (R wave, extraordinary wave). When 1 − ω2/Ω2

i 	 2(ω/k⊥vA)2,
the dispersion relation becomes

k2z = 2

(
ω2

v2A

)(
1− ω2

Ω2
i

)−1

, (for slow wave)

k2z = −k2⊥
2
+

ω2

2v2A
. (for fast wave)

Since the externally excited waves have propagation vectors with 0 < k2z < (1/a)2, k2⊥ > (π/a)2
usually, there are constraints

ω2

v2A

2
(1− ω2/Ω2

i )
<

(
π

a

)2

,

n20a
2 < 2.6× 10−4B2(1− ω2/Ω2

i )
A

for slow wave and

ω2

2v2A
>

(
π

a

)2

,

n20a
2 > 0.5× 10−2 (Ωi/ω)2

A/Z2

for the fast wave,4 where n20 is the ion density in 1020m−3, a is the plasma radius in meters,
and A is the atomic number.
An ion cyclotron wave (slow wave) can be excited by a Stix coil1 and can propagate and heat

ions in a low-density plasma. But it cannot propagate in a high-density plasma like that of a
tokamak.
The fast wave is an extraordinary wave in this frequency range and can be excited by a loop

antenna, which generates a high-frequency electric field perpendicular to the magnetic field (see
sec.10.2). The fast wave can propagate in a high-density plasma. The fast wave in a plasma
with a single ion species has Ex + iEy = 0 at ω = |Ωi| in cold plasma approximation, so that it
is not absorbed by the ion cyclotron damping. However, the electric field of the fast wave in a
plasma with two ion species is Ex+ iEy �= 0, so that the fast wave can be absorbed; that is, the
fast wave can heat the ions in this case.
Let us consider the heating of a plasma with two ion species, M and m, by a fast wave. The

masses, charge numbers, and densities of the M ion and m ion are denoted by mM, ZM, nM and
mm, Zm, nm, respectively. When we use

ηM ≡ Z2
MnM

ne
, ηm ≡ Z2

mnm

ne
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Fig.12.4 L cutoff layer(L = N2
‖ ), R cutoff layer (R = N2

‖ ), and the ion-ion hybrid resonance layer
(K⊥ = N2

‖ ) of ICRF wave in a tokamak with two ion components D
+, H+. The shaded area is the

region of N2
⊥ < 0.

we have ηM/ZM + ηm/Zm = 1 since ne = ZMnM + Zmnm. Since (Πe/ω)2 � 1 in ICRF wave,
the dispersion relation in the cold plasma approximation is given by eq.(10.2) as follows:

N2
⊥ =

(R − N2
‖ )(L − N2

‖ )

K⊥ − N2
‖

,

R = −Π2
i

ω2

(
(mM/mm)ηmω

ω + |Ωm| +
ηMω

ω + |ΩM| −
ω

|ΩM|/ZM

)
,

L = −Π2
i

ω2

(
(mM/mm)ηmω

ω − |Ωm| +
ηMω

ω − |ΩM| +
ω

|ΩM|/ZM

)
,

K⊥ = −Π2
i

ω2

(
(mM/mm)ηmω2

ω2 − Ω2
m

+
ηMω2

ω2 − Ω2
M

)
,

Π2
i ≡ nee

2

ε0mM
.

Therefore ion-ion hybrid resonance occurs at K⊥ − N2
‖ = 0, that is,

ηm(mM/mm)ω2

ω2 − Ω2
m

+
ηMω2

ω2 − Ω2
M

≈ − ω2

Π2
i

N2
‖ ≈ 0,

ω2 ≈ ωIH ≡ ηM + ηm(µ2/µ′)
ηM + ηm/µ′ Ω2

m,

µ′ ≡ mm

mM
, µ ≡ ΩM

Ωm
=

mmZM

mMZm
.

Figure 12.4 shows the ion-ion hybrid resonance layer; K⊥−N2
‖ = 0, the L cutoff layer; L−N2

‖ = 0,
and R cutoff layer; R − N2

‖ = 0, of a tokamak plasma with the two ion species D
+ (M ion) and

H+ (m ion). Since the Kzz component of the dielectric tensor is much larger than the other
component, even in a hot plasma, the dispersion relation of a hot plasma is5

Kxx − N2
‖ Kxy

−Kxy Kyy − N2
‖ − N2

⊥
= 0. (12.26)
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When we use the relation Kyy ≡ Kxx +∆Kyy, |∆Kyy| 	 |Kxx|,

N2
⊥ =

(Kxx − N2
‖ )(Kxx +∆Kyy − N2

‖ ) +K2
xy

Kxx − N2
‖

≈
(Kxx + iKxy − N2

‖ )(Kxx − iKxy − N2
‖ )

Kxx − N2
‖

.

When ω2 is near ω2
IH, Kxx is given by

Kxx = −Π2
i

ω2

(
mM

2mm
ηmζ0Z(ζ1) +

ηMω2

ω2 − Ω2
M

)
.

The resonance condition is Kxx = N2
‖ . The value of Z(ζ1) that appears in the dispersion

equation is finite and 0 > Z(ζ1) > −1.08. The condition

ηm ≥ ηcr ≡ 2
1.08

mm

mM
21/2N‖

vTi
c

(
ηMω2

ω2 − Ω2
M

+N2
‖

ω2

Π2
i

)

is necessary to obtain the resonance condition. This point is different from the cold plasma
dispersion equation (note the difference between Kxx and K⊥).
It is deduced from the dispersion equation (12.26) that the mode conversion5 from the fast

wave to the ion Berstein wave occurs at the resonance layer when ηm ≥ ηcr. When the L cutoff
layer and the ion-ion hybrid resonance layer are close to each other, as shown in fig.12.4, the fast
wave propagating from the outside torus penetrates the L cutoff layer partly by the tunneling
effect and is converted to the ion Bernstein wave. The mode converted wave is absorbed by ion
cyclotron damping or electron Landau damping. The theory of mode conversion is described in
chapter 10 of ref.1. ICRF experiments related to this topic were carried out in TFR.
When ηm < ηcr, K⊥ = N2

‖ cannot be satisfied and the ion-ion hybrid resonance layer disap-
pears. In this case a fast wave excited by the loop antenna outside the torus can pass through the
R cutoff region (because the width is small) and is reflected by the L cutoff layer and bounced
back and forth in the region surrounded by R = N2

‖ and L = N2
‖ . In this region, there is a

layer satisfying ω = |Ωm|, and the minority m ions are heated by the fundamental ion cyclotron
damping. The majority M ions are heated by the Coulomb collisions with m ions. If the mass of
M ions is l times as large as the mass of m ions, the M ions are also heated by the lth harmonic
ion cyclotron damping. This type of experiment was carried out in PLT with good heating
efficiency. This is called minority heating. The absorption power Pe0 due to electron Landau
damping per unit volume is given by eq.(12.23), and it is important only in the case ζ0 ≤ 1. In
this case we have Ey/Ez ≈ Kzz/Kyz ≈ 2ζ20/(21/2b1/2ζ0(−i)) and Pe0 is6

Pe0 =
ωε0
4

|Ey|2
(

Πe

ω

)2 (k⊥vTe
Ωe

)2

2ζ0eπ1/2 exp(−ζ20e). (12.27)

The absorption power Pin by the n-th harmonic ion cyclotron damping is given by eq.(12.24)
as follows;

Pin =
ωε0
2

|Ex + iEy|2
(

Πi

ω

)2
(

n2

2× n!

)(
b

2

)n−1

× ω

21/2kzvTi
π1/2 exp

(
−(ω − n|Ωi|)2

2(kzvTi)2

)
. (12.28)

The absorption power due to the second harmonic cyclotron damping is proportional to the
beta value of the plasma. In order to evaluate the absorption power by eqs.(12.27) and (12.28),
we need the spatial distributions of Ex and Ey. They can be calculated in the simple case of a
sheet model.7
In the range of the higher harmonic ion cyclotron frequencies (ω ∼ 2Ωi, 3Ωi), the direct

excitation of the ion Bernstein wave has been studied by an external antenna or waveguide,
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which generates a high-frequency electric field parallel to the magnetic field.8

12.5 Lower Hybrid Wave Heating

Since |Ωi| 	 Πi in a tokamak plasma (ne ≥ 1013, cm−3), the lower hybrid resonance frequency
becomes

ω2
LH =

Π2
i +Ω2

i

1 +Π2
e /Ω2

e + Zme/mi
≈ Π2

i

1 +Π2
e /Ω2

e

.

There are relations Ωe � ωLH � |Ωi|, Π2
i /Π2

e = |Ωi|/Ωe. For a given frequency ω, lower hybrid
resonance ω = ωLH occurs at the position where the electron density satisfies the following
condition:

Π2
e (x)
Ω2
e

=
Π2

res

Ω2
e

≡ p, p =
ω2

Ωe|Ωi| − ω2
.

When the dispersion equation (10.20) of cold plasma is solved about N2
⊥ using N2 = N2

‖ +N2
⊥,

we have

N2
⊥ =

K⊥K̃⊥ − K2× +K‖K̃⊥
2K⊥

±
(K⊥K̃⊥ − K2× +K‖K̃⊥

2K⊥

)2

+
K‖
K⊥

(K2
× − K̃2

⊥)

1/2 ,

where K̃⊥ = K⊥ − N2
‖ . The relations h(x) ≡ Π2

e (x)/Π2
res, K⊥ = 1 − h(x), K× = ph(x)Ωe/ω,

K‖ = 1 − βΠh(x), βΠ ≡ Π2
res/ω2 ∼ O(mi/me), α ≡ Π2

res/(ωΩe) ∼ O(mi/me)1/2 and βΠh � 1
reduce this to

N2
⊥(x) =

βΠh

2(1− h)

(
N2

‖ − (1− h+ ph)±
[
(N2

‖ − (1− h+ ph))2 − 4(1− h)ph
]1/2)

. (12.29)

The slow wave corresponds to the case of the plus sign in eq.(12.29). In order for the slow wave
to propagate from the plasma edge with low density (h 	 1) to the plasma center with high
density (Π2

e = Π2
res, h = 1), N⊥(x) must real. Therefore following condition

N‖ > (1− h)1/2 + (ph)1/2

is necessary. The right-hand side of the inequality has the maximum value (1 + p)1/2 in the
range 0 < h < 1, so that the accessibility condition of the resonant region to the lower hybrid
wave becomes

N2
‖ > N2

‖,cr = 1 + p = 1 +
Π2

res

Ω2
e

. (12.30)

If this condition is not satisfied, the externally excited slow wave propagates into the position
where the square root term in eq.(12.29) becomes zero and transforms to the fast wave there.
Then the fast wave returns to the low-density region. The slow wave that satisfies the acces-
sibility condition can approach the resonance region and N⊥ can become large, so that the
dispersion relation of hot plasma must be used to examine the behavior of this wave. Near the
lower hybrid resonance region, the approximation of the electrostatic wave, eq.(13.1) or (C.36),
is applicable. Since |Ωi| 	 ω 	 Ωe, the terms of ion contribution and electron contribution are
given by eqs.(13.3) and (13.4), respectively, that is,

1 +
Π2

e

k2
me

Te
(1 + I0e

−bζ0Z(ζ0)) +
Π2

i

k2
mi

Ti
(1 + ζZ(ζ)) = 0,

where ζ0=ω/(21/2kzvTe), and ζ=ω/(21/2kvTi)≈ω/(21/2k⊥vTi). Since I0e
−b ≈ 1 − b+ (3/4)b2,

ζ0 � 1, ζ � 1, 1 + ζZ(ζ) ≈ −(1/2)ζ−2 − (3/4)ζ−4, we have(
3Π2

i

ω4

κTi

mi
+
3
4

Π2
e

Ω4
e

κTe

me

)
k4⊥ −

(
1 +

Π2
e

Ω2
e

− Π2
i

ω2

)
k2⊥ −

(
1− Π2

e

ω2

)
k2z = 0. (12.31)
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Fig.12.5 Trace of lower hybrid wave in N2
⊥ − h(x) (= Π2

e (x)/Π2
res) diagram for the case of

p = 0.353, N2
‖cr = 1 + p = 1.353. This corresponds to the case of H+ plasma in B = 3T, and

f = ω/2π= 109Hz. The electron density for the parameter βΠ = 7.06× 103 (= Π2
res/ω2) is

nres = 0.31× 1020m−3.

Using the notations ρi = vTi/|Ωi| and

s2 ≡ 3
(
|ΩeΩi|

ω2
+
1
4

Te

Ti

ω2

|ΩeΩi|

)
= 3

(
1 + p

p
+
1
4

Te

Ti

p

1 + p

)
,

we have (
3Π2

i

ω4

κTi

mi
+
3
4

Π2
e

Ω4
e

κTe

me

)
=

Π2
i

ω2

me

mi

v2Tis
2

Ωi

(
1 +

Π2
e

Ω2
e

− Π2
i

ω2

)
=

1
1 + p

1− h

h

Π2
i

ω2

Then the dimensionless form of (12.31) is

(k⊥ρi)4 − 1− h

h

mi

me

1
(1 + p)s2

(k⊥ρi)2 +
(

mi

me

)2 1
s2
(kzρi)2 = 0. (12.32)

This dispersion equation has two solutions. One corresponds to the slow wave in a cold plasma
and the other to the plasma wave in a hot plasma. The slow wave transforms to the plasma
wave at the location where eq.(12.31) or (12.32) has equal roots.9,10,11 The condition of zero
discriminant is 1/h = 1 + 2kzρi(1 + p)s and

Π2
e (x)
Ω2
e

=
Π2

M.C.

Ω2
e

≡ p

1 + 2kzρi(1 + p)s
.

Accordingly, the mode conversion occurs at the position satisfying

ω2

Π2
i

=

(
1− ω2

|Ωi|Ωe

)
+

N‖vTe2
√
3

c

Ti

Te
+
1
4

(
ω2

ΩiΩe

)2
1/2

and the value of k2⊥ρ2i at this position becomes

k2⊥ρ2i |M.C. =
mi

me

kzρi
s

.
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Fig.12.6 Array of waveguides to excite a lower hybrid wave (slow wave).

If the electron temperature is high enough at the plasma center to satisfy vTe > (1/3)c/N‖,
the wave is absorbed by electrons due to electron Landau damping.
After the mode conversion, the value N⊥ becomes large so that c/N⊥ becomes comparable

to the ion thermal velocity (c/N⊥ ∼ vTi). Since ω � |Ωi|, the ion motion is not affected by
the magnetic field within the time scale of ω−1. Therefore the wave with phase velocity c/N
is absorbed by ions due to ion Landau damping. When ions have velocity vi larger than c/N⊥
(vi > c/N⊥), the ions are accelerated or decelerated at each time satisfying vi cos(Ωit) ≈ c/N⊥
and are subjected to stochastic heating.
The wave is excited by the array of waveguides, as shown in fig.12.6, with an appropriate phase

difference to provide the necessary parallel index N‖ = kzc/ω = 2πc/(λzω). In the low-density
region at the plasma boundary, the component of the electric field parallel to the magnetic field
is larger for the slow wave than for the fast wave. Therefore the direction of wave-guides is
arranged to excite the electric field parallel to the line of magnetic force. The coupling of waves
to plasmas is discussed in detail in ref.12 and the experiments of LHH are reviewed in ref.13.
For the current drive by lower hybrid wave, the accessibility condition (12.30) and c/N‖ � vTe

are necessary. If the electron temperature is high and κTe ∼ 10 keV, then vTe/c is already
∼ 1/7. Even if N‖ is chosen to be small under the accessibility condition, eq.(12.30), the wave
is subjected to absorbtion by electron damping in the outer part of the plasma, and it can not
be expected that the wave can propagate into the central part of the plasma.
When the value of N‖ is chosen to be N‖ ∼ (1/3)(c/vTe), electron heating can be expected and

has been observed experimentally. Under the condition that the mode conversion can occur, ion
heating can be expected. However, the experimental results are less clear than those for electron
heating.

12.6 Electron Cyclotron Heating

The dispersion relation of waves in the electron cyclotron range of frequency in a cold plasma
is given by eq.(10.79). The plus and minus signs in eq.(10.79) correspond to ordinary and
extraordinary waves, respectively. The ordinary wave can propagate only when ω2 > Π2

e as
is clear from eq.(10.86) (in the case of θ = π/2). This wave can be excited by an array of
waveguides, like that used for lower hybrid waves (fig. 12.6), which emits an electric field parallel
to the magnetic field. The phase of each waveguide is selected to provide the appropriate value
of the parallel index N‖ = kzc/ω= 2πc/(ωλz).
The dispersion relation of the extraordinary wave is given by eq.(10.87). When θ = π/2, it is

given by eq.(10.52). It is necessary to satisfy ω2
UH > ω2 > ω2

L, ω2
LH. As is seen from the CMA

diagram of fig.10.5, the extraordinary wave can access the plasma center from the high magnetic
field side (see fig.12.7) but can not access from the low field side because of ω = ωR cutoff. The
extraordinary wave can be excited by the waveguide, which emits an electric field perpendicular
to the magnetic field (see sec.10.2a).
The ion’s contribution to the dielectric tensor is negligible. When relations b 	 1, ζ0 � 1 are

satisfied for electron, the dielectric tensor of a hot plasma is

Kxx = Kyy = 1 +Xζ0Z−1/2, Kzz = 1− X +N2
⊥χzz,

Kxy = −iXζ0Z−1/2, Kxz = N⊥χxz, Kyz = iN⊥χyz,
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Fig.12.7 The locations of electron cyclotron resonance (ω = Ωe), upperhybrid resonance (ω = ωLH)
and R cut off (ω = ωR) in case of Ωe0 > Πe0, where Ωe0 and Πe0 are electron cyclotron resonance
frequency and plasma frequency at the plasma center respectively (left figure). The right figure is the
CMA diagram near electron cyclotron frequency region.

χxz ≈ χyz ≈ 2−1/2XY −1 vT
c

ζ0(1 + ζ−1Z−1),

χzz ≈ XY −2
(

vT
c

)2

ζ0ζ−1(1 + ζ−1Z−1),

X ≡ Π2
e

ω2
, Y ≡ Ωe

ω
, ζ−1 =

ω − Ωe

21/2kzvT
, N⊥ =

k⊥c

ω
.

The Maxwell equation is

(Kxx − N2
‖ )Ex +KxyEy +N⊥(N‖ + χxz)Ez = 0,

−KxyEx + (Kyy − N2
‖ − N2

⊥)Ey + iN⊥χyzEz = 0,

N⊥(N‖ + χxz)Ex − iN⊥χyzEy + (1− X − N2
⊥(1− χzz))Ez = 0.

The solution is

Ex

Ez
= − iN2

⊥χxz(N‖ + χxz) +Kxy(1− X − N2
⊥(1− χzz))

N⊥(iχxz(Kxx − N2
‖ ) +Kxy(N‖ + χxz))

,

Ey

Ez
= −

N2
⊥(N‖ + χxz)2 − (Kxx − N2

‖ )(1− X − N2
⊥(1− χzz))

N⊥(iχxz(Kxx − N2
‖ ) +Kxy(N‖ + χxz))

.

The absorption power P−1 per unit volume is given by eq.(12.24) as follows:

P−1 = ωXζ0
π1/2

2
exp

(
−(ω − Ωe)2

2k2zv2Te

)
ε0
2
|Ex − iEy|2.

When ω = Ωe, then ζ−1 = 0, Z−1 = iπ1/2,Kxx = 1+ih,Kxy = h, χyz = χxz = 21/2X(vTe/c)ζ0 =
X/(2N‖), χzz = 0, h ≡ π1/2ζ0X/2. Therefore the dielectric tensor K becomes

K =

 1 + ih h N⊥χxz
−h 1 + ih iN⊥χxz

N⊥χxz −iN⊥χxz 1− X

 .
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For the ordinary wave (O wave), we have

Ex − iEy

Ez
=

iN2
⊥(O)N‖(N‖ + χxz)− i(1− N2

‖ )(1− X − N2
⊥(O))

N⊥(O)(N‖h+ iχxz(1− N2
‖ ))

.

When N‖ 	 1 and the incident angle is nearly perpendicular, eq.(10.82) gives 1−X −N2
⊥(O) =

(1− X)N2
‖ . Since χxz = X/2N‖, χxz � N‖. Therefore the foregoing equation reduces to

Ex − iEy

Ez
=

iN⊥(O)N‖χxz

N‖h+ iχxz
.

For extraordinary wave (X wave), we have

Ex − iEy

Ey
= −

iN2
⊥(X)N‖(N‖ + χxz)− i(1− N2

‖ )(1− X − N2
⊥(X))

N2
⊥(X)(N‖ + χxz)2 − (Kxx − N2

‖ )(1− X − N2
⊥(X))

.

When N‖ 	 1 and ω = Ωe, eq.(10.83) gives 1 − X − N2
⊥(X) ≈ −1 + N2

‖ . Since χ2
xz =

(2π)−1/2(vTe/cN‖)Xh 	 h, the foregoing equation reduces to

Ex − iEy

Ey
=

−(1 +N2
⊥(X)N‖(N‖ + χxz))

h − i(1 +N2
⊥(X)(N‖ + χxz)2)

∼ −1
h

.

The absorption power per unit volume at ω = Ωe is

P−1(O) ≈ ωε0
2

|Ez|2
hN2

⊥(O)N
2
‖χ2

xz

(N‖h)2 + χ2
xz

exp(−ζ2−1)

≈ ωε0
2

|Ez |2 1
(2π)1/2

(
Πe

ω

)2
(

vTe
cN‖

)
N2

⊥(O)N
2
‖

N2
‖ + (vTe/c)2(2/π)

for ordinary wave and

P−1(X) ∼ ωε0
2

|Ey|2 1h =
ωε0
2

|Ey|22
(
2
π

)1/2 (Πe

ω

)−2 (N‖vTe
c

)
.

for extraordinary wave.14,15

Since P (O) ∝ neT
1/2
e /N‖, P (X) ∝ N‖T

1/2
e /ne, the ordinary wave is absorbed more in the

case of higher density and perpendicular incidence, but the extraordinary wave has opposite
tendency.
The experiments of electron cyclotron heating have been carried out by T-10, ISX-B, JFT-2,

D-IIID, and so on, and the good heating efficiency of ECH has been demonstrated.
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Ch.13 Velocity Space Instabilities (Electrostatic Waves)

Besides the magnetohydrodynamic instabilities discussed in ch.8, there is another type of
instabilities, caused by deviations of the velocity space distribution function from the stable
Maxwell form. Instabilities which are dependent on the shape of the velocity distribution func-
tion are called velocity space instabilities or microscopic instabilities. However the distinction
between microscopic and macroscopic or MHD instabilities is not always clear, and sometimes
an instability belongs to both.

13.1 Dispersion Equation of Electrostatic Wave

In this chapter, the characteristics of the perturbation of electrostatic wave is described. In
this case the electric field can be expressed by E = −∇φ = −ikφ. The dispersion equation of
electrostatic wave is give by (sec.10.5)

k2
xKxx + 2kxkzKxz + k2

zKzz = 0.

The process in derivation of dispersion equation of hot plasma will be described in details in
appendix C. When the zeroth-order distribution function is expressed by

f0(v⊥, vz) = n0F⊥(v⊥)Fz(vz),

F⊥(v⊥) =
m

2πκT⊥
exp

(
−mv

2
⊥

2κT⊥

)
,

Fz(vz) =
(

m

2nκT⊥

)1/2

exp

(
−mv

2
z

2κTz

)

the dispersion equation is given by eq.(C.36) as follows

k2
x + k2

z +
∑
i,e

Π2 m

κTz

(
1 +

∞∑
n=−∞

(
1 +

Tz

T⊥
(−nΩ)
ωn

)
ζnZ(ζn)In(b)e−b

)
= 0 (13.1)

where

ζn ≡ ωn

21/2kzvTz
, ωn ≡ ω − kzV + nΩ,

b = (kxvT⊥/Ω)2, v2
Tz = κTz/m, v2

T⊥ = κT⊥/m,

In(b) is n-th modified Bessel function

Z(ζ) is plasma dispersion function.

When the frequency of the wave is much higher than cyclotron frequency (|ω| � |Ω|), then we
find ζn → ζ0, nΩ/ωn → 0,

∑
In(b)e−b = 1, so that the dispersion equation is reduced to

k2
x + k2

z +
∑
i,e

Π2 m

κTz
(1 + ζ0Z(ζ0)) = 0 (|ω| � |Ω|). (13.2)

The dispersion equation in the case of B = 0 is given by

k2 +
∑
i,e

Π2 m

κT
(1 + ζZ(ζ)) = 0.

(
ζ =

ω − kV
21/2kvT

, B = 0
)

(13.3)
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When the frequency of wave is much lower than cyclotron frequency (|ω| � |Ω|), then we find
ζn → ∞ (n 	= 0), ζnZn → −1 and

∑
In(b)e−b = 1.

k2
x + k2

z +
∑
i,e

Π2 m

κTz

(
I0e

−b (1 + ζ0Z(ζ0)) +
Tz

T⊥

(
1 − I0e−b

))
= 0. (|ω| � |Ω|) (13.4)

When the frequency of wave is much higher than cyclotron frequency or the magnetic field is
very small, the dispersion equations (13.2),(13.3) are reduced to

k2
x + k2

z +
∑

Π2 m

κTz


kz

κTz

m

∫ ∂(f/n0)
∂vz

ω − kzvz
dvz


 = 0.

Partial integration of eq.(13.5) gives

k2
x + k2

z

k2
z

=
∑

Π2
∫ (f/n0)

(ω − kzvz)2
dvz. (13.5)

13.2 Two Streams Instability

The interaction between beam and plasma is important. Let us consider an excited wave in
the case where the j particles drift with the velocity Vj and the spread of the velocity is zero.
The distribution function is given by

fi(vz) = njδ(vz − Vj).

The dispersion equation of the wave propagating in the direction of the magnetic field (kx = 0)
is

1 =
∑
j

Π2
j

(ω − kVj)2
.

In the special case Π2
1 = Π2

2 (n2
1q

2
1/m1 = n2

2q
2
2/m2), the dispersion equation is quadratic:

(ω − kV̄ )2 = Π2
t

(
1 + 2x2 ± (1 + 8x2)1/2

2

)

where

Π2
t = Π2

1 +Π2
2 , x =

k(V1 − V2)
2Πt

, V̄ =
V1 + V2

2
.

For the negative sign, the dispersion equation is

(ω − kV̄ )2 = Π2
t (−x2 + x3 + · · ·) (13.6)

and the wave is unstable when x < 1, or

k2(V1 − V2)2 < 4Π2
t .

The energy to excite this instability comes from the zeroth-order kinetic energy of beam
motion. When some disturbance occurs in the beam motion, charged particles may be bunched
and the electric field is induced. If this electric field acts to amplify the bunching, the disturbance
grows. This instability is called two-streams instability.
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13.3 Electron Beam Instability

Let us consider the interaction of a weak beam of velocity V0 with a plasma which consists of
cold ions and hot electrons. The dispersion equation (13.5) of a electrostatic wave with kx = 0
(Ex = Ey = 0, Ez 	= 0, B1 = 0) is given by

Kzz = K‖ −
Π2

b

(ω − kV0)2
= 1−Π

2
i

ω2
−Π2

e

∫ ∞

−∞
fe(vz)/n0

(ω − kvz)2 dvz− Π2
b

(ω − kV0)2
= 0. (13.7)

For the limit of weak beam (Π2
b → 0), the dispersion equation is reduced to K‖(ω, k) ≈ 0, if

ω 	= kV0. The dispersion equation including the effect of weak beam must be in the form of

ω − kV0 = δω(k). (δω(k) � kV0)

Using δ2ω we reduce eq.(13.7) to

Π2
b

δ2ω
= K‖(ω = kV0, k) +

(
∂K‖
∂ω

)
ω=kV0

δω.

If ω = kV0 does not satisfy K‖ = 0, K‖ 	= 0 holds and the 2nd term in right-hand side of the
foregoing equation can be neglected:

Π2
b

δ2ω
= K‖(ω = kV0, k).

The expression for K‖(ω = kV0, k) is

K‖(ωr) = KR(ωr) + iKI(ωr).

The KI term is of the Laudau damping (see sec.12.3).
When the condition ω = kV0 is in a region where Landau damping is ineffective, then |KI| �

|KR| and the dispersion equation is reduced to

Π2
b

(ω − kV0)2
= KR. (13.8)

Therefore if the condition

KR < 0 (13.9)

is satisfied, δω is imaginary and the wave is unstable. When the dielectric constant is negative,
electric charges are likely to be bunched and we can predict the occurrence of this instability.

If ω = kV0 is in a region where Landau damping is effective, the condition of instability is that
the wave energy density W0 in a dispersive medium (eq.12.6) is negative, because the absolute
value of W0 increases if ∂W0/∂t is negative;

∂W0

∂t
=
∂

∂t

(
ε0
2
E∗

z

∂

∂ω
(ωKzz)Ez

)
= −ωr

2
ε0E

∗
zKIEz < 0.

When energy is lost from the wave by Landau damping, the amplitude of wave increases because
the wave energy density is negative. Readers may refer to ref.1 for more detailed analysis of
beam-plasma interaction.

13.4 Harris Instability

When a plasma is confined in a mirror field, the particles in the loss cone ((v⊥/v)2 < 1/Rm Rm
being mirror ratio) escape, so that anisotropy appears in the velocity-space distribution function.
The temperature perpendicular to the magnetic field in the plasma heated by ion or electron
cyclotron range of frequency is higher than the parallel one.
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Let us consider the case where the distribution function is bi-Maxwellian. It is assumed that
the density and temperature are uniform and there is no flow of particles (V = 0). In this case
the dispersion equation (13.1) is

k2
x + k2

z +
∑
j

Π2
jmj

(
1
κTz

+
∞∑

l=−∞
Il(b)e−b

(
1
κTz

+
1
κT⊥

(−lΩ)
ω + lΩ

)
ζlZ(ζl)




j

= 0, (13.10)

ζl =
ω + lΩ

(2κTz/m)1/2kz
.

We denote the real and imaginary parts of the right-hand side of eq.(13.10) for real ω = ωr by
K(ωr) = Kr(ωr) + iKi(ωr). When the solution of eq.(13.10) is ωr + iγ, i.e., for K(ωr + iγ) = 0,
ωr and γ are given by Kr(ωr) = 0, γ = −Ki(ωr)(∂Kr(ωr)/∂ωr)−1 when |γ| � |ωr| and Taylor
expansion is used. Accordingly we find

k2
x + k2

z +
∑
j

Π2
jmj

(
1
κTz

+
1

(2κTz/m)1/2kz

∞∑
l=−∞

Ile
−b
(
ω + lΩ
κTz

− lΩ

κT⊥

)
Zr(ζl)

)
j

= 0,

(13.11)

γ = − 1
A
π1/2

∑
j

Π2
jmj ×


 ∞∑

l=−∞
Ile

−b 1
(2κTz/m)1/2|kz |

(
ω + lΩ
κTz

− lΩ

κT⊥

)
exp(−ζ2

l )
)

j
, (13.12)

A =
∑
j

Π2
jmj

∞∑
l=−∞

[
Ile

−b

(
Zr(ζl)/κTz

(2κTz/m)1/2kz
+

1
(2κTz/m)k2

z

(
ω + lΩ
κTz

− lΩ

κT⊥

)
Z ′

r(ζl)

)]
j

.

Zr(ζl) is real part of Z(ζl) and Z ′
r(ζl) is the derivatives by ζl.

Let us assume that the electron is cold (be ≈ 0, |ζ0e| � 1) and the ion is hot. Then the
contribution of the electron term is dominant in eq.(13.11) and the ion term can be neglected.
Equation (13.11) becomes

k2 −Π2
e

k2
z

ω2
r

= 0. (13.13)

i.e.,

ωr = ±Πe
kz

k
.

The substitution of ωr into eq.(13.12) yields

γ =
π1/2

2k2

∑
j

Π2
j

(
m

κTz

)
j

1

(2κTz/m)1/2
j |kz|

×

 ∞∑

l=−∞
Ile

−bωr

(
−(ωr + lΩ) +

Tz

T⊥
lΩ

)
exp(−ζ2

l )




j

.

(13.14)

exp(−ζ2
l ) has meaningful value only near ωr + lΩi = ωr − l|Ωi| ≈ 0. The first term in the

braket of eq.(13.14), −(ωr − l|Ωi|)| can be destabilizing term and the 2nd term −(Tz/T⊥)l|Ωi| is
stabilizing term. Accordingly the necessary conditions for instability (γ > 0) are

ωr ∼ l|Ωi|, ωr < l|Ωi|, Tz

T⊥
l <

1
2
,
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that is,

ωr = Πe
kz

k
< l|Ωi|, (13.15)

T⊥
Tz

> 2l. (13.16)

When the density increases to the point that Πe approaches |Ωi|, then plasma oscillation couples
to ion Larmor motion, causing the instability. When the density increases further, an oblique
Langmuir wave couples with an ion cyclotron harmonic wave l|Ωi| and an instability with ωr =
Πekz/k ∼ l|Ωi| is induced. As is clear from eq.(13.16), the degree of anisotropy must be larger
for the instability in the region of higher frequency (l becomes large).

In summary, the instability with ion cyclotron harmonic frequencies appear one after another
in a cold-electron plasma under the anisotropic condition (13.16) when the electron density
satisfies

ne ∼ l2Z2me

mi

(
B2

µ0mic2

)
k2

k2
z

. (l = 1, 2, 3, · · ·)

This instability is called Harris instability.2,3

Velocity space instabilities in simple cases of homogeneous bi-Maxwellian plasma were de-
scribed. The distribution function of a plasma confined in a mirror field is zero for loss cone
region (v⊥/v)2 < 1/RM (RM is mirror ratio). The instability associated with this is called
loss-cone instability.4 In general plasmas are hot and dense in the center and are cold and low
density. The instabilities driven by temperature gradient and density gradient are called drift
instability. The electrostatic drift instability5,7 of inhomogeneous plasma can be analyzed by the
more general dispersion equation described in app.C. In toroidal field, trapped particles always
exist in the outside where the magnetic field is weak. The instabilities induced by the trapped
particles is called trapped particle instability.6,7
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Ch.14 Instabilities Driven by Energetic Particles

Sustained ignition of thermonuclear plasma depends on heating by highly energetic alpha
particles produced from fusion reactions. Excess loss of the energetic particles may be caused by
fishbone instability and toroidal Alfvén eigenmodes. Such losses can not only reduce the alpha
particle heating efficiency, but also lead to excess heat loading and damage to plasma-facing
components. These problems have been studied in experiments and analyzed theoretically.
In this chapter basic aspects of theories on collective instabilities by energetic particles are
described.

14.1 Fishbone Instability

Fishbone oscillations were first observed in PDX experiments with nearly perpendicular neu-
tral beam injection. The poloidal magnetic field fluctuations associated with this instabilities
have a characteristic skeletal signature on the Mirnov coils, that has suggested the name of fish-
bone oscillations. Particle bursts corresponding to loss of energetic beam ions are correlated with
fishbone events, reducing the beam heating efficiency. The structure of the mode was identified
as m=1, n=1 internal kink mode, with a precursor oscillation frequency close to the thermal ion
diamagnetic frequency as well as the fast ion magnetic toroidal precessional frequency.

14.1a Formulation

Theoretical analysis of fishbone instability is described mainly according to L. Chen, White
and Rosenbluth1. Core plasma is treated by the ideal MHD analysis and the hot component is
treated by gyrokinetic description. The first order equation of displacement ξ is (refer eq.(8.25))

ρmγ
2ξ = j × δB + δj × B −∇δpc −∇δph. (14.1)

where δpc is the first order pressure disturbance of core plasma ∇δpc = −ξ · ∇pc − γsp∇ · ξ.
δph is the first order pressure disturbance of hot component. The following ideal MHD relations
hold:

δE⊥ = γξ × B, δE‖ = 0, δB = ∇× (ξ × B), δj = ∇ · δB.

By multiplying
∫

drξ∗ on (14.1) and assuming a fixed conducting boundary, we have

δWMHD + δWK + δI = 0 (14.2)

where

δI =
γ2

2

∫
ρm|ξ|2dr (14.3)

δWK =
1
2

∫
ξ · ∇δphdr (14.4)

and δWMHD is the potential energy of core plasma associated with the displacement ξ, which
was discussed in sec.8.2b and is given by (8.79). δWK is the contribution from hot component.

14.1b MHD potential Energy

Let us consider the MHD term of δWMHD, which consists of the contribution of δW s
MHD from

singular region near rational surface and the contribution δW ext
MHD from the external region.

External contribution δW ext
MHD of cylindrical circular plasma is already given by (8.92)

δW ext
MHDcycl

2πR
=

π

2µ0

∫ a

0

(
f

∣∣∣∣dξrdr

∣∣∣∣
2

+ g|ξr|2
)

dr (14.5)
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where f and g are given by (8.93) and (8.95). When r/R � 1 is assumed, f and g of (-m, n)
mode are

f =
r3

R2
B2

z

(
1
q
− n

m

)2
(

1 −
(

nr
mR

)2
)

g =
r

R
B2

z

((
1
q
− n

m

)2
(

(m2 − 1) +
n2r2

R2

)(
1 − (

nr
mR

)2

+ 2

(
1
q2

−
(

n
m

)2
)(

n
m

)(
r

R

)2
)

where q(r) ≡ (rBz/RBθ(r)) is the safety factor. Let us consider the m=1 perturbation with the
singular radius r = rs (q(rs) = m/n). In this case the displacement is ξr =const. for 0 < r < rs
and ξr = 0 for rs < r < a (refer sec.8.3b). Then δW ext

MHDcycl is reduced to2

δW ext
MHDcycl

2πR
=
πB2

θs

2µ0
|ξs|2

(
rs
R

)2 (
−βp −

∫ 1

0
ρ3
(

1
q2

+
1
q
− 3

)
dρ
)

(14.6)

where ρ = r/rs, βp ≡ 〈p〉s/(B2
θs/2µ0) and Bθs ≡ (rs/Rq(rs))Bz is the poloidal field at r = rs.

The pressure 〈p〉s is defined by

〈p〉s = −
∫ rs

0

(
r

rs

)2 dp
dr

dr =
1
r2s

∫ rs

0
(p− ps)2rdr. (14.7)

MHD potential energy δW ext
MHDtor/2πR per unit length of toroidal plasma with circular cross

section is given by3

δW ext
MHDtor

2πR
=
(

1 − 1
n2

) δW ext
MHDcycl

2πR
+
πB2

θs

2µ0
|ξs|2δŴT, δŴT = π

(
rs
R

)2

3(1− q0)
(

13
144

− β2
ps

)
.

(14.8)

In the case of m=1 and n=1, δW ext
MHDtor/2πR is reduced to only the term of δŴT.

Let us consider the contribution from singular region. In this case we must solve the displace-
ment ξr in singular region near rational surface. The equation of motion in singular surface was
treated in sec.9.1 of tearing instability. From (9.13) and (9.9), we have (in the limit of x� 1)

µ0ρmγ
2∂

2ξr
∂x2

= iF
∂2B1r

∂x2
(14.9)

γB1r = iFγξr +
η

µ0r2s

∂2

∂x2
B1r (14.10)

where

F ≡ (k·B) =
−m
r
Bθ+

n

R
Bz =

Bθ

r
(−m+nq) =

Bθn
r

dq
dr
∆r =

Bθns
rs

x, x ≡ r − rs
rs

, s ≡ rs
dq
dr

∣∣∣∣
rs

.

By following normalizations

ψ ≡ iB1rrs
Bθ,ssn

, τAθ ≡ rs
(B2

θ/µ0ρm)1/2
, τR ≡ µ0r

2
s

η
, SR ≡ τR

τAθ
,

we have

γ2
(
τAθ

ns

)2

ξ′′r = xψ′′, ψ = −xξr +
1

γτAθSR
ψ′′. (14.11)

In the limit of SR → ∞, (14.11) yields
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((
γ
τAθ

ns

)2

+ x2

)
ξ′′r + 2xξ′r = 0

and the solution is4

ξ′r =
(ξ0/π)(γτAθ/ns)−1

x2/(γτAθ/ns)2 + 1
, ξr(x) = ξ∞ − ξ0

π
tan−1

(
x

γτAθ/(ns)

)
. (14.12)

Since the external solution of m=1 is ξr = ξs as x → −∞ and ξr = 0 as x → ∞, the matching
conditions to external solution yield ξ∞ = ξs/2 and ξ0 = ξs.

The term δW s
MHD from singular region is

δW s
MHD

2πR
=

π

2µ0

∫ rs+∆

rs−∆
r3(k · B)2

(
∂ξr
∂r

)2

dr =
π

2µ0

B2
θs

2π
snγτAθ|ξs|2. (14.13)

Eq.(14.13) is the expression in the case of cylindrical plasma. For the toroidal plasma τAθ is
replaced by 31/2rs/(B2

θ/µ0ρ)1/2, where 31/2 is the standard toroidal factor (1 + 2q2)1/2 (ref.6).
Therefore the total sum of MHD contributions of m=1, n=1 is (γτAθ � 1 is assumed.)

δWMHD + δI = 2πR
B2

θs

2µ0
|ξs|2

(
δŴT + γτAθ

s

2
+ πγ2τ2

Aθ

)

≈ 2πR
B2

θs

2µ0
|ξs|2

(
δŴT + γτAθ

s

2

)
. (14.14)

14.1c Kinetic Integral of Hot Component

The perturbed distribution of hot ion component δFh is given by gyrokinetic equation in the
case of low beta and zero gyro-radius approximation as follow5

δFh ≡ e

m
δφ

∂

∂E
F0h + δHh,

(
v‖
∂

∂l
− i(ω − ω̂dh)

)
δHh = i

e

m
Q(δφ− v‖δA‖) (14.15)

where ∂/∂l ≡ b · ∇, δA‖ = (−i/ω)∂δφ/∂l due to E‖ = 0 (see eq.(14.43) and

E ≡ v2

2
, µ ≡ v2

⊥
2B

, ωc ≡ eB

m
, Q ≡

(
ω
∂

∂E
+ ω̂∗h

)
F0h, ω̂dh ≡ −ivdh · ∇,

vdh ≡
(
v2
‖ +

v2
⊥
2

)
m

eB
(b × κ), ω̂∗h ≡ −iω−1

c

b ×∇F0h

F0h
· ∇ ≈ −m

eBr

1
F0h

∂

∂r
.

vdh is the magnetic drift velocity and |ω̂dh| is diamagnetic drift frequency of hot ion. κ = (b·∇)b
is the vector toward the center of curvature of magnetic field line and the magnitude is R−1

(refer sec.2.4). δφ is scaler potential and related by ∇δφ = −iωξ × B. When we set

δHh = − 1
ω

e

m
Qδφ+ δGh (14.16)

we have

v‖
∂δHh

∂l
= i(ω − ω̂dh)δGh + i

ω̂dh

ω

e

m
Qδφ − 1

ω2

e

m
v‖
∂δφ

∂l
.

Taking the average Ā ≡ ∮
(A/v‖)dl/

∮
dl/v‖ of both side of the foregoing equation yields

δGh = − e

m
Q

1
ω − ω̂dh

ω̂dhδφ

ω
(14.17)
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and

ω̂dhδφ

ω
= − i

ω

m(v2
‖ + v2

⊥/2)

eB
(b × κ) · ∇δφ = − 1

ω

m(v2
‖ + v2

⊥/2)

eB
(b × κ) · ω(ξ × B)

=
m(v2

‖ + v2
⊥/2)

e
(κ · ξ) = −m

e
Jv2 = −m

e
J2E

where

J ≡ −1
v2

(v2
‖ + v2

⊥/2)(κ · ξ) ≈
v2
‖ + v2

⊥/2

v2

(cos θξr + sin θξθ)
R

∼
v2
‖ + v2

⊥/2

v2

e−iθξr
R

. (14.18)

One notes that frequencies ω, ωdh are much smaller than the hot ion transit and bounce fre-
quencies v‖/R, ε1/2v/qR. For untrapped particles (δGhu) and trapped particles (δGht), we
have

δGhu ≈ 0, δGht ≈ 2QE
J̄

ω − ω̂dh

. (14.19)

The perturbed pressure tensor due to hot ion component is

δPh = −ξ⊥ · ∇(P⊥I + (P‖ − P⊥)bb) + δP⊥I + (δP‖ − δP⊥)bb (14.20)

where

δP⊥ =
∫
mv2

⊥
2

δFh2πv⊥dv⊥dv‖

δP‖ =
∫
mv2

‖δFh2πv⊥dv⊥dv‖.

The first term of the right-hand side of (14.20) has similar form to the pressure term of core
plasma. Since beta of hot ion component βh is much smaller than βc of core plasma, the first
term in (14.20) can be neglected. Since E = v2/2, µ = v2

⊥/2B and α ≡ µ/E are defined, we
have

v2
‖ = 2E(1 − αB), v2

⊥ = 2BαE, 2πv⊥dv⊥dv‖ = 22π
BE

v‖
dEdα = 23/2πB

E1/2

(1 − αB)1/2
dαdE.

Then the perturbed pressure of hot ion component is reduced to

δP⊥ = 23/2πB

∫
E1/2

(1 − αB)1/2
dαdE mαBEδFh

= 25/2mB

∫ B−1

B−1
max

dα(1 − αB)1/2
∫ E

0
dEE3/2 αB

2(1 − αB)
δFh (14.21)

δP‖ = 23/2πB

∫
E1/2

(1 − αB)1/2
dαdE m2E(1 − αB)δFh

= 25/2mB

∫ B−1

B−1
max

dα(1 − αB)1/2
∫ E

0
dEE3/2δFh. (14.22)
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The divergence of the second pressure term of (14.20) is (refer appendix A)

(∇δPh)β =
∑
α

∂δP⊥
∂xα

δαβ +
∑
α

∂(δP‖ − δP⊥)
∂xα

bαbβ + (δP‖ − δP⊥)
∑
α

(bαbβ)

=
∂δP⊥
∂xβ

+ bβ(b · ∇)(δP‖ − δP⊥) + (δP‖ − δP⊥)((b · ∇)bβ + bβ(∇ · b))

(∇δPh)⊥ = ∇⊥δP⊥ + (δP‖ − δP⊥)(b · ∇)b = ∇⊥δP⊥ + (δP‖ − δP⊥)κ (14.21′)

(∇δPh)‖ = ∇‖δP⊥ + (b · ∇)(δP‖ − δP⊥) + (δP‖ − δP⊥)∇ · b. (14.22′)

The kinetic integral δWK is

δWK =
1
2

∫
ξ∗⊥ · ∇δPdr =

1
2

∫
ξ∗⊥ · (∇⊥δP⊥ + (δP‖ − δP⊥)κ)dr

= −1
2

∫
∇ · ξ∗⊥δP⊥ − (δP‖ − δP⊥)ξ∗⊥ · κ)dr

= −23/2πm

∫
drB

∫
dαdE

E3/2

(1 − αB)1/2

(
∇ · ξ∗⊥

v2
⊥

2v2
− (ξ∗

⊥ · κ)
v2
‖ − v2

⊥/2
v2

)
δFh.

Since ∇ · ξ⊥ + 2(ξ · κ) ≈ 0 (refer (B.7)), the term of ( ) in the integrand is

( ) = −
v2
‖ + v2

⊥/2

v2
(ξ∗

⊥ · κ) ≈ −1
2
(ξ∗⊥ · κ),

δWK is reduced to

δWK

2πR
= −23/2π

2πR
mh

∫
drB

∫
dαdE

E3/2

(1 − αB)1/2

J̄∗QEJ̄2
ω − ω̂dh

= −25/2π2mh

∫
dr r

1
2π

∫
dθB

∫
dαdE

E3/2

(1 − αB)1/2

J̄∗QEJ̄2
ω − ω̂dh

= −27/2π2mh

∫ rs

0
dr r

∫ (1+r/R)

(1−r/R)
d(αB)

∫
dEKbE

5/2 J̄
∗QEJ̄

ω − ω̂dh

≈ 23/2π2mh
|ξ|2
R2

∫ rs

0
dr r

∫
d(αB)

∫
dEE5/2K

2
2

Kb

Q

ω̂dh − ω
≡ B2

θs

2µ0
|ξs|2δŴK, (14.23)

where

Kb =
∮ dθ

2π
1

(1 − αB)1/2
=
∮ dθ

2π
v

v‖
, K2 =

∮ dθ
2π

cos θ
(1 − αB)1/2

.

Therefore dispersion relation (14.3) is reduced to

−iω
ωA

+ δŴT + δŴK = 0, (14.24)

where ωA ≡ (τAs/2)−1 and γ is replaced by −iω.
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14.1d Growth Rate of Fishbone Instability

Let us assume a model distribution for slowing down hot ions with the initial velocity v2
mx/2 =

Emx

Fh0 = c0
δ(α − α0)
E3/2

, (E < Emx). (14.25)

Then the pressure ph and the density nh of hot ions are

ph =
∫

23/2πB
E1/2

(1 − αB)1/2
dαdE(mE)Fh0 = c0

∫ Emx

0
23/2πB

m

(1 − α0B)1/2
dE (14.26)

ph = c023/2πBmKbEmx, c0 =
ph

23/2πBmKbEmx
, (14.27)

nh =
∫ Emx

Tc

23/2πB
E1/2

(1 − αB)1/2
dαdEFh0 = c023/2πBmKbEmx = ph

ln(Emx/Tc)
Emx

. (14.28)

The kinetic integral is

δWK

2πR
=

r2s
R2

|ξs|2
1
r2s

∫ rs

0
dr r

∫
dE23/2π2mBE5/2

(
K2

2

Kb

)
−(3/2)ωc0E−5/2 − (∂c0/∂r)(m/eBr)E−3/2

mE/(2eBRr) − ω

=
r2s
R2

B2

2µ0
|ξs|2

1
r2s

∫ rs

0
dr rπ

K2
2

K2
b

1
Emx

∫ Emx

0
dE

−(3/2)βh − 2(∂βh/∂r)R(mE/2eBRrω)
mE/(2eBRrω) − 1

=
r2s
R2

B2

2µ0
|ξs|2

1
r2s

∫ rs

0
dr rπ

K2
2

K2
b

ω

ωdh,mx

(
−(3/2)βh

∫ ymx

0

dy
y − 1

− 2
∂βh

∂r
R

∫
ydy
y − 1

)

=
B2

θs

2µ0
|ξs|2

π

2
K2

2

K2
b

(
(−3/2)〈βh〉 ω

ωdh,mx
ln
(

1−ωdh,mx

ω

)
− 2〈∂βh

∂r
〉R
(

1 +
ω

ωdh,mx
ln
(

1−ωdh,mx

ω

)))
.

(14.29)

As the second term of 〈(∂βh/∂r)〉R is dominant, the dispersion relation is reduced to

−iΩωdh,mx

ωA
+ δŴT + π

K2
2

K2
b

〈−∂βh

∂r
〉R
(

1 +Ω ln
(

1− 1
Ω

))
= 0. (14.30)

where

Ω ≡ ω

ωdh,mx
, ωdh,mx ≡ mv2

mx/2
eBRr

, βh ≡ ph

B2/2µ0
.

Let us consider the case of δŴT = 0. Then (14.30) is

−iαhΩ +Ω ln
(

1− 1
Ω

)
+ 1 = 0, (14.31)

where

αh ≡ ωdh,mx

ωA

(
π
K2

2

K2
b

〈−∂βh

∂r
〉R
)−1

.
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Fig.14.1 Toroidal precession of banana orbit of trapped ions

Under the assumption (1 − 1/Ωr) < 0 and |Ωi| � |Ωr|, (14.31) is reduced to

−iαh(Ωr + iΩi) + (Ωr + iΩi)
(

ln
(

1
Ωr

− 1
)

+ πi− Ωi

(1/Ωr − 1)Ω2
r

i

)
+ 1 = 0. (14.32)

From the real and imaginary parts of (14.32), we have

Ωi =
π − αh

− ln(1/Ωr − 1) + (1 − (1/Ωr))
Ωr (14.33)

Ωr =
1 − (π − αh)Ωi

− ln(1/Ωr − 1)
. (14.34)

In the case of marginally unstable state π = αh, that is, Ωi = 0, Ωr is given by

Ωr =
1

− ln(1/Ωr − 1)
, → Ωr =

1
1 + exp(−1/Ωr)

=
1
2

(
1 + tanh

1
2Ωr

)

and Ωr ≈ 0.75. For the excitation of fishbone instability, the necessary condition is Ωi > 0, that
is, αh < π and

〈−∂βh

∂r
〉rs > rs

R

ωdh,mx

ωA

1
π2

K2
b

K2
2

.

There is a threshold for 〈|∂βh/∂r|〉rs for the instability.
Banana orbits of trapped ions drift in toroidal direction as is shown in fig.14.1. The toroidal

precession velocity and frequency are∗

vφ =
mv2

⊥/2
eBr

, ωφ =
mv2

⊥/2
eBRr

. (14.35)

Therefore ωdh,mx is equal to the toroidal precession frequency of trapped ions with the initial
(maximum) velocity. It seems that the fishbone instability is due to an interaction between
energetic particles and m=1, n=1 MHD perturbation. The interaction of resonant type is char-
acterized by Landau damping. The resonance is between the toroidal wave velocity of instability
and the toroidal precession of trapped energetic particles.
(* Note: The toroidal vertical drift velocity is vd = (mv2

⊥/2eBR), so that the poloidal dis-
placement of particles between bounces is rδθ ∼ vdτd, τd being the bounce period. Since
dφ/dθ = q along the magnetic line of field, the associated toroidal displacement between bounces
is Rdφ = (Rqvdτd/r), q = 1. Thus toroidal precession velocity is given by (14.35).)

14.2 Toroidal Alfvén Eigenmode

Alfvén waves in homogeneous magnetic field in infinite plasma have been analyzed in sec.5.4.
Shear Alfvén wave, fast and slow magnetosonic waves appear. In the case of incompressible
plasma (∇ · ξ = 0 or ratio of specific heat γ → ∞), only the shear Alfvén wave can exists.
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In the case of cylindrical plasma in the axisymmetric magnetic field, the displacement of MHD
perturbation ξ(r, θ, z) = ξ(r) exp i(−mθ+ kz − ωt) is given by Hain-Lüst equations (8.114-117)
as was discussed in sec.8.4. In the case of incompressible plasma, Hain-Lüst equation (8.117) is
reduced to [In sec.8.4 perturbation is assumed to be ξ(r) exp i(+mθ + kz − ωt)]

d
dr

(
F 2 − µ0ρmω

2

m2/r2 + k2

)
1
r

d
dr

(rξr) +
(
−(F 2 − µ0ρmω

2) + 2Bθ
d
dr

(
Bθ

r

)

+
4k2B2

θF
2

r2(m2/r2 + k2)(F 2 − µ0ρmω2)
+ 2r

d
dr

(
(m/r)FBθ

r2(m2/r2 + k2)

))
ξr = 0 (14.36)

where

F = (k · B) =
(−m

r
Bθ(r) +

n
R
Bz(r)

)
=
Bz

R

(
n − m

q(r)

)
, q(r) =

R

r

Bz

Bθ
.

The position at which F 2 −µ0ρmω
2 = 0 → ω2 = k2

‖v
2
A, v2

A ≡ B2/µ0ρm holds is singular radius.
It was shown by Hasegawa and L.Chen7 that at this singular radius (resonant layer) shear Alfvén
wave is mode converted to the kinetic Alfvén wave and absorbed by Landau damping. Therefore
Alfvén wave is stable in the cylindrical plasma.

Alfvén waves were also treated in sec.10.4a, 10.4b by cold plasma model. The dispersion
relation in homogenous infinite plasma is given by (10.64′) showing that Alfvén resonance occurs
at ω2 ≈ k2

‖v
2
A and cuts off of compressional Alfvén wave and shear Alfvén wave occur at ω2 =

k2
‖v

2
A(1 + ω/Ωi) and ω2 = k2

‖v
2
A(1 − ω/Ωi) respectively.

14.2a Toroidicity Induced Alfvén Eigenmode
Let us consider shear Alfvén waves in toroidal plasma and the perturbation of (-m, n) mode

given by

φ(r, θ, z, t) = φ(r) exp i(−mθ + n
z

R
− ωt) (14.37)

where R is major radius of torus and k‖ is

k‖ =
k · B
B

=
1
R

(
n − m

q(r)

)
.

The resonant conditions of m and m+1 modes in linear cylindrical plasma are

ω2

v2
A

− k2
‖m = 0

ω2

v2
A

− k2
‖m+1 = 0.

However wave of m mode can couple with m±1 in toroidal plasma since the magnitude of
toroidal field changes as Bz = Bz0(1− (r/R) cos θ), as will be shown in this section later. Then
the resonant condition of m and m+1 modes in toroidal plasma becomes∣∣∣∣∣∣

ω2

v2
A
− k2

‖m αεω2

v2
A

αεω2

v2
A

ω2

v2
A
− k2

‖m+1

∣∣∣∣∣∣ = 0

where ε = r/R and α is a constant with order of 1. Then the solutions are

ω2±
v2
A

=
k2
‖m + k2

‖m+1 ±
(
(k2

‖m − k2
‖m+1)

2 + 4αε2k2
‖mk

2
‖m+1

)1/2

2(1 − α2ε2)
. (14.38)
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Fig.14.2 The Alfvén resonance frequency ω of toroidally coupled m and m+1 modes.

The resonant condition (14.38) is plotted in fig.14.2. At the radius satisfying k2
‖m = k2

‖m+1, the
difference of ω± becomes minimum and the radius is given by

1
R

(
n − m

q(r)

)
= − 1

R

(
n − m + 1

q(r)

)
, q(r0) =

m + 1/2
n

, k‖m = −k‖m+1 =
1

2q(r0)R
. (14.39)

q(r0) = 1.5 for the case of m=1 and n=1. Therefore Alfvén resonance does not exist in the
frequency gap ω− < ω < ω+.

The continuum Alfvén waves correspond to the excitation of shear Alfvén waves on a given
flux surface where the mode frequency is resonant ω2 = k2

‖mv
2
A(r) and such a resonance leads

wave damping. However frequencies excited within the spectral gaps are not resonant with the
continuum and hence will not damp in the gap region. This allows a discrete eigen-frequency
of toroidicty-induced Alfvén eigenmode or toroidal Alfvén eigenmode (TAE) to be established.
This TAE can easily be destabilized by the kinetic effect of energetic particles.

The equations of TAE will be described according to Berk, Van Dam, Guo, Lindberg8. The
equations of the first order perturbations are

∇ · j1 = 0, ρ
dv1

dt
= (j × B)1, (14.40)

E1 = ∇φ1 − ∂A1

∂t
, B1 = ∇× A1. (14.41)

For ideal, low β MHD waves, we have following relations:

E‖ = 0, B‖1 = 0, A1 = A‖1b (14.42)

so that

iωA‖1 = b · ∇φ1, v1 =
E1 × b

B
. (14.43)

From (14.40), we have

∇ · j⊥1 + ∇ · (j‖1b) = 0, (14.44)

and

−iωρ(v1 × b) = (j⊥1 × B) × b + (j × B1) × b, j⊥1 = − iωρ
B2

E⊥1 +
j‖
B

B⊥1. (14.45)
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Equations (14.41-43) yield

B⊥1 = ∇× (A‖1b) = ∇
(
A‖1
B

)
× B +

A‖1
B

∇× B ≈ −i
ω

∇
(

b · ∇φ1

B

)
× B (14.46)

j‖1 = b · j1 =
1
µ0

b · ∇ × B⊥1 =
−i
ωµ0

b · ∇ ×
(
B2∇⊥

(
(B · ∇)φ1

B2

)
× B

B2

)

=
i

ωµ0

(
b · B

B2

)
∇ ·

(
B2∇⊥

(
B · ∇φ1

B2

))
=

i

ωµ0B
∇ ·

(
B2∇⊥

(
B · ∇φ1

B2

))
. (14.47)

Then (14.44-47) yield

∇ ·
(
i
ω

µ0

1
v2
A

∇⊥φ1

)
+ ∇

(
j‖
B

B⊥1

)
+ ∇

(
j‖1
B

B

)
= 0

∇·
(
ω2

v2
A

∇⊥φ1

)
+µ0∇

(
j‖
B

)
·B×∇

(
(B · ∇)φ1

B2

)
+(B ·∇)

(
1
B2

∇ ·
(
B2∇⊥ ·

(
B · ∇φ1

B2

)))
= 0.

(14.48)

When (R,ϕ,Z) and (r, θ, ζ) coordinate are introduced by,

R = R0 + r cos θ, Z = r sin θ, ϕ = − ζ

R

and following notations are used

φ1(r, θ, ζ, t) =
∑
m

φm(r) exp i(−mθ+nϕ−ωt), (b·∇)φm =
i

R0

(
n − m

q(r)

)
φm = ik‖mφm,

k‖m =
1
R0

(
n − m

q(r)

)
, Em ≡ φm

R
,

(14.48) is reduced to8

d
dr

(
r3
(
ω2

v2
A

− k2
‖m

)
dEm

dr

)
+ r2Em

d
dr

(
ω

vA

)2

− (m2 − 1)

(
ω2

v2
A

− k2
‖m

)
rEm

+
d
dr

(
r3
(
ω

vA

)2 2r
R0

(
dEm+1

dr
+

dEm−1

dr

))
= 0. (14.49)

As is seen in fig.14.3, mode structure has a sharp transition of m=1 and m=2 components at
the gap location. Therefore m and m+1 modes near gap location reduces(

ω2

v2
A

− k2
‖m

)
dEm

dr
+

2r
R0

(
ω

vA

)2 dEm+1

dr
≈ 0

(
ω2

v2
A

− k2
‖m+1

)
dEm+1

dr
+

2r
R0

(
ω

vA

)2 dEm

dr
≈ 0,
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Fig.14.3 Lefthand-side figure: The toroidal shear Alfvén resonance frequencies Ω that corresponds to
(n=1, m=1) and (n=1. m=2), q(r) = 1 + (r/a)2, a/R = 0.25, Ω ≡ ω/(vA(0)/R0). Righthand-side
figure: The structure of the global mode amplitude as a function of radius. (After ref.8)

so that toroidal shear Alfvén resonance frequency is given by∣∣∣∣∣∣∣∣

(
ω2

v2
A
− k2

‖m

)
2ε
(

ω
vA

)2

2ε
(

ω
vA

)2
(

ω2

v2
A
− k2

‖m+1

)
∣∣∣∣∣∣∣∣
= 0. (14.50)

When Shafranov shift is included in the coordinates of (R,ϕ,Z) and (r, θ, ζ), coupling constant
becomes 2.5ε instead of 2ε.8

The energy integral from (14.49) without coupling term of m±1 modes is reduced to following
equation by use of partial integral:

G(ω,Em) ≡ P
∫ a

0
dr r

((
r2
(

dEm

dr

)2

+ (m2 − 1)E2
m

)(
ω2

v2
A

− k2
‖m

)
− ω2rE2

m

d
dr

1
v2
A

)

= Em(r−s )Cm(r−s ) − Em(r+s )Cm(r+s ) (14.51)

where

Cm(r) =

(
ω2

v2
A

− k2
‖m

)
r2

dEm

dr
, Em(a) = 0.

The radius r = rs is singular at which (ω2/vA)2−k2
‖m = 0 and P is principal value of the integral.

From this formulation, it is possible to estimate the damping rate of TAE and is given by8

δω

ω
= −iπ sign(ω0)Cm(rs)2

r3s

∣∣∣∣ ∂
∂r

(
ω2

v2
A
− k2

‖m

)∣∣∣∣ω0
∂G
∂ω0

. (14.52)

Since ω0∂G/∂ω0 > 0, Im(δω) < 0. This is called continuum damping.

14.2b Instability of TAE Driven by Energetic Particles

Dynamics of energetic particles must be treated by kinetic theory. Basic equations will be
described according to Betti and Freidberg9.

∂fj

∂t
+ v · fj +

qj
mj

(E + v × B) · ∇vfj = 0, (14.53)
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∂nj

∂t
+ ∇ · (njuj) = 0, (14.54)

mj
∂

∂t
(njuj) + ∇ · Pj = qjnj(E + uj × B), (14.55)

Pj = mj

∫
vvfjdv, (14.56)

B1 = ∇× (ξ⊥ × B), (14.57)

µ0j1 = ∇B1 = ∇×∇× (ξ⊥ × B), (14.58)

j1 × B + j × B1 =
∑

j

(∇P1j − iωmj(n1juj + nju1j)) ≈
∑

j

(
∇P1j − ρω2ξ⊥j

)
. (14.59)

Fj is equilibrium distribution function of axisymmetric torus. Fj(ε, pϕ) is assumed to be a
function of constants of motion ε and pϕ, where

ε =
mj

2
v2 + qjφ, pϕ = mjRvϕ + qjψ, ψ = RAϕ (14.60)

RBZ =
∂ψ

∂R
, RBR = −∂ψ

∂Z
,

∂f1j

∂t
+ v · f1j +

qj
mj

(v × B) · ∇vf1j = − qj
mj

(E + v × B1) · ∇vFj (14.61)

and

∇vFj = ϕ̂
∂pϕ

∂vϕ

∂Fj

∂pϕ
+ (∇vε)

∂Fj

∂ε
= ϕ̂mjR

∂Fj

∂pϕ
+mjv

∂Fj

∂ε
. (14.62)

The solution is obtained by integral along the particle orbit (refer appendix sec.C.2)

f1j = − qj
mj

∫ t

−∞
(E + v × B1) · ∇vFjdt′. (14.63)

It is assumed that the perturbations are in the form of

Q1 = Q1(R,Z) exp i(nϕ− ωt).

The second term mjv(∂Fj/∂ε) of the right-hand side of (14.62) contributes to the integral

− qj
mj

∫ t

−∞
(E + v × B1) ·mjv

∂Fj

∂ε
dt′ = −qj∂Fj

∂ε

∫ t

−∞
E · vdt′.
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The contribution from the first term mjR(∂Fj/∂pϕ) is

− qj
mj

(∫ t

−∞
(EϕmjR

∂Fj

∂pϕ
dt′ +

∫ t

−∞
mjR(v × B1)ϕ

∂Fj

∂pϕ
dt′
)

= −qj ∂Fj

∂pϕ

(∫ t

−∞
EϕRdt′ +

∫ t

−∞
R

iω
(v × (∇× E))ϕ dt′

)

= −qj ∂Fj

∂pϕ

(∫ t

−∞
1

−iω
∂(EϕR)
∂t

dt′ +
∫ t

−∞

(
n
ω

(v · E) − 1
iω

(v · ∇)(EϕR)
)

dt′
)

= −qj ∂Fj

∂pϕ

(∫ t

−∞
1

−iω
d(EϕR)

dt
dt′ +

∫ t

−∞
n
ω

(v · E)dt′
)
.

The solution is

f1j = −qj
ω

(
i
∂Fj

∂pϕ
REϕ +

(
ω
∂Fj

∂ε
+ n

∂Fj

∂pϕ

)∫ t

−∞
(E · v)dt′

)
. (14.64)

Since

E1‖ = 0, − iωξ⊥ =
E⊥ × B

B2
, E⊥ = iω(ξ⊥ × B),

REϕ = iω(ξ⊥ × B)ϕR = iω(ξ⊥RBZ − ξ⊥ZBR)R = −iω(ξ · ∇ψ),

E · v = iω(ξ⊥ × B) · v = −iωξ⊥ · (v × B) = −iωξ⊥ · mj

qj

dv

dt

= −iωmj

qj
ξ⊥ · dv

dt
= −iωmj

qj

(
d(ξ⊥ · v)

dt
− v · dξ⊥

dt

)
,

f1j becomes

f1j = −qj ∂Fj

∂pϕ
(ξ · ∇ψ) + imj

(
ω
∂Fj

∂ε
+ n

∂Fj

∂pϕ

)(
ξ⊥ · v −

∫ t

−∞
v · dξ⊥

dt
dt′
)

= −qj∂Fj

∂ψ
+ imj(ω − ω∗j)

∂Fj

∂ε
(ξ⊥ · v − sj) (14.65)

where

sj ≡
∫ t

−∞
v · dξ⊥

dt
dt′, ω∗j ≡ −n∂Fj/∂pϕ

∂Fj/∂ε
.

sj is reduced to

sj =
∫ t

−∞

(
v2
⊥
2
∇ · ξ⊥ +

(
v2
⊥
2

− v2
‖

)
ξ · κ

)
dt′ (14.66)

as will be shown in the end of this subsection. The perturbed pressure tensor is

P1j =
∫
mjvvf1jdv = P1⊥jI + (P1‖j − P1⊥j)bb (14.67)



182 14 Instabilities Driven by Energetic Particles

and ∇P1j is given by eqs.(14.21′) and (14.22′). Then the equation of motion is

−ρω2ξ⊥ = F⊥(ξ⊥) + iD⊥(ξ⊥), (14.68)

F⊥(ξ⊥) = j1 × B + j × B1 + ∇(ξ⊥ · ∇P1), (14.69)

D⊥(ξ⊥) = mj

∫ (
v2
⊥
2
∇⊥ +

(
v2
‖ −

v2
⊥
2

)
κ

)
mj(ω − ω∗j)

∂Fj

∂ε
sjdv. (14.70)

F⊥(ξ⊥) is the ideal MHD force operator for incompressible displacement. D⊥(ξ⊥) contains
the contribution of energetic particles. Eqs. (14.68-70) describe the low frequency, finite wave
number stability of energetic particle-Alfvén waves in axisymmetric torus.

The energy integral of (14.68) consists of plasma kinetic energy normalization KM, ideal MHD
perpendicular potential energy δWMHD and the kinetic contribution to the energy integral δWK:

ω2KM = δWMHD + δWK. (14.71)

where

KM =
1
2

∫
ρ|ξ⊥|2dr,

δWMHD = −1
2

∫
ξ∗⊥F⊥(ξ⊥)dr,

δWK = − i

2

∫
ξ∗⊥D⊥(ξ⊥)dr.

After a simple integration by parts, δWK can be written as

δWK =
i

2

∑
j

∫
(ω − ω∗j)

∂Fj

∂ε
sj

ds∗j
dt

dvdr, (14.72)

since

ds∗j
dt

= mj

(
v2
⊥
2
∇⊥ · ξ∗ +

(
v2
⊥
2

− v‖

)
ξ⊥ · κ

)
.

On the other hand ds∗j /dt is given by

ds∗j
dt

= iω∗s∗j +Ds∗j , D ≡ (v · ∇) +
qj
mj

(v × B) · ∇v.

With use of the notation sj ≡ aj + icj (aj and cj are real), we have

sj
ds∗j
dt

= iω∗|sj|2 + i(cjDaj − ajDcj) +
1
2
D(a2

j + c2j ).

Contribution of the last term to the integral (14.72) by drdv is zero, since Fj and ω∗j are
functions of the constants of motion ε and pϕ and

δWK =
1
2

∑
j

∫
(ω − ω∗j)

∂Fj

∂ε
(iωi|sj|2 +Rj)dvdr,

Rj = cjDaj − ajDcj − ωr|sj|2.
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The desired expression for the growth rate is obtained by setting the real and imaginary parts
of (14.71) to zero:

ω2
r =

δWMHD

KM
+O(β). (14.73)

O(β) is the contribution of Rj term. In the limit of ωi � ωr, the imaginary part yields

ωi ≈ WK

KM
, WK ≡ lim

ωi→0


 1

4ωr

∑
j

∫
(ω − ω∗j)

∂Fj

∂ε
ωi|sj|2dvdr


 . (14.74)

Let us estimate (14.74). Since ∇ · ξ⊥ + 2ξ⊥ · κ ≈ 0 (refer (B.7) of App. B), sj is

sj = −mj

∫ t

−∞

(
v2
‖ +

v2
⊥
2

)
(κ · ξ⊥)dt′ = mj

∫ t

−∞

(
v2
‖ +

v2
⊥
2

)
ξR
R

dt′

where

ξR = ξr cos θ − ξθ sin θ = ξr
eiθ + e−iθ

2
− ξθ

eiθ − e−iθ

2i
.

ξr and ξθ are (∇ · ξ = (1/r)(∂(rξr)/∂r) − i(m/r)ξθ ≈ 0)

ξr =
∑
m

ξm(r)e−imθ, ξθ = −i
∑
m

(rξm(r))′

m
e−imθ.

Since the leading-order guiding center of orbits of energetic particles are given by

r(t′) = r(t), θ(t′) =
v‖Bθ

rBϕ
(t′ − t) + θ(t), ϕ(t′) =

v‖
r

(t′ − t) + ϕ(t)

perturbations along the orbit become

exp i(−mθ(t′) + nϕ(t′)−ωt′) = exp

(
i(−mBθ

rBϕ
v‖ +

nv‖
R

− ω)(t′ − t)

)
exp i(−mθ(t)+ nϕ(t)−ωt)

= exp
(−i(ω − ωm)(t′ − t)

)
exp i(−mθ(t) + nϕ(t) − ωt)

where

ωm =
v‖
R

(
n − m

q

)
.

and

sj =
mj(v2

‖ + v2
⊥/2)

R

1
2

∑
m

(ξm−1 + ξm+1 − iξθ(m−1) + iξθ(m+1)) exp i(−mθ + nϕ− ωt)

×
∫ 0

∞
exp(−i(ω − ωm)t′′dt′′

= i
mj

2R

(
v2
‖ +

v2
⊥
2

)∑
m

(
ξm−1 + ξm+1 − i

(rξm−1)′

(m − 1)
+ i

(rξm+1)′

(m + 1)

)
exp i(−imθ + nϕ− ωt)

(ω − ωm)
. (14.75)

It is assumed that perturbation consists primarily of two toroidally coupled harmonics ξm and
ξm+1 and all other harmonics are essentially zero. Strong coupling occurs in a narrow region of
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thickness ∼ εa localized about the surface r = r0 corresponding to q(r0) = (2m + 1)/2n = q0.
The mode localization implies that ξ′m±1 terms dominate in (14.75). Substituting these results
into the expression for sj and maintaining only these terms which do not average to zero in θ
leads to the following expression for |sj|2:

|sj|2 =
m2

j r
2
0

4R

(
v2
‖ +

v2
⊥
2

)2( |ξ′(m+1)|2
(m + 1)2

+
|ξ′m|2
m2

)(
1

|ω − ωm|2 +
1

|ω − ωm−1|2
)

since ωm+1 = −ωm and ωm+2 = −ωm−1. KM is given by

KM =
r20ρ

2
0

2

∫ (
|ξ′m|2
m2

+
|ξ′m+1|2
(m + 1)2

)
dr. (14.76)

Using the relations ωr ≈ k‖vA, k‖ = 1/(2q0R), q0 = (2m + 1/2n), we obtain the following
expression for growth rate:

ωi

k‖vA
= lim

ωi→0

∑
j

µ0m
2
j q

2
0

2B2

∫ (
v2
‖ +

v2
⊥
2

)2 (
ωr
∂Fj

∂ε
+

n
qj

∂Fj

∂ψ

)(
ωi

|ω − ωm|2 +
ωi

|ω − ωm−1|2
)

dv.

(14.77)

With use of the formula
∫∞
−∞ ε/(x2 + ε2)dx = π, short calculation of integral by v‖ yields

ωi

k‖vA
=
∑

j

2π2µ0m
2
jRq

3
0

2B2

∫ (
v2
‖ +

v2
⊥
2

)2 (
ωr
∂Fj

∂ε
+

n
qj

∂Fj

∂ψ

)
v⊥dv⊥

∣∣∣∣∣∣
v‖=vA

+

∣∣∣∣∣∣∣
v‖=vA/3

.

(14.78)

(Note ωm = v‖/(2q0R), ωm−1 = 3v‖/(2q0R), ωr = vA/2q0R.)
Equation (14.78) gives the TAE growth rate for arbitrary distribution function Fj(ε, ψ). The
second term of (14.78) is due to sideband resonance.

The growth rate can be easily evaluated for a Maxwellian distribution

Fj = nj

(
mj

2πTj

)3/2

exp

(
−mjv

2

2Tj

)
.

Here nj = nj(ψ) and Tj = Tj(ψ). Some straightforward calculation leads to
(

ωi

k‖vA

)
j

= −q2
0βj

(
GT

mj − nq0δj
HT

mj + ηjJ
T
mj

1 + ηj

)
(14.79)

where

βj =
njTj

B2/2µ0
, δj = −rLpj

dpj/dr
pj

, rLpj ≡ mjvTj

qjBp
, ηj ≡ d lnTj

d lnnj
.

Each of these quantities is evaluated at r = r0. The functions GT
mj, H

T
mj and JT

mj are functions
of single parameter λj ≡ vA/vTj (vTj ≡ 2Tj/mj) and are given by

GT
mj = gT

mj(λj) + gT
mj(λj/3), gT

mj(λj) = (π1/2/2)λj(1 + 2λ2
j + 2λ4

j )e
−λ2

j

HT
mj = hT

mj(λj) + hT
mj(λj/3), hT

mj(λj) = (π1/2/2)(1 + 2λ2
j + 2λ4

j )e
−λ2

j (14.80)
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JT
mj = jTmj(λj) + jTmj(λj/3), jTmj(λj) = (π1/2/2)(3/2 + 2λ2

j + λ4
j + 2λ6

j )e
−λ2

j

For the alpha particles it is more reasonable to assume a slowing down distribution

Fα =
A

(v2 + v2
0)3/2

, ( 0 < v < vα,
mαv

2
α

2
= 3.5MeV) (14.81)

A and v0 are related to the density and pressure as follows:

A ≈ nα

4π ln(vα/v0)
, pα ≈ nαmαv

2
α/2

3 ln(vα/v0)
,

mjv
2
0

2
≈ Tj.

After another straightforward calculation we obtain an analogous expression for the alpha par-
ticle contribution to the growth rate:(

ωi

k‖vA

)
α

= −q2
0βα

(
GT

sα − nq0δαH
T
sα

)
(14.82)

where

βα =
pα

B2/2µ0
, δα = −2

3
rLα

dpα/dr
pα

, rLpα =
mαvα

qαBp
.

The functions GT
sα and HT

sα are functions of the parameter λα ≡ vA/vα and are given by

GT
sα = gT

s (λα) + gT
s (λα/3), gT

s (λα) = (3π/16)λα(3 + 4λα − 6λ2
α − λ4

α)H(1 − λα)

HT
s = hT

s (λα) + hT
s (λα/3), hT

sα(λα) = (3π/16)(1 + 6λ2
α − 4λ3

α − 3λ4
α)H(1 − λα) (14.83)

H(1 − λα) is the Heaviside step function (H(x) = 1 for x > 0, H(x) = 0 for x < 0). The final
form of the growth rate is obtained by combining the contributions of ions and electrons of core
plasma and α particles:

ωi

k‖vA
= −q2

0

(
βiG

T
mi + βeG

T
me + βα(GT

sα − nq0δαHT
sα)
)

(14.84)

where βi, βe and βα are βj ≡ njTj/B
2/2µ0 of ions and electrons of core plasma and α particles.

The contributions of ions and electron of core plasma are Landau damping. The marginal
condition for excitation of TAE is

βα >
βiG

T
i (λi)

nq0δαHT
sα −GT

sα

, δα >
Gsα

nq0HT
sα

. (14.85)

Derivation of (14.66) is described as follow:

v · dξ

dt
=
∑

i

vi
dξi
dt

=
∑

i

vi
∂ξi
∂t

+
∑

i

vi(v · ∇)ξi =
∑

i

−iωviξi +
∑
ij

vivj
∂ξi
xj

v = v‖b + v⊥ cos(Ωt)ê⊥ − v⊥ sin(Ωt)(b × ê⊥)

vv = v2
‖bb + v2

⊥cos(Ωt)2ê⊥ê⊥ + v2
⊥sin(Ωt)2(b × ê⊥)(b × ê⊥)
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Fig.14.4 Representative shear Alfvén frequency continuum curves as function of minor radius r.
Horizontal lines indicating the approximate radial location and mode width for toroidal Alfvén
eigenmode (TAE), kinetic TAE mode (KTAE), core-localized TAE mode (CLM), ellipticity Alfvén
eigenmode (EAE), noncicular triangularity Alfvén eigenmode (NAE), and energetic particle continuum
mode (EPM).

= (v2
‖ − v2

⊥/2)bb + v2
⊥/2)(bb + ê⊥ê⊥ + (b × ê⊥)(b × ê⊥)) = (v2

‖ − v2
⊥/2)bb + (v2

⊥/2)I,

v · dξ

dt
= −iωv‖ξ‖ + (v2

⊥/2)∇ · ξ + (v2
‖ − v2

⊥/2)
∑
ij

bibj
∂ξi
∂xj

,

∑
ij

(
bibj

∂ξi
∂xj

+ bjξi
∂bi
∂xj

)
=
∑
ij

bj
∂

∂xj
(ξibi)

∑
ij

bibj
∂ξi
∂xj

= −ξ · (b · ∇)b + (b · ∇)(ξ · b) = −κ · ξ + (b · ∇)ξ‖,

v · dξ

dt
= (v2

⊥/2)∇ · ξ + (v2
⊥/2 − v2

‖)κ · ξ⊥ − iωv‖ξ‖ + (v2
‖ − v2

⊥/2)
∂ξ‖
∂l
.

Since |ξ‖| � |ξ⊥|, we obtain

v · dξ

dt
= (v2

⊥/2)∇ · ξ + (v2
⊥/2 − v2

‖)κ · ξ⊥ + a1e
−iΩt + · · · .

The third term is rapidly oscillating term and the contribution to (14.66) is small.

14.2c Various Alfvén Modes

In the previous subsection we discussed the excitation of weakly damped low n TAE by
super-Alfvénic energetic particles. High n TAE is analyzed in ref.10. There are various Alfvén
Modes.
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In high-temperature plasmas, non-ideal effects such as finite Larmor radius of core plasma
become important in gap region and cause the Alfvén continuum to split into a series of kinetic
Alfvén eigenmodes (KTAE) at closely spaced frequencies above the ideal TAE frequency11.

In central region of the plasma, a low-shear version of TAE can arise, called the core-localized
mode (CLM)12.

Noncicular shaping of the plasma poloidal cross section creates other gaps in the Alfvén
continuum, at high frequency. Ellipticity creats a gap, at about twice of TAE frequency, within
which exist ellipticity-induced Alfvén eigenmodes (EAE)9 and similarly for triangularity-induced
Alfvén eigenmodes (NAE)9 at about three times the TAE frequency.

The ideal and kinetic TAE’s are ”cavity” mode, whose frequencies are determined by the bulk
plasma. In addition, a ”beam mode” can arise that is not a natural eigenmode of plasma but is
supported by the presence of a population of energetic particles and also destabilized by them.
This so-called energetic particle mode (EPM)13, which can also exit outside the TAE gaps, has
a frequencies related to the toroidal precession frequency and poloidal transit/bounce frequency
of the fast ions. The beta-induced Alfvén Eigenmode (BAE)14 exists in the beta-induced gap.
The schematic in fig.14.4 illustrates these various modes.

Close interaction between theory and experiment has led many new discoveries on Alfvén
eigenmodes in toroidal plasma. A great deal of theoretical work have been carried out on
energetic particle drive and competing damping mechanism, such as continuum and radiative
damping, ion Landau damping for both thermal and fast ions, electron damping and trapped
electron collisional damping. For modes with low to moderate toroidal mode numbers n, typically
continuum damping and ion Landau damping are dominant, where as high n modes, trapped
collisional damping and radiative damping are strong stabilizing mechanism. There are excellent
reviews on toroidal Alfvén eigenmode15.
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Ch.15 Development of Fusion Researches

The major research effort in the area of controlled nuclear fusion is focused on the confinement
of hot plasmas by means of strong magnetic fields. The magnetic confinements are classified to
toroidal and open end configurations. Confinement in a linear mirror field (sec.17.3) may have
advantages over toroidal confinement with respect to stability and anomalous diffusion across
the magnetic field. However, the end loss due to particles leaving along magnetic lines of force
is determined solely by diffusion in the velocity space; that is, the confinement time cannot be
improved by increasing the intensity of the magnetic field or the plasma size. It is necessary to
find ways to suppress the end loss.

Toroidal magnetic confinements have no open end. In the simple toroidal field, ions and
electrons drift in opposite directions due to the gradient of the magnetic field. This gradient
B drift causes the charge separation that induces the electric field E directed parallel to the
major axis of the torus. The subsequent E × B drift tends to carry the plasma ring outward.
In order to reduce the E × B drift, it is necessary to connect the upper and lower parts of the
plasma by magnetic lines of force and to short-circuit the separated charges along these field lines.
Accordingly, a poloidal component of the magnetic field is essential to the equilibrium of toroidal
plasmas, and toroidal devices may be classified according to the method used to generate the
poloidal field. The tokamak (ch.16) and the reversed field (17.1) pinch devices use the plasma
current along the toroid, whereas the toroidal stellarator (sec.17.2) has helical conductors or
equivalent winding outside the plasma that produce appropriate rotational transform angles.

Besides the study of magnetic confinement systems, inertial confinement approaches are being
actively investigated. If a very dense and hot plasma could be produced within a very short
time, it might be possible to complete the nuclear fusion reaction before the plasma starts to
expand. An extreme example is a hydrogen bomb. This type of confinement is called inertial
confinement. In laboratory experiments, high-power laser beams or particle beams are focused
onto small solid deuterium and tritium targets, thereby producing very dense, hot plasma within
a short time. Because of the development of the technologies of high-power energy drivers, the
approaches along this line have some foundation in reality. Inertial confinement will be discussed
briefly in ch.18.

The various kinds of approaches that are actively investigated in controlled thermonuclear
fusion are classified as follows:

Magnetic
confinement




Toroidal
system




Axially
symmetric




Tokamak
Reversed field pinch
Spheromak

Axially
asymmetric




Stellarator system
Heliac
Bumpy torus

Open end
system




Mirror, Tandem mirror
Field Reversal Configuration
Cusp

Inertial
confinement

{
Laser
Ion beam, Electron beam

From Secrecy to International Collaboration

Basic research into controlled thermonuclear fusion probably began right after World War
II in the United States, the Soviet Union, and the United Kingdom in strict secrecy. There
are on record many speculations about research into controlled thermonuclear fusion even in
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the 1940s. The United States program, called Project Sherwood, has been described in detail
by Bishop.1 Bishop states that Z pinch experiments for linear and toroidal configurations at
the Los Alamos Scientific Laboratory were carried out in an attempt to overcome sausage and
kink instabilities. The astrophysicist L. Spitzer, Jr., started the figure-eight toroidal stellarator
project at Princeton University in 1951. At the Lawrence Livermore National Laboratory, mirror
confinement experiments were conducted. At the Atomic Energy Research Establishment in
Harwell, United Kingdom, the Zeta experiment was started2 and at the I.V. Kurchatov Institute
of Atomic Energy in the Soviet Union, experiments on a mirror called Ogra and on tokamaks
were carried out.3

The first United Nations International Conference on the Peaceful Uses of Atomic Energy
was held in Geneva in 1955. Although this conference was concerned with peaceful applications
of nuclear fission, the chairman, H.J. Bhabha, hazarded the prediction that ways of controlling
fusion energy that would render it industrially usable would be found in less than two decades.
However, as we have seen, the research into controlled nuclear fusion encountered serious and
unexpected difficulties. It was soon recognized that the realization of a practical fusion reactor
was a long way off and that basic research on plasma physics and the international exchange
of scientific information were absolutely necessary. From around that time articles on con-
trolled nuclear fusion started appearing regularly in academic journals. Lawson’s paper on the
conditions for fusion was published in January 1957,4 and several important theories on MHD
instabilities had by that time begun to appear.5,6 Experimental results of the Zeta7 (Zero Energy
Thermonuclear Assembly) and Stellarator8 projects were made public in January 1958. In the
fusion sessions of the second United Nations International Conference on the Peaceful Uses of
Atomic Energy, held in Geneva, September 1-13, 1958, 9,10 many results of research that had
proceeded in secrecy were revealed.
L.A.Artsimovich expressed his impression of this conference as “something that might be called
a display of ideas.” The second UN conference marks that start of open rather than secret
international cooperation and competition in fusion research.

In Japan controlled fusion research started in Japan Atomic Energy Institute (JAERI) under
the ministry of science and technology and in Institute of Plasma Physics, Nagoya University
under the ministry of education and culture in early 1960’s.11

The First International Conference on Plasma Physics and Controlled Nuclear Fusion Research
was held in Salzburg in 1961 under the auspices of the International Atomic Energy Agency
(IAEA). At the Salzburg conference12 the big projects were fully discussed. Some of there were
Zeta, Alpha, StellaratorC, Ogra, and DCX. Theta pinch experiments (Scylla, Thetatron, etc.)
appeared to be more popular than linear pinches. The papers on the large scale experimental
projects such as Zeta or StellaratorC all reported struggles with various instabilities. L.A.
Artsimovich said in the summary on the experimental results: “Our original beliefs that the
doors into the desired regions of ultra-high temperature would open smoothly...have proved
as unfounded as the sinner’s hope of entering Paradise without passing through Purgatory.”
The importance of the PR-2 experiments of M.S. Ioffe and others was soon widely recognized
(vol.3, p.1045). These experiments demonstrated that the plasma confined in a minimum B
configuration is MHD stable.

The Second International Conference on Plasma Physics and Controlled Nuclear Fusion Re-
search was held at Culham in 1965.13 The stabilizing effect of minimumB configurations was con-
firmed by many experiments. An absolute minimumB field cannot be realized in a toroidal con-
figuration. Instead of this, the average minimumB concept was introduced (vol.1, pp.103,145).
Ohkawa and others succeeded in confining plasmas for much longer than the Bohm time with
toroidal multipole configurations (vol.2, p.531) and demonstrated the effectiveness of the average
minimumB configuration. Artsimovich and others reported on a series of tokamak experiments
(T-5, vol.2, p.577; T-3, p.595; T-2, p.629; TM-2, p.647; TM-1, p.659). Further experiments
with Zeta and Stellarator C were also reported. However, the confinement times for these big
devices were only of the order of the Bohm time, and painful examinations of loss mechanisms
had to be carried out. Theta pinch experiments were still the most actively pursued. The ion
temperatures produced by means of theta pinches were several hundred eV to several keV, and
confinement times were limited only by end losses. One of the important goals of the theta
pinch experiments had thus been attained, and it was a turning point from linear theta pinch
to toroidal pinch experiments.

In this conference, the effectiveness of minimum B, average minimum B, and shear config-
urations was thus confirmed. Many MHD instabilities were seen to be well understood ex-
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perimentally as well as theoretically. Methods of stabilizing against MHD instabilities seemed
to be becoming gradually clearer. The importance of velocity-space instabilities due to the
non-Maxwellian distribution function of the confined plasma was recognized. There had been
and were subsequently to be reports on loss-cone instabilities,17 Harris instability18(1959), drift
instabilities19(1963, 1965),etc. The experiment by J.M.Malmberg and C.B.Wharton (vol.1,p.485)
was the first experimental verification of Landau damping.

L.Spitzer,Jr., concluded in his summary talk at Culham that “most of the serious obstacles
have been overcome, sometimes after years of effort by a great number of scientists. We can be
sure that there will be many obstacles ahead but we have good reason to hope that these will
be surmounted by the cooperative efforts of scientists in many nations.”

Artsimovich Era

The Third International Conference14 was held in 1968 at Novosibirsk. The most remarkable
topic in this conference was the report that Tokamak T-3 (vol.1, p.157) had confined a plasma
up to 30 times the Bohm time (several milliseconds) at an electron temperature of 1 keV. In Zeta
experiments a quiescent period was found during a discharge and MHD stability of the magnetic
field configuration of the quiescent period was discussed. This was the last report of Zeta and
HBTX succeeded this reversed field pinch experiment. Stellarator C (vol.1, pp.479, 495) was still
confining plasmas only to several times the Bohm time at electron temperatures of only several
tens to a hundred eV. This was the last report on StellaratorC; this machine was converted
into the ST tokamak before the next conference (Madison 1971). However, various aspects of
stellarator research were still pursued. The magnetic coil systems of Clasp (vol.1, p.465) were
constructed accurately, and the confinement of high-energy electrons were examined using the
β decay of tritium. It was demonstrated experimentally that the electrons ran around the torus
more than 107 times and that the stellarator field had good charge-particle confinement proper-
ties. In WII the confinement of the barium plasma was tested, and resonant loss was observed
when the magnetic surface was rational. Diffusion in a barium plasma in nonrational cases was
classical. In 2X(vol.2, p.225) a deuterium plasma was confined up to an ion temperature of 6-8
keV at a density of n < 5 × 1013 cm−3 for up to τ = 0.2ms. Laser plasmas appeared at this
conference.

At the Novosibirsk conference toroidal confinement appeared to have the best overall prospects,
and the mainstream of research shifted toward toroidal confinement. L.A.Artsimovich concluded
this conference, saying; “We have rid ourselves of the gloomy spectre of the enormous losses em-
bodied in Bohm’s formula and have opened the way for further increases in plasma temperature
leading to the physical thermonuclear level.”

The Tokamak results were seen to be epoch making if the estimates of the electron temper-
ature were accurate. R.S.Pease, the director of the Culham Laboratory, and L.A.Artsimovich
agreed the visit of British team of researchers to Kurchatov Institute to measure the electron
temperature of the T-3 plasma by laser scattering methods. The measurements supported the
previous estimates by the tokamak group.20 The experimental results of T-3 had a strong impact
on the next phase of nuclear fusion research in various nations. At the Princeton Plasma Physics
Laboratory, StellaratorC was converted to the ST tokamak device; newly built were ORMAK at
Oak Ridge National Laboratory, TFR at the Center for Nuclear Research, Fontaney aux Rose,
Cleo at the Culham Laboratory, Pulsator at the Max Planck Institute for Plasma Physics, and
JFT-2 at the Japan Atomic Energy Research Institute.

The Fourth International Conference was held in Madison, Wisconsin, in 1971.15 The main
interest at Madison was naturally focused on the tokamak experiments. In T-4(vol.1, p.443),
the electron temperature approached 3 keV at a confinement time around 10 ms. The ions were
heated to around 600 eV by collision with the electrons. ST(vol.1, pp.451, 465) produced similar
results.

Trek to Large Tokamaks (since around oil crisis)

Since then the IAEA conference has been held every two years; Tokyo in 1974,16 Berchtes-
garden in 1976, Innsburg in 1978, Brussels in 1980, Baltimore in 1982, London in 1984, Kyoto
in 1986, Nice in 1988, Washington D.C. in 1990, Würzburg in 1992, Seville in 1994, Montreal
in 1996, Yokohama in 1998, Sorrento in 2000 · · ·. Tokamak research has made steady progress



192 15 Development of Fusion Researches

as the mainstream of magnetic confinement. Pease stated in his summary talk of the IAEA
conference at Berchtesgarden in 1976 that “one can see the surprisingly steady progress that
has been maintained. Furthermore, looked at logarithmically, we have now covered the greater
part of the total distance. What remains is difficult, but the difficulties are finite and can be
summed up by saying that we do not yet have an adequate understanding or control of cross-field
electron thermal conduction.”

After the tokamaks of the first generation (T-4, T-6, ST, ORMAK, Alcator A, C. TFR,
Pulsator, DITE, FT, JFT-2, JFT-2a, JIPP T-II, etc.), second generation tokamaks (T-10, PLT,
PDX, ISX-B, Doublet III, ASDEX, etc.) began appearing around 1976. The energy confinement
time of ohmically heated plasmas was approximately described by the Alcator scaling law (τE ∝
na2). The value of nτE reached 2 × 1013 cm−3s in Alcator A in 1976. Heating experiments of
neutral beam injection (NBI) in PLT achieved the ion temperature of 7keV in 1978, and the
effective wave heating in an ion cyclotron range of frequency was demonstrated in TFR and
PLT around 1980. The average β value of 4.6% was realized in the Doublet III non-circular
tokamak (κ = 1.4) in 1982 using 3.3 MW NBI. Noninductive drives for plasma current have
been pursued. Current drive by the tangential injection of a neutral beam was proposed by
Ohkawa in 1970 and was demonstrated in DITE experimentally in 1980. Current drive by a
lower hybrid wave was proposed by Fisch in 1978 and demonstrated in JFT-2 in 1980 and in
Versator 2, PLT, Alcator C, JIPP T-II, Wega, T-7 and so on. Ramp-up experiments of plasma
current from 0 were succeeded by WT-2 and PLT in 1984. TRIAM-1M with superconducting
toroidal coils sustained the plasma current of Ip = 22kA, (ne ≈ 2 × 1018 m3) during 70minutes
by LHW in 1990.

The suppression of impurity ions by a divertor was demonstrated in JFT-2a (DIVA) in 1978
and was investigated by ASDEX and Doublet III in detail (1982). At that time the energy
confinement time had deteriorated compared with the ohmic heating case as the heating power
of NBI was increased (according to the Kaye-Goldston scaling law). However, the improved
mode (named H mode) of the confinement time, increased by about 2 times compared with the
ordinary mode (L mode), was found in the divertor configuration of ASDEX in 1982. The H
mode was also observed in Doublet III, PDX, JFT-2M, and DIII-D. Thus much progress had
been made to solve many critical issues of tokamaks.

Based on these achievements, experiments of third-generation large tokamaks started, with
TFTR (United States) in the end of 1982, JET (European Community) in 1983 and JT-60
(Japan) in 1985. Originally these large tokamaks are planned in early 1970s. TFTR achieved
nDT(0)τE ∼ 1.2 × 1019 m−3 · s, κTi(0) = 44keV by supershot (H mode-like). JET achieved
nD(0)τE ∼ 3.2 × 1019 m−3 · s, κTi(0) = 18.6keV by H mode with divertor configuration. JT-60
drove a plasma current of 1.7 MA (n̄e = 0.3×1013 cm−3) by lower hybrid wave (PRF = 1.2MW)
in 1986 and upgraded to JT60U in 199121. JT60U achieved nD(0)τE ∼ 3.4 × 1019 m−3 · s,
κTi(0) = 45keV by high βp H mode. A high performance confinement mode with negative
magnetic shear was demonstrated in TFTR, DIII-D, JT60U, JET, Tore Supra22, T10.

JET performed a preliminary tritium injection experiment23 (nT/(nD + nT) � 0.11) in 1991
and the production of 1.7 MW (Q ∼ 0.11) of fusion power using 15MW of NBI. Extensive
deuterium-tritium experiment was carried out on TFTR in 1994.24 Fusion power of 9.3 MW
(Q ∼ 0.27) was obtained using 34 MW of NBI in supershot (Ip=2.5 MA). JET set records of
DT fusion output of 16.1MW (Q ∼ 0.62) using 25.7 MW of input power (22.3MW NBI + 3.1MW
ICRF)25 in 1998. A pumped divertors were installed in JET, JT60U, DIIID, ASDEX-U and
others in attempt to suppress impurity ions and the heat load on divertor plate. Now these large
tokamaks are aiming at the scientific demonstration of required conditions of critical issues (
plasma transport, steady operation, divertor and impurity control and so on) of fusion reactors.

Based on the development of tokamak researches, the design activities of tokamak reactors
have been carried out. The International Tokamak Reactor (INTOR)26 (1979-1987) and The
International Thermonuclear Experimental Reactor (ITER)27 (1988-2001) are collaborative ef-
forts among Euratom, Japan, The United States of America and Russian Federation under the
auspices of IAEA. The status of ITER in 200028 is described in sec.16.11.

Alternative Aproaches

Potential theoretical advantages of spherical tokamak was outlined by Peng and Strickler29,
in which the aspect rato A = R/a of standard tokamak is substantially reduces toward unity.
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Fig.15.1 Development of confinement experiments in n̄eτE -κTi(0) (n̄e is the line average electron
density, τE is the energy confinement time τE ≡ W/(Ptot − dW/dt−Lthr), Ti(0) is the ion temperature).
tokamak(•), stellarator (
), RFP(◦), tandem mirror, mirror, theta pinch( closed triangle). Q = 1 is the
critical condition. W ; total energy of plasma, Ptot; total heating power, Lthr; shine through of neutral
beam heating.

Predicted advantages include a naturally high elongation (κs ∼ 2), high toroidal beta and toka-
mak like confinement. These predictions have been verified experimentally, in particular by
START device30 at Culham (R/a ≈ 0.3/0.28 = 1.31, Ip ≈ 0.25MA, Bt ≈ 0.15T). The toroidal
beta reached 40% and observed confinement times follow similar scaling of standard tokamaks.
Spherical tokamak (ST) experiments were also conducted by Globus-M (Ioffe), Pegasus (Madi-
son), TST (Tokyo), TS-3 (Tokyo). The next generation ST projects MAST (Culham) and NSTX
(Princeton) started experiments in 1999 ∼ 200031. Potential merits of possible ST reactors are
also discussed32.

Non-tokamak confinement systems have been investigated intensively to catch up with the
achievements of tokamaks. The stellarator program proceeded from small-scale experiments
(Wendelstein IIb, Clasp, Uragan-1, L-1, JIPP-I, Heliotron D) to middle-scale experiments (Wen-
delstein VIIA, Cleo, Uragan-2, L-2, JIPP T-II, Heliotron E). The plasmas with Te ∼ Ti ≈ several
hundred eV to 1 keV, ne ∼ several 1013 cm−3 were sustained by NBI heating without an ohmic
heating current, and the possibility of steady-state operation of stellarators was demonstrated
by WVIIA and Heliotron E. Scaling of confinement time of currentless plasma was studied in
Heliotron E, CHS, ATF and WVII AS. Large helical device LHD started experiments in 199833

and advanced stellarator WVII-X is under construction.
The reversed field pinch (RFP) configuration was found in the stable quiescent period of Zeta

discharge just before the shutdown in 1968. J.B. Taylor pointed out that RFP configuration is
the minimum energy state under the constraint of the conservation of magnetic helicity in 1974
(see sec.17.1). RFP experiments have been conducted in HBTX-1B, ETA-BETA 2, TPE-1RM,
TPE-1RM15, TPE-1RM20, ZT-40M, OHTE, REPUTE-1, STP-3M, MST. An average β of 10-
15% was realized. ZT-40M demonstrated that RFP configuration can be sustained by relaxation
phenomena (the so-called dynamo effect) as long as the plasma current is sustained (1982). The
next step projects RFX and TPE-RX are proceeding.

Spheromak configurations have been studied by S-1, CTX, and CTCC-1, and field reversed
configurations have been studied by FRX, TRX, LSX, NUCTE and PIACE.

In mirror research, 2XIIB confined a plasma with an ion temperature of 13 keV and nτE ×
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1011 cm−3s in 1976. However, the suppression of the end loss is absolutely necessary. The
concept of a tandem mirror, in which end losses are suppressed by electrostatic potential, was
proposed in 1976-1977 (sec 17.3). TMX, TMX-U and GAMMA 10 are typical tandem mirror
projects. The bumpy torus is the toroidal linkage of many mirrors to avoid end loss and this
method was pursued in EBT and NBT.

Inertial confinement research has made great advances in the implosion experiment by using
a Nd glass laser as the energy driver. Gekko XII (30 kJ, 1 ns, 12 beams), Nova (100 kJ, 1 ns, 10
beams), Omega X(4 kJ, 1 ns, 24 bemas), and Octal (2 kJ, 1 ns, 8 beams) investigated implosion
using laser light of λ = 1.06µm and its higher harmonics λ = 0.53µm and 0.35µm. It was
shown that a short wavelength is favorable because of the better absorption and less preheating
of the core. A high-density plasma, 200 ∼ 600 times as dense as the solid state, was produced
by laser implosion (1990). Based on Nova results, Lawrence Livermore National Laboratory is
in preparation on National Ignition Facility (NIF34,35) (1.8MJ, 20ns, 0.35µm, 192 beams, Nd
glass laser system).

Nuclear fusion research has been making steady progress through international collaboration
and competition. A summary of the progress of magnetic confinement is given in fig.14.1 of the
n̄eτE -Ti(0) diagram. TFTR demonstrated Q ∼ 0.27 DT experiments and JET demonstrated
Q ∼ 0.62 DT experiments. JET and JT60U achieved equivalent break-even condition by D-D
plasma, that is, the extrapolated D-T fusion power output would be the same as the heating
input power (Qequiv=1).
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Ch.16 Tokamak

The word “tokamak” is said to be a contraction of the Russian words for current (ток),
vessel (камер), magnet (магнит), and coil (катущка). Tokamaks are axisym-
metric, with the plasma current itself giving rise to the poloidal field essential to the equilibrium
of toroidal plasmas. In a tokamak the toroidal field used to stabilize against MHD instabilities,
is strong enough to satisfy the Kruskal-Shafranov condition. This characteristics is quite differ-
ent from that of reversed field pinch, with its relatively weak toroidal field. There are excellent
reviews and textbooks of tokamak experiments,1,2 equilibrium,3 and diagnostics.4,5

16.1 Tokamak Devices

The structure of the devices of large tokamaks JET, JT60U and TFTR are shown in figs.16.1,
16.2 and 16.3 as typical examples.

The toroidal field coils, equilibrium field coils (also called the poloidal field coils, which produce
the vertical field and shaping field), ohmic heating coils (the primary windings of the current
transformer), and vacuum vessel can be seen in the figures. Sometimes “poloidal field coils”
means both the equilibrium field coils and the ohmic heating coils. By raising the current of the
primary windings of the current transformer (ohmic heating coils), a current is induced in the
plasma, which acts as the secondary winding. In the JET device, the current transformer is of
the iron core type. The air-core type of current tranformer is utilized in JT60U and TFTR. The
vacuum vessel is usually made of thin stainless steel or inconel so that it has enough electric
resistance in the toroidal direction. Therefore the voltage induced by the primary windings can
penetrate it. The thin vacuum vessel is called the linear. Before starting an experiment, the
liner is outgassed by baking at a temperature of 150-400℃ for a long time under high vacuum.

Table 16.1 Parameters of tokamaks. R, a, b in m, Bt in T, and Ip in MA.

R a(×b) R/a Bt Ip Remarks
T-4 1.0 0.17 5.9 5.0 0.3
T-10 1.5 0.39 3.8 5.0 0.65
PLT 1.32 0.4 3.3 3.2 0.5
TFTR 2.48 0.85 2.9 5.2 2.5　 compact
JET 2.96 1.25(×2.1) 2.4 3.45 7 noncircular
JT60U 3.4 1.1(×1.4) 3.1 4.2 6 JT60 upgraded

Furthermore, before running an experiment, a plasma is run with a weak toroidal field in order
to discharge-clean the wall of the liner. Inside the liner there is a diaphragm made of tung-
sten, molybdenum, or graphite that limits the plasma size and minimizes the interaction of the
plasma with the wall. This diaphragm is called a limiter. Recently a divertor configuration was
introduced instead of the limiter. In this case the magnetic surface, including the separatrix
point, determines the plasma boundary (see sec.16.5). A conducting shell surrounds the plasma
outside the liner and is used to maintain the positional equilibrium or to stabilize MHD insta-
bilities during the skin time scale. The magnitude of the vertical field is feedback controlled
to keep the plasma at the center of the liner always. Many improvements have been made in
tokamak devices over the years. Accuracy of the magnetic field is also important to improve the
plasma performance in tokamak and other toroidal devices. The parameters of typical tokamak
devices are listed in table 16.1.

Measurements by magnetic probes surrounding the plasma are a simple and useful way to
monitor plasma behavior. As the magnetic probes detect MHD fluctuations, they are indispens-
able to study MHD instabilities. These small magnetic colis are called by Mirnov coils.
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Fig.16.1 Artist’s drawing of JET (Joint European torus), JET Joint Undertaking, Abingdon,
Oxfordshire, England. The toroidal field coils (TFC) are arranged around the vacuum vessel(VV). The
outer poloidal field coils (Outer PFC, equilibrium field coils) and inner poloidal field coils (Inner PFC,
ohmic heating coils) are wound in the toroidal direction outside the toroidal field coils(TFC). JET uses
an ion-core current transformer (TC). The mechanical structures (MS) support the toroidal field coils
against the large amount of torque due to the equilibrium field. Reprinted with permission from JET
Joint Undertaking.
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Fig.16.2 A birdview of JT60U, Japan Atomic Energy Research Institute.
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Fig.16.3 A birdview of TFTR( Tokamak Fusion Test Reactor), Plasma Physics Laboratory, Princeton
University.
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Fig.16.4 (a) Locations of magnetic probes around plasma (∆ shown in the figure is minus) (b) an
array of soft X ray solid-state detectors. Each detector’s main contribution to a signal comes from theemission at the peak temperature along the line of sight of the detector. the fluctuation of the electron
temperature at this point can be detected.

Loop voltage VL and the plasma current Ip can be measured by the magnetic loop and Rogowsky
coil, respectively.4 Then the electron temperature can be estimated by the Spitzer formula from
the resistivity of the plasma, which can be evaluated using VL and Ip. From eq.(6.18), the
poloidal beta ratio βp is given by

βp = 1 +
2Bϕ
B2
ω

〈BϕV −Bϕ〉 (16.1)

where |BϕV −Bϕ| � |Bϕ| and Bω = µ0Ip/2πa. Since the diamagnetic flux δΦ is

δΦ = πa2〈BϕV −Bϕ〉
we have

βp =
p

B2
ω/2µ0

= 1 +
8πBϕ
µ2

0I
2
p

δΦ. (16.2)

Therefore measurement of the diamagnetic flux δΦ yields βp and the plasma pressure. Magnetic
probes g1, g2 located around the plasma, as shown in fig.16.4a, can be used to determine the
plasma position. Since the necessary magnitude of the vertical field for the equilibrium B⊥ is
related to the quantity Λ = βp + li/2 , the value of Λ can be estimated from B⊥ (li is the
normalized internal inductance). The fluctuations in the soft X-ray (bremsstrahlung) signal
follow the fluctuations in electron temperature. The fluctuations occur at the rational surfaces
( qs(r) = 1, 2, ...). The mode number and the direction of the propagation can be estimated by
arrays of solid-state detectors, as shown in fig.16.4b. When the positions of the rational surfaces
can be measured, the radial current profile can be estimated for use in studies of MHD stability.

16.2 Equilibrium

The solution of the Grad-Shafranov equation (6.15) for the equilibrium gives the magnetic
surface function Ψ = rAϕ (Aϕ is the ϕ component of the vector potential). Then the magnetic
field B is described by

rBr = −∂ψ
∂z
, rBz =

∂ψ

∂r

and the current density j is

j =
I ′

2π
B + rp′eϕ

where ′ means ∂/∂ψ. When the plasma cross section is circular, the magnetic surface ψ(ρ, ω)
outside the plasma is given by eq.(6.25) as follows:

ψ(ρ, ω) =
µ0Ip
2π

R

(
ln

8R
ρ

− 2
)
− µ0Ip

4π

(
ln
ρ

a
+
(
Λ+

1
2

)(
1 − a2

ρ2

))
ρ cosω. (16.3)
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Fig.16.5 Positions of plasma boundary and shell

The plasma boundary is given by ρ = a, that is, by

ψ(ρ, ω) =
µ0IpR

2π

(
ln

8R
a

− 2
)
. (16.4)

16.2a Case with Conducting Shell
When a conducting shell of radius b surrounds the plasma, the magnetic surface ψ must be

constant at the conducting shell. Therefore the location of the shell is given by

ψ(ρ, ω) =
µ0IpR

2π

(
ln

8R
b

− 2
)
.

(In practice, the position of the shell is fixed, and the plasma settles down to the appropriate
equilibrium position; the important point is their relative position). When the magnetic surface
is expressed by

ψ(ρ, ω) = ψ0(ρ) + ψ1 cosω

the magnetic surface is a circle with the shifted center by the amount of ∆ = −ψ1/ψ
′
0. Therefore

the plasma center is displaced from the center of the shell by an amount ∆0 given by (see fig.
16.5. ρ′ = ρ− ∆ cosω,Φ0(ρ′) = Φ0(ρ) − (∂Φ0/∂ρ)∆ cosω)

∆0(b) = − b2

2R

(
ln
b

a
+
(
Λ+

1
2

)(
1 − a2

b2

))
.

(∆0 < 0 means that the plasma center is outside the center of the shell.)

16.2b Case without Conducting Shell
If the vertical field B⊥ is uniform in space, the equilibrium is neutral with regard to changes to

plasma position. When the lines of the vertical field are curved, as shown in fig.16.6, the plasma
position is stable with regard to up and down motion. The z component Fz of the magnetic
force applied to a plasma current ring with mass M is

Fz = −2πRIpBR.

From the relation (∂BR/∂z) − (∂Bz/∂R) = 0,

Mz̈ = −2πRIp
∂BR
∂z

z = 2πIpBz
(
− R

Bz

∂Bz
∂R

)
z.

As IpBz < 0, the stability condition for decay index n is

n ≡ − R

Bz

∂Bz
∂R

> 0. (16.5)
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Fig.16.6 Vertical field for plasma equilibrium

The horizontal component FR of the magnetic force is

M
d2(∆R)

dt2
= FR = 2πRIp(Bz −B⊥)∆R.

The amount of B⊥ necessary for plasma equilibrium (see eq.(6.28)) is

B⊥ =
−µ0Ip
4πR

(
ln

8R
a

+ Λ− 1
2

)
, Λ =

li
2

+ βp − 1.

When the plasma is ideally conductive, the magnetic flux inside the plasma ring is conserved
and

∂

∂R
(LpIp) + 2πRB⊥ = 0.

Here the self-inductance is Lp = µ0R(ln(8R/a) + li/2− 2). Therefore the equation of motion is

M
d2(∆R)

dt2
= 2πIpB⊥

(
3
2
− n

)
∆R

under the assumption ln(8R/a) � 1. Then the stability condition for horizontal movement is

3
2
> n. (16.6)

16.2c Equilibrium Beta Limit of Tokamaks with Elongated Plasma Cross Sections
The poloidal beta limit of a circular tokamak is given by βp = 0.5R/a, as was given by

eq.(6.38). The same poloidal beta limit is derived by similar consideration for the elongated
tokamak with horizontal radius a and vertical radius b. When the length of circumference along
the poloidal direction is denoted by 2πaK for the elongated plasma and the average of poloidal
field is B̄p = µ0Ip/(2πaK), the ratio of the poloidal and toroidal field is B̄p/Bt = aK/(RqI),
where K is approximately given by K = [(1 + (b/a)2)/2]1/2. Therefore the beta limit of an
elongated tokamak is β = βp(aK/RqI)2 = 0.5K2a/(Rq2I ) and is K2 times as large as that of
circular one. In order to make the plasma cross section elongated, the decay index n of the
vertical field must be negative, and the elongated plasma is positionally unstable in the up-
down motion. Therefore feedback control of the variable horizontal field is necessary to keep the
plasma position vertically stable.6

16.3 MHD Stability and Density Limit

A possible MHD instability in the low-beta tokamak is kink modes, which were treated in
sec.8.3. Kink modes can be stabilized by tailoring the current profile and by appropriate choice
of the safety factor qa. When the plasma pressure is increased, the beta value is limited by
the ballooning modes (sec.8.5). This instability is a mode localized in the bad curvature region
driven by a pressure gradient. The beta limit of ballooning mode is given by βmax ∼ 0.28(a/Rqa)
of eq.(8.124). The β limit by kink and ballooning modes depends on the radial profile of the
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Fig.16.7 Magnetic islands of m = 1, m = 3/2, m = 2 appears at q(r)=1,3/2,2.

Fig.16.8 The hot core in the center is expelled by the reconnection of magnetic surfaces

plasma current (shear) and the shape of the plasma cross section. The limit of the average
beta, βc = 〈p〉/(B2/2µ0), of the optimized condition is derived by MHD simulation codes to
be βc(%) = βNIp (MA)/a(m)Bt(T) (βN = 2 ∼ 3.5).7,8 βmax of eq.(8.124) is consistent with the
result of MHD simulation.

Even if a plasma is ideally MHD stable, tearing modes can be unstable for a finite resistive
plasma. When ∆′ is positive at the rational surfaces (see sec.9.1) in which the safety factor
q(r) is rational q(r) = 1, 3/2,2, tearing modes grow and magnetic islands are formed, as shown
in fig.16.7. When the profile of the plasma current is peaked, then the safety factor at the
center becomes q(0) < 1 and the tearing mode with m = 1, n = 1 grows at the rational surface
q(r) = 1, and the hot core of the plasma is pushed out when the reconnection of magnetic
surfaces occurs and the current profile is flattened (fig.16.8). The thermal energy in the central
hot core is lost in this way.9,2 Since the electron temperature in the central part is higher than
in the outer region and the resistance in the central part is smaller, the current profile is peaked
again and the same process is repeated. This type of phenomenon is called internal disruption
or minor disruption .

The stable operational region of a tokamak with plasma current Ip and density ne is limited.
With Greenward normalized density or Greenward-Hugill-Murakami parameter, defined by

NGHM ≡ n20

Ip(MA)/πa(m)2
(16.7)
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an empirical scaling

NGHM < 1 (16.8)

is hold for most of tokamak experiments10, where n20 is the electron density in the unit of
1020m−3. NGHM is expressed by the other form (refer the relations in sec.16.4)

NGHM =
0.628
K2

n20

Bt(T)/R(m)
qI. (16.7′)

The upper limit of the electron density depends critically on the plasma wall interaction and
tends to increase as the heating power increases, although the scaling NGHM < 1 does not reflect
the power dependence. When hydrogen ice pellets are injected into a plasma for fueling from
high field side of ASDEX-U with advanced divertor11, NGHM becomes up to ∼ 1.5. Therefore
there is possibility to increase NGHM furthermore. The safety factor qa at the plasma boundary
is qa > 3 in most cases. Beyond the stable region (NGHM < 1, 1/qa < 1/2 ∼ 1/3), strong
instability, called disruptive instability, occurs in usual operations. Negative spikes appear in
the loop voltage due to the rapid expansion of the current channel (flattened current profile),
that is, the rapid reduction of the internal inductance. The thermal energy of the plasma is
lost suddenly. The electron temperature drops rapidly, and the plasma resistance increases. A
positive pulse appears in the loop voltage. Then the plasma discharge is terminated rapidly. In
some cases, the time scale of disruption is much faster than the time scale (9.27) predicted by the
resistive tearing mode. For possible mechanisms of the disruptive instability, overlapping of the
magnetic islands of m = 2/n = 1 (q(r) = 2) and m = 3/n = 2 (q(r) = 1.5) or the reconnection
of m = 2/n = 1,m = 1/n = 1 magnetic islands are being discussed. Reviews of the MHD
instabilities of tokamak plasmas and plasma transport are given in ref.12-15.

16.4 Beta Limit of Elongated Plasma

The output power density of nuclear fusion is proportional to n2〈σv〉. Since 〈σv〉 is propor-
tional to T 2

i in the region near Ti ∼ 10 keV, the fusion output power is proportional to the
square of plasma pressure p = nκT . Therefore the higher the beta ratio β = p/(B2/2µ0), the
more economical the possible fusion reactor. The average beta of 〈β〉 ∼ 3% was realized by
NBI experiments in ISX-B, JET-2, and PLT. All these tokamaks have a circular plasma cross
section. The theoretical upper limit of the average beta βc of an elongated tokamak plasma due
to kink and ballooning instability is7,8

βc(%) � βNIp(MA)/a(m)Bt(T) (16.9)

βN is called Troyon factor or normalized beta (βN = 2 ∼ 3.5). When the following definitions

B̄p ≡ µ0Ip
2πaK

, qI ≡ K
a

R

Bt

B̄p
(16.10)

are used, the critical beta is reduced to

βc(%) = 5βNK
2 a

RqI
(16.9′)

where 2πKa is the the length of circumference of the plasma boundary and K is approximately
given by

K2 � (1 + κ2
s )/2

and κs is the ratio of the vertical radius b to the horizontal radius a. The safety factor qψ at a
magnetic surface ψ is given by

qψ =
1
2π

∮
Bt

RBp
dl =

1
2πdψ

∮
Bt

dψ
RBp

dl
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Fig.16.9 The observed beta versus I/aB for DIII-D. Various β limit calculations are summarized in
the curves with different assumptions on the location of a conducting wall (rw/a). (After DIII-D team:
Plasma Phys. Controlled Nuc. Fusion Research 1, 69, (1991) IAEA. ref.17)

=
1

2πdψ

∮
Btdsdl =

1
2π

dΦ
dψ

where Φ is the toroidal flux through the magnetic surface ψ. It must be notified that qI is
different from qψ in the finite aspect ratio. As the approximate formula of the effective safety
factor at the plasma boundary,

qeff =
a2B

(µ0/2π)RI
1 + κ2

s

2

(
1 + ε2

(
1 +

Λ̄2

2

))
×
(
1.24 − 0.54κs + 0.3(κ2

s + δ2) + 0.13δ
)

(16.11)

is used (including the divertor configuration (sec.16.5))16 . The notations are ε = a/R, Λ̄ ≡
βp + li/2 (see (6.21)) and δ = ∆/a is triangularity of the plasma shape (see fig.16.10).

In non-circular tokamak DIII-D, 〈β〉=11% was realized in 199017, in which a=0.45m,Bt=0.75T,
Ip=1.29 MA, Ip/aBt=3.1 MA/Tm, βN ∼3.6, κs=2.35 and R=1.43m. Fig.16.9 shows the experi-
mental data of DIII-D on the observed beta versus Ip/aBt.

16.5 Impurity Control, Scrape-Off Layer and Divertor

Radiation loss power Pbrems by bremsstrahlung due to electron collision with ion per unit
volume is

Pbrems = 1.5 × 10−38Zeffn
2
e(κTe/e)1/2. (W/m3)

The loss time due to bremsstrahlung defined by τbrems = (3/2)neκTe /Pbrems is

τbrems = 0.16
1

Zeffn20

(
κTe

e

)1/2

(sec)

where n20 is in units of 1020 m−3 κTe/e is in unit of eV . When ne ∼ 1020 m−3, and κTe ∼ 10 keV,
then we have τbrems ∼ 8/Zeff(s). Therefore if the radiation losses such as bremsstrahlung,
recombination radiation and line spectre emission are enhanced much by impurity ions, fusion
core plasma can not be realized even by the radiation losses only. When the temperature of the
plasma increases, the ions from the plasma hit the walls of the vacuum vessel and impurity ions
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Fig.16.10 Divertor configuration using separatrix S of the magnetic surface (lefthand side). Definition
of the triangularity δ = ∆/a (righthand side)

are sputtered. When the sputtered impurities penetrate the plasma, the impurities are highly
ionized and yield a large amount of radiation loss, which causes radiation cooling of the plasma.
Therefore impurity control is one of the most important subjects in fusion research.

The light impurities, such as C and O, can be removed by baking and discharge-cleaning
of the vacuum vessel. The sputtering of heavy atoms (Fe, etc.) of the wall material itself can
be avoided by covering the metal wall by carbon tiles. Furthermore a divertor, as shown in
fig.16.10, is very effective to reduce the plasma-wall interaction. Plasmas in Scrap-off layer flow
at the velocity of sound along the lines of magnetic force just outside the separatrix S into the
neutralized plates, where the plasmas are neutralized. Even if the material of the neutralized
plates is sputtered, the atoms are ionized within the divertor regions near the neutralized plates.
Since the thermal velocity of the heavy ions is much smaller than the flow velocity of the plasma
(which is the same as the thermal velocity of hydrogen ions), they are unlikely to flow back
into the main plasma. In the divertor region the electron temperature of the plasma becomes
low because of impurity radiation cooling. Because of pressure equilibrium along the lines of
magnetic force, the density in the divertor region near the neutralized plates becomes high.
Therefore the velocity of ions from the plasma into the neutralized plates is collisionally damped
and sputtering is suppressed. A decrease in the impurity radiation in the main plasma can be
observed by using a divertor configuration.

However the scrape off layer of divertor is not broad and most of the total energy loss is
concentrated to the narrow region of the target divertor plate. The severe heat load to the
divertor plate is one of the most critical issues for a reactor design. Physical processes in scrape-
off layer and divertor region are actively investigated experimentally and theoretically18.

Let us consider the thermal transport in scrape-off layer. It is assumed that the thermal
transport parallel to the magnetic line of force is dominated by classical electron thermal con-
duction and the thermal transport perpendicular to the magnetic field is anomalous thermal
diffusion. We use a slab model as is shown in fig.16.11 and omit Boltzmann constant in front of
temperature. Then we have

∇q‖ + ∇q⊥ +Qrad = 0 (16.12)

q‖ = −κc
∂Te

∂s
= −κ0T

5/2
e

∂Te

∂s
= −2

7
κ0
∂T

7/2
e

∂s
(16.13)

q⊥ = −n
(
χe
⊥
∂Te

∂r
+ χi

⊥
∂Ti

∂r

)
− 3

2
D(Te + Ti)

∂n

∂r
(16.14)

κc ∼ nλ2
eiνei = 2.8 × 103m−1W (eV)−7/2T 5/2

e (eV)5/2.
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Fig.16.11 Configuration of scrape-off layer (SOL) and divertor. The coordinate of the slab model
(right-hand side)

Here q‖ and q⊥ are heat fluxes in the directions of parallel and perpendicular to the magnetic field
and Qrad is radiation loss. κc is heat conductivity and χe

⊥, χ
i
⊥ are thermal difusion coefficients

and D is diffusion coefficient of particles. The stagnation point of heat flow is set as s = 0 and
the X point of separatrix and divertor plate are set as s = Lx and s = LD respectively. Then
the boundary condition at s = 0 and s = LD are

q‖0 = 0 (16.15)

q‖D = γTDnDdD +
1
2
miu

2
DnDuD + ξnDuD

= nDMDcs((γ +M2
D)TD + ξ) (16.16)

where uD is flow velocity of plasma at the divertor plate and MD is Mach number MD = uD/cs.
γ ≈ 7 is sheath energy transfer coefficient and ξ ≈ 20 ∼ 27eV is ionization energy. The sound
velocity is cs = c̃sT

1/2
D , c̃s = 0.98(2/Ai)1/2104ms−1(eV)−1/2, Ai being ion atomic mass. The first

and the second terms of eq.(16.16) are the power flux into the sheath and the third term is
power consumed within the recycling process. The equations of particles and momentum along
the magnetic lines of force are

∂(nu)
∂s

= Si − Scx,r −∇⊥(nu⊥) ≈ Si − Scx,r (16.17)

mnu
∂u

∂s
= −∂p

∂s
−muSm (16.18)

where Sm = nn0〈σv〉m is the loss of momentum of plasma flow by collision with neutrals,
Si = nn0〈σv〉i is the ionization term and Scx,r = nn0〈σv〉cx,r is ion loss by charge exchange and
radiation recombination. Eqs.(16.17) and (16.18) reduce to

∂(nmu2 + p)
∂s

= −mu(Sm + Scx,r) +muSi (16.19)

The flow velocities at s = 0 and s = LD are u0 = 0 and uD = MDcs,MD ≈ 1 respectively.
Eqs.(16.12),(16.13) and the boundary conditions (16.15),(16.16) reduce to

2κ0

7
∂2

∂s2
T 7/2

e = ∇⊥q⊥ +Qrad (16.20)
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2κ0

7
(T 7/2

e (s) − T
7/2
eD ) =

∫ s

LD

ds′
∫ s′

0
(∇⊥q⊥ +Qrad)ds′′. (16.21)

When ∇⊥q⊥ =const. Qrad = 0 in 0 < s < Lx and ∇⊥q = 0, Qrad =const. in Lx < s < LD, we
have

2κ0

7
(T 7/2

e (s)−T 7/2
eD ) = 0.5(−∇⊥q⊥)(2LxLD−L2

x−s2)+0.5Qrad(LD−Lx)2 (0 < s < Lx).

When radiation term is negligible, Te0 ≡ Te(0) becomes

T
7/2
e0 = T

7/2
eD +

7
4κ0

(
2LD

Lx
− 1

)
(−∇⊥q⊥)L2

x.

If TeD < 0.5Te0 and LD − Lx � Lx, we have

Te0 ≈ 1.17

(
(−∇⊥q⊥)L2

x

κ0

)2/7

= 1.17

(
q⊥L2

x

κ0λq

)2/7

(16.22)

where 1/λq ≡ −∇⊥q⊥/q⊥. When the scale lengths of gradients of temperature and density are
λT and λn respectively (T (r) = T exp(−r/λT ), n(r) = n exp(−r/λn)) and χi

⊥ � χe
⊥ andD ∼ χe

⊥
are assumed, eq.(16.14) becomes

q⊥ = nχe
⊥
Te

λT

(
1 +

3
2
(1 +

Ti

Te
)
λT
λn

)
. (16.23)

Therefore if χe is known as a function χe(Te, n,B), λT is given as λT (Te, n,B, q⊥).
Let us consider the relations between ns, Tes, Tis at stagnation point s = 0 and nD, TD at

divertor plate s = LD. The momentum flux at divertor region decreases due to collision with
neutrals, charge exchange and ionization and becomes smaller than that at stagnation point.

fp =
2(1 + n2

D)nDTD

ns(Tes + Tis)
< 1. (16.24)

The power flux to divertor plate is reduced by radiation loss from the power flux q⊥Lx into
scrape-off layer through the separatrix with length of Lx∫ ∞

0
q‖dr = (1 − frad)q⊥Lx (16.25)

where frad is the fraction of radiation loss. Eqs.(16.25) and(16.16) reduce

MDnDc̃sT
1/2
D

(
(γ +M2

D)TD

3/2λT + 1/λn
+

ξ

1/(2λT ) + 1/λn

)
= (1 − frad)q⊥Lx

that is

(1 − frad)q⊥Lx =
c̃sfpλT

1.5 + λT /λn
ns
Tes + Tis

2
G(TD) (16.26)

G(TD) ≡ MD

1 +M2
D

(γ +MD)T 1/2
D

(
1 +

1
γ +MD

ξ̄

TD

)
. (16.27)

The curve of G(TD) as the function of TD is shown in fig.16.12 and G(TD) has a minimum at
TD = ξ̄/(γ +M2

D). In the case of MD ≈ 1, γ ≈ 7, ξ = 24eV, G(TD) is

GD = 4T 1/2
D

(
1 +

4.5
TD

)
.
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Fig.16.12 Dependence of G(TD)(eV)1/2 on TD(eV)

G(TD) is roughly proportional to T 1/2
D when TD > 15eV in this case. Since Tes depends on ns

through λ
−2/7
q as is seen in eq.(16.22), the dependence of Tes on ns is very weak. From (16.26)

and (16.24), we have roughly following relations

TD ∝ n−2
s nD ∝ n3

s (16.28)

and the density nD at divertor increases nonlinearly with the density ns of upstream scrape-off
layer.

When the upstream density ns increases while keeping the left-hand side of eq.(16.26) constant,
the solution TD of (16.26) can not exists beyond a threshold density, since G(TD) has the
minimum value (fig.16.12). This is related to the phenomenon of detached plasma above a
threshold of upstream density18.

The heat load φD of divertor normal to the magnetic flux surface is given by

φD ≈ (1 − frad)Psep

2πR2λφD
= (1 − frad)πK

a

λT
q⊥
(

1.5 +
λT
λn

)
BθD
Bθ

(16.29)

where Psep is the total power flux across the separatrix surface and λφD is the radial width of
heat flux at divertor plate

Psep = 2πaK2πRq⊥ λφD = λT
1

1.5 + λT /λn

BθD
Bθ

.

The term Bθ/BθD = 2 ∼ 3 is the ratio of separations of magnetic flux surfaces at stagnation
point and divertor plate. If the divertor plate is inclined with angle α against the magnetic flux
surface, the heat load of the inclined divertor plate becomes sinα times as small as that of the
divertor normal to magnetic flux surface.

16.6 Confinement Scaling of L Mode

The energy flow of ions and electrons inside the plasma is schematically shown in fig.16.13.
Denote the heating power into the electrons per unit volume by Phe and the radiation loss and
the energy relaxation of electrons with ions by R and Pei, respectively; then the time derivative
of the electron thermal energy per unit volume is given by

d
dt

(
3
2
neκTe

)
= Phe −R− Pei +

1
r

∂

∂r
r

(
χe
∂κTe

∂r
+De

3
2
κTe

∂ne

∂r

)
.

where χe is the electron thermal conductivity and De is the electron diffusion coefficient. Con-
cerning the ions, the same relation is derived, but instead of the radiation loss the charge
exchange loss Lex of ions with neutrals must be taken into account, and then
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Fig.16.13 Energy flow of ions and electrons in a plasma. Bold arrows, thermal conduction (χ). Light
arrows, convective loss (D). Dashed arrow, radiation loss (R). Dot-dashed arrows, charge exchange loss(CX).

d
dt

(
3
2
niκTi

)
= Phi − Lcx + Pei +

1
r

∂

∂r
r

(
χi
∂κTi

∂r
+Di

3
2
κTi

∂ni

∂r

)
.

The experimental results of heating by ohmic one and neutral beam injection can be explained
by classical processes. The efficiency of wave heating can be estimated fairly accurately by the-
oretical analysis. The radiation and the charge exchange loss are classical processes. In order
to evaluate the energy balance of the plasma experimentally, it is necessary to measure the fun-
damental quantities ne(r, t), Ti(r, t), Te(r, t), and others.4 According to the many experimental
results, the energy relaxation between ions and electrons is classical, and the observed ion ther-
mal conductivities in some cases are around 2 ∼ 3 times the neoclassical thermal conductivity;

χi,nc = nif(q, ε)q2(ρΩi)2νii.

(f = 1 in the Pfirsch-Schlüter region and f = ε
−3/2
t in the banana region) and the observed ion

thermal conductivities in some other cases are anomalous. The electron thermal conduction esti-
mated by the experimental results is always anomalous and is much larger than the neoclassical
one (more than one order of magnitude larger). In most cases the energy confinement time of
the plasma is determined mostly by electron thermal conduction loss. The energy confinement
times τE is defined by

τE ≡
∫
(3/2)(neκTe + niκTi)dV

Pin
.

in steady case. The energy confinement time τOH of an ohmically heated plasma is well described
by Alcator (neo-Alcator) scaling as follows (units are 1020m−3, m):

τOH(s) = 0.103q0.5n̄e20a
1.04R2.04.

However, the linearity of τOH on the average electron density n̄e deviates in the high-density
region ne > 2.5×1020 m−3 and τOH tends to saturate. When the plasma is heated by high-power
NBI or wave heating, the energy confinement time degrades as the heating power increases. Kaye
and Goldston examined many experimental results of NBI heated plasma and derived so-called
Kaye-Goldston scaling on the energy confinement time,19 that is,

τE = (1/τ2
OH + 1/τ2

AUX)−1/2

τAUX(s) = 0.037κ0.5
s IpP

−0.5
tot a−0.37R1.75 (16.30)
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Fig.16.14 Comparison of confinement scaling τ ITER−P
E with experimental data of energy confinement

time τEXP
E of L mode. (After Yushimanov et al: Nucl. Fusion 30, 1999, (1990). ref.20)

where units are MA, MW, m and κs is the elongation ratio of noncircularity and Ptot is the total
heating power in MW.

ITER team assembled data from larger and more recent experiments. Analysis of the data
base of L mode experiments (see next section) led to the proposal of following ITER-P scaling20

τ ITER−P
E (s) = 0.048I0.85

p R1.2a0.3n̄0.1
20 B

0.2 (Aiκs/P )1/2 (16.31)

where unite are MA, m, T, MW and the unit of n̄20 is 1020m−3. P is the heating power
corrected for radiation PR (P = Ptot −PR). A comparison of confinement scaling τ ITER−P

E with
the experimental data of L mode is presented in fig.16.14. For burning plasmas, heating power
is roughly equal to α particle fusion output power Pα ≈ 0.04n2

DT20T
2Aa3κs (MW, 1020m−3,

keV, m) at around T ∼ 10keV (refer sec.16.11). It is interesting to note that nDTTτE depends
mainly only on the product of AIp in cases of Goldstone and L mode scalings.

16.7 H Mode and Improved Confinement Modes

An improved confinement state “H mode ” was found in the ASDEX21,22 experiments with
divertor configuration. When the NBI heating power is larger than a threshold value in the
divertor configuration, the Dα line of deuterium (atom flux) in the edge region of the deuterium
plasma decreases suddenly (time scale of 100 µs) during discharge, and recycling of deuterium
atoms near the boundary decreases. At the same time there is a marked change in the edge
radial electric field Er (toward negative). Furthermore the electron density and the thermal
energy density increase and the energy confinement time of NBI heated plasma is improved by
a factor of about 2. H mode was observed in PDX, JFT-2, DIII-D, JET, JT60U and so on.
The confinement state following Kaye-Goldston scaling is called the “L mode”. In the H mode,
the gradients of electron temperature and the electron density become steep just at the inside
of the plasma boundary determined by the separatrix. In the spontaneous H mode, and Er
becomes more negative (inward) (see fig.16.15).23,24 The ion orbit loss near the plasma edge
was pointed out and analyzed as a possible cause of the change of radial electric field on L-H
transition25,26. The radial electric field causes plasma rotation with the velocity of vθ = −Er/B
in the poloidal direction and with the velocity vφ = −(Er/B)(Bθ/B) in the toroidal direction. If
the gradient of Er exists, sheared poloidal rotation and sheared toroidal rotation are generated.
The importance of sheared flow for supression of edge turbulence and for improved confinement
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Fig.16.15 Plots of various edge plasma profiles at times spanning the L-H transition in DIIID. (a) Er

profile, (b) Profiles of the ion temperature measured by CVII charge exchange recombination
spectroscopy, (c)(d) Profiles of electron temperature and electron density measured by Thomson
scattering. (After Doyle et al: Plasma Phys. Controlled Nuc. Fusion Research 1, 235, (1991) IAEA.
ref.24)

was pointed out in ref.27.
Let us consider the following fluid model

(
∂

∂t
+ (v0 + ṽ) · ∇ + Ld

)
ξ̃ = s̃

where ξ̃ is the fluctuating field. v0 is taken to be the equilibrium E × B flow. s̃ represents a
driving source of the turbulence and Ld is an operator responsible for dissipation of turbulence.
The mutual correlation function 〈ξ̃(1)ξ̃(2)〉 of the fluctuating field ξ̃(1) at a point 1 and ξ̃(2) at
a point 2 is given by28

(
∂

∂t
+ (v′θ − vθ/r+)r+

∂

∂y−
− ∂

∂r+
D(r+, y−)

∂

∂r+
+ Ld

)
〈ξ̃(1)ξ̃(2)〉 = T (16.32)

whereD is radial diffusion coefficient of turbulence and T is the driving term and r+ = (r1+r2)/2,
θ− = θ1−θ2, y− = r+θ−. The decorrelation time τd in the poloidal direction is the time in which
the relative poloidal displacement between point 1 and point 2 due to sheared flow becomes the
space correlation length of the turbulence k−1

0k , that is,

k0kδy ∼ 1,

δy = v′θ(∆r)τd,

τd =
1

v′θ∆rk0k
.
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Fig.16.16 Snapshot of equidensity contour for shearless (top) and strongly-sheared (bottom) flows.
(After Bigrali et al: Plasma Phys. Controlled Nuc. Fusion Reseach 2, 191, (1991) IAEA. ref.27)

The decorrelation rate ωs in the poloidal direction is

ωs =
1
τd

= (∆rk0k)v′θ.

When ∆r is the radial correlation length of the turbulence, the radial decorrelation rate ∆ωt is
given by

∆ωt =
D

(∆r)2
.

Since there is strong mutual interaction between radial and poloidal decorrelation processes, the
decorrelation rate 1/τcorr becomes a hybrid of two decorrelation rates, that is,

1
τcorr

= (ω2
s ∆ωt)1/3 =

(
ωs

∆ωt

)2/3

∆ωt. (16.33)

The decorrelation rate 1/τcorr becomes (ωs/∆ωt)2/3 times as large as ∆ωt; ∆ωt is the decorrela-
tion rate of the turbulence in the case of shearless flow. Since the saturation level of fluctuating
field ξ̃ is

|ξ̃|2 ∼ T × τcorr

the saturation level of fluctuating field is reduce to

|ξ̃|2
|ξ̃0|2

∼
(

∆ωt

ωs

)2/3

∼
(

1
(dvθ/dr)t0

)2/3 1
(k0y∆r)2

,

t−1
0 ≡ 〈k2

0y〉D

where |ξ̃0| is the level in the case of shearless flow. The effect of sheared flow on the saturated
resistive pressure gradient driven turbulence is shown in fig.16.16. The coupling between poloidal
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and radial decorrelation in shearing fluctuation is evident in this figure. Since the thermal
diffusion coefficient is proportional to |ξ̃|2, the thermal diffusion is reduced, that is, thermal
barrier near the plasma edge is formed.

Active theoretical studies on H mode physics are being carried out.
In addition to the standard H mode as observed in ASDEX and others, the other types of

improved confinement modes have been observed. In the TFTR experiment,29 outgassing of
deuterium from the wall and the carbon limiter located on the inner (high-field) side of the
vacuum torus was extensively carried out before the experiments. Then balanced neutral beam
injections of co-injection (beam direction parallel to the plasma current) and counterinjection
(beam direction opposite to that of co-injection) were applied to the deuterium plasma, and
an improved confinement “supershot” was obsered. In supershot, the electron density profile is
strongly peaked (ne(0)/〈ne〉= 2.5 ∼ 3).

In DIII-D experiment, VH mode30 was observed, in which the region of strong radial electric
field was expanded from the plasma edge to the plasma interior (r/a ∼ 0.6) and τE/τ

ITER−P
E

becomes 3.6.
In JT60U experiment, high beta-poloidal H mode31 was observed, in which βp was high

(1.2∼1.6) and the density profile was peaked (ne(0)/〈ne〉= 2.1 ∼ 2.4). Furthermore the edge
thermal barrier of H mode was formed.

Hinton et al 32 pointed out the peaked pressure and density profiles induce the gradient of
the radial electric field. From the radial component of the equation of motion (5.7) of ion fluid
or (5.28), we have

Er � Bput −Btup +
1
eni

dpi

dr
. (16.34)

Differentiation of Er by r is

dEr
dr

∼ − 1
en2

i

dni

dr
dpi

dr

since the contribution from the other terms is small in usual experimental condition of H mode.
Recently a high performance mode of negative magnetic shear configuration is demonstrated

in DIII-D, TFTR, JT60U, JET and Tore Supra (ref.33). As described in sec.8.5, ballooning
mode is stable in the negative shear region

S =
r

q

dq
dr

< 0. (16.35)

An example of radial profiles of temperature, density and q profile of JT60U is shown in fig.16.17.
By combination of the central heating and the magnetic negative shear, the steep gradients in
temperature and density appear at around the q minimum point. This internal transport barrier
is formed probably by the effects of the negative magnetic shear and E × B flow shear.

As a measure of high performance of improved confinement mode, the ratio, HL factor, of
observed energy confinement time τEXP

E to ITER-P scaling τ ITER−P
E is widely used.

HL ≡ τEXP
E

τ ITER−P
E

(16.36)

Observed HL factors are in the range of 2∼3.
ITER H mode database working group assembled standard experimental data of H mode from

ASDEX, ASDEX-U, DIII-D, JET, JFT-2M, PDX, PBX and Alcator C-Mod and so on. Results
of regression analysis of H mode experiments led to the following thermal energy confinement
time34

τ IPB98y2
E,th = 0.0562I0.98

p B0.15
t P−0.69M0.19

i R1.97n̄0.41
e19 ε

0.58κ0.78 (16.37)

where units of sec, MA, T, MW, amu, m, 1019m−3 are used and the total heating power corrected
for shine through of NBI heating, orbit loss and charge exchange loss, less the time derivative of
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Fig.16.17 Radial profiles of ion and electron temperatures and density and q profiles in the negative
magnetic shear configuration of JT60U.

stored energy. This scaling is used when edge-localized-modes (ELM) exist. The heating power
threshold scaling PLH, which defines the boundary of H mode operating window, is

PLH = 2.84M−1
i B0.82

t n̄0.58
e20 R

1.00a0.81 (16.38)

In most of experiments of hot plasmas, neutral beam injections are used to heat the plasma.
Combined with improved confinement mode operations, such as H mode, supershot and high
βp mode in large tokamaks, fusion grade plasmas are produced by neutral beam injection. The
plasma parameters of typical shots of JET35, JT60U31 and TFTR29 are listed in table16.2.

In the present neutral beam source, the positive hydrogen ions are accelerated and then
passed through the cell filled with neutral hydrogen gas, where ions are converted to a fast
neutral beam by charge exchange (attachment of electron). However, the conversion ratio of
positive hydrogen ions to neutral becomes small when the ion energy is larger than 100 keV
(2.5% at 200 keV of H+). On the other hand, the conversion ratio of negative hydrogen ions
(H−) to neutral (stripping of electron) does not decrease in the high energy range (∼60%); a
neutral beam source with a negative ion source is being developed as a high-efficiency source.

Wave heating is another method of plasma heating and was described in detail in ch.12.
The similar heating efficiency of wave heating in ICRF (ion cyclotron range of frequency) to
that of NBI was observed in PLT. In the ICRF experiments of JET, the parameters κTi(0) =
5.4keV, κTe(0) = 5.6keV, ne(0) = 3.7×1013 cm−3, τE ∼ 0.3 s were obtained by PICRF = 7MW.



16.8 Noninductive Current Drive 217

Table 16.2 Plasma parameters of large tokamaks JET35, JT60U31 and TFTR29. ni(0)τ tot
E Ti(0) is

fusion triple product. κs is the ratio of vertical radius to horizontal radius. q’s are the effective safety
factors near plasma boundary with different definitions. q95 is the safety factor at 95% flux surface. qeff
and q∗ are defined in (16.11) and ref.29 respectively. qI is the factor defined in sec.16.4. ENB is a
particle energy of neutral beam injection.

JET JT60U TFTR
ELM free ELMy supershot
No.26087 No.E21140

Ip(MA) 3.1 2.2 2.5
Bt(T) 2.8 4.4 5.1
R/a(m/m) 3.15/1.05 3.05/0.72 ∼2.48/0.82
κs 1.6 1.7 1
q’s q95=3.8 qeff=4.6 q∗=3.2
qI 2.8 3.0 2.8
ne(0)(1019m−3) 5.1 7.5 8.5
ne(0)/〈ne〉 1.45 2.4 -
ni(0)(1019m−3) 4.1 5.5 6.3
Te(0)(keV) 10.5 10 11.5
Te(0)/〈Te〉 1.87 - -
Ti(keV) 18.6 30 44
Wdia (MJ) 11.6 7.5 6.5
dWdia/dt(MJ/s) 6.0 - 7.5
Zeff 1.8 2.2 2.2
βp 0.83 1.2 ∼1.1
βt(%) 2.2 ∼1.3 ∼1.2
g(Troyon factor) 2.1 ∼1.9 2
PNB(MW) 14.9 24.8 33.7
ENB(keV) 135, 78 95 110
τ tot
E = W/Ptot(s) 0.78 0.3 0.2

H = τ tot
E /τ ITER−P

E ∼ 3.0 ∼ 2.1 ∼ 2.0
ni(0)τ tot

E Ti(0)(1020keVm−3s) 5.9 5 5.5
nT(0)/(nT(0) + nD(0)) 0 0 0.5
Pfusion(MW) - - 9.3

16.8 Noninductive Current Drive

As long as the plasma current is driven by electromagnetic induction of the current trans-
former in a tokamak device, the discharge is a necessarily pulsed operation with finite duration.
If the plasma current can be driven in a noninductive way, a steady-state tokamak reactor is
possible in principle. Current drive by neutral beam injection has been proposed by Ohkawa,36

and current drive by traveling wave has been proposed by Wort.37 The momenta of particles
injected by NBI or of traveling waves are transferred to the charged particles of the plasma,
and the resultant charged particle flow produces the plasma current. Current drive by NBI was
demonstrated by DITE, TFTR, etc. Current drive by a lower hybrid wave (LHW), proposed by
Fisch,38 was demonstrated by JFT-2, JIPPT-II, WT-2, PLT, Alcator C, Versator 2, T-7, Wega,
JT-60 and so on. Current drive by electron cyclotron wave40 was demonstrated by Cleo, T-10,
WT-3, Compass-D, DIII-D, TCV and so on.

16.8a Lower Hybrid Current Drive
The theory of current drive by waves is described here according to Fisch and Karney.38 When

a wave is traveling along the line of magnetic force, the velocity distribution function near the
phase velocity of the wave is flattened by the diffusion in velocity space. Denote the diffusion
coefficient in velocity space by the wave by Drf ; then the Fokker-Planck equation is given by39

∂f

∂t
+ v · ∇rf +

(
F

m

)
· ∇vf =

∂

∂vz

(
Drf

∂f

∂vz

)
+
(
δf

δt

)
F.P.

(16.39)

where (δf/δt)F.P. is Fokker-Planck collision term(
δf

δt

)
F.P.

= −
∑
i,e

(
1
v2

∂

∂v
(v2Jv) +

1
v sin θ

∂

∂θ
(sin θJθ)

)
, (16.40)
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Jv = −D‖
∂f

∂v
+Af, Jθ = −D⊥

1
v

∂f

∂θ
. (16.41)

When the velocity v of a test particle is larger than the thermal velocity v∗T of field particles
(v > v∗T), the diffusion tensor in velocity space D‖,D⊥ and the coefficient of dynamic friction A
are reduced to

D‖ =
v∗2T ν0

2

(
v∗T
v

)3

, D⊥ =
v∗2T ν0

2
v∗T
2v
,

A = −D‖
m

m∗
v

v∗2T

where v∗T and ν0 are

v∗2T =
T ∗

m∗ , ν0 =
(
qq∗

ε0

)2 n∗ lnΛ
2πv∗3T m

2
. = Π∗4 lnΛ

2πv∗3T n
∗

where Π∗2 ≡ qq∗n∗/(ε0m). (v, θ, ψ) are spherical coordinates in velocity space. v∗T, q
∗, n∗

are the thermal velocity, charge, and density of field particles, respectively, and v, q, n are
quantities of test particles. Let us consider the electron distribution function in a homogeneous
case in space without external force (F = 0). Collision terms of electron-electron and electron-
ion (charge number = Z) are taken into account. When dimensionless quantities τ = ν0et, u =
v/v∗Te, w = vz/v

∗
Te, D(w) = Drf/v

∗2
Teν0e are introduced, the Fokker-Planck equation reduces to

∂f

∂τ
=

∂

∂w

(
D(w)

∂f

∂w

)
+

1
2u2

∂

∂u

(
1
u

∂f

∂u
+ f

)
+

1 + Z

4u3

1
sin θ

∂

∂θ

(
sin θ

∂f

∂θ

)
.

When Cartesian coordinates in velocity space (vx, vy, vz) = (v1, v2, v3) are used in stead of
spherical coordinates in velocity space, the Fokker-Planck collision term in Cartesian coordinates
is given as follows (v > v∗T is assumed):

Ai = −D0v
∗
T

m

m∗
vi
v3

(16.42)

Dij =
D0

2
v∗T
v3

(
(v2δij − vivj) +

v∗2T

v2
(3vivj − v2δij)

)
(16.43)

Ji = Aif −
∑
j

Dij
∂f

∂vj
(16.44)

D0 ≡ (qq∗)2 n∗lnΛ
4πε20m2v∗T

≡ v∗2T ν0

2
(16.45)

(
δf

δt

)
F.P.

= −∇v · J .

Ai is the coefficient of dynamic friction and Dij is the component of diffusion tensor. Let
us assume that the distribution function of the perpendicular velocities vx, vy to the line of
magnetic force is Maxwellian. Then the one-dimensional Fokker-Planck equation on the distri-
bution function F (w) =

∫
f dvx dvy of parallel velocity w = vz/v

∗
Te can be deduced by (vx, vy)

integration: ∫ ∫ (
δf

δt

)
F.P.

dvxdvy =
∫ ∫

(−∇v · J) dvxdvy
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Fig.16.18 Distribution function f(v‖) of electrons is flatten in the region from v1 = c/N1 to
v2 = c/N2 due to the interaction with the lower hybrid wave whose spectra of parallel index N‖ ranges
from N1 to N2.

=
∫ ∫

∂

∂vz


−Azf +

∑
j

Dzj
∂f

∂vj


 dvxdvy.

When |vz| � |vx|, |vy|, the approximation v ≈ |vz| can be used. The resultant one-dimensional
Fokker-Planck equation on F (w) is

∂F

∂τ
=

∂

∂w

(
D(w)

∂F

∂w

)
+
(

1 +
Z

2

)
∂

∂w

(
1
w3

∂

∂w
+

1
w2

)
F (w)

and the steady-state solution is

F (w) = C exp
∫ w −wdw

1 + w3D(w)/(1 + Z/2)
,

and F (w) is shown in fig.16.18 schematically (when D(w) = 0, this solution is Maxwellian).
F (w) is asymmetric with respect to w = 0, so that the current is induced. The induced current
density J is

J = env∗Tej

where j =
∫
wF (w)dw, and

j ≈ w1 + w2

2
F (w1)(w2 − w1). (16.46)

On the other hand, this current tends to dissipate by Coulomb collision. Dissipated energy
must be supplied by the input energy from the wave in order to sustain the current. Necessary
input power Pd is

Pd = −
∫

nmv2

2

(
δf

δt

)
F.P.

dv =
∫

nmv2

2
∂

∂vz

(
Drf

∂f

∂vz

)
dv

= nmv∗2Teν0

∫
w2

2
∂

∂w

(
D(w)

∂F

∂w

)
dw = nmv∗2Teν0pd
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where pd is given by use of the steady-state solution of F (w), under the assumption of w3D(w) �
1, as follows:

pd =
(

1 +
Z

2

)
F (w1) ln

(
w2

w1

)
≈
(

1 +
Z

2

)
F (w1)

w2 − w1

w1
.

and

j

pd
=

1.5
1 + 0.5Zi

2
3
w2. (16.47)

More accurately, this ratio is38

j

pd
=

1.12
1 + 0.12Zi

1.7w2. (16.47′)

The ratio of the current density J and the necessary input power Pd per unit volume to sustain
the current is given by

J

Pd
=

env∗Tej

nTeν0pd
= 0.16

κTkeV

n19
〈w2〉 1.12

1 + 0.12Zi

(
A/m2

W/m3

)
(16.48)

where κTkeV is the electron temperature in 1 keV units and n19 is the electron density in 1019m−3

units.
The ratio of total driven current ICD to LHCD power WLH is

ICD

WLH
=

1
2πR

∫
J2πrdr∫
Pd2πrdr

and the current drive efficiency of LHCD ηT
LH is

ηT
LH ≡ Rn19ICD

WLH
=
∫
ηLH(r)Pd(r)2πrdr∫

Pd(r)2πrdr

(
1019 A

Wm2

)

where ηLH(r) is local current drive efficiency given by

ηLH(r) =
Rn19J(r)
2πRPd(r)

= 0.026(κTe)keV〈w2〉 1.12
1 + 0.12Zi

(
1019 A

Wm2

)
(16.49)

(R is the major radius in meter). The square average 〈w2〉 of the ratio of the phase velocity (in
the direction of magnetic field) of traveling waves to the electron thermal velocity is of the order
of 20 ∼ 50. In the experiment (1994) of JT60U, a plasma current of Ip = 3 MA was driven by a
lower hybrid wave with WLH = 4.8MW when n = 1.2× 1019 m−3, 〈κTe〉 ∼ 2 keV, R=3.5 m and
Bt=4T (ηLH∼ 2.6). These results are consistent with the theoretical results.

The necessary power of current drive is proportional to the density, and the current cannot be
driven beyond a threshold density in the case of lower hybrid current drive because of accessibility
condition (refer 12.5). Other possible methods, such as drive in cyclotron range of frequencies
(refer 16.8b), fast wave and by neutral beam injection (refer sec.16.8c) are also being studied.

A ramp-up experiment of the plasma current from zero was carried out first by WT-2 and
PLT and others by the application of a lower hybrid wave to the target plasma produced by
electron cyclotron heating and other types of heating. When the plasma current is ramped up in
the low-density plasma and the density is increased after the plasma current reaches a specified
value, all the available magnetic flux of the current transformer can be used only for sustaining
the plasma current, so that the discharge duration can be increased several times.

16.8b Electron Cyclotron Current Drive

Electron Cyclotron Current Drive (ECCD) relies on the generation of an asymmetric resistivity
due to the selective heating of electrons moving in a particular toroidal direction. N. J. Fisch
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Fig.16.19 The displacement in velocity space of small number, δf , of electrons from coordinates to be
subscripted 1 to those to be subscripted 2.

and A. H. Boozer40 proposed that the collisionality of plasma is somehow altered so that, for
example, electrons moving the left collide less frequently with ions than do electrons moving to
the right. There would result a net electric current with electrons moving, on average, to the
left and ions moving to the right.

Consider the displacement in velocity space of small number, δf , of electrons from coordinates
to be subscripted 1 to those to be subscripted 2 as is shown infig.16.19. The energy expended
to produce this displacement is given by

∆E = (E2 − E1)δf

where Ei is the kinetic energy associated with velocity-space location i. Electrons at different
coordinates will lose their momentum parallel to the magnetic field, which is in the z direction,
at a rate ν1, but now lose it at a rate ν2. The z-directed current density is then given by

j(t) = −eδf(vz2 exp(−ν2t) − vz1 exp(−ν1t)). (16.50)

Consider the time-smoothed current J over a time interval δt which is large compared with both
1/ν1 and 1/ν2 so that

J =
1
∆t

∫ ∆t

0
j(t)dt = −eδf

∆t

(
vz2
ν2

− vz1
ν1

)
.

Therefore the necessary input power density Pd to induce the current density is

Pd =
∆E

∆t
=
E2 −E1

∆t
δf.

The ratio of J/Pd becomes

J

Pd
= −evz2/ν2 − vz1/ν1

E2 − E1
⇒ −es · ∇(vz/ν)

s · ∇E (16.51)

where s is the unit vector in the direction of the displacement in velocity space. Let us estimate
ν of eq.(16.51). The deceleration rate of momentum of a test electron by collision with electrons
and ions is expressed by (refer (2.14),(2.20))

dp
dt

= − p

τee‖
− p

τei‖
= −

(
1 +

Zi

2

)
ν0

u3
p

where

ν0 =

(
e2ne

ε0me

)2
lnΛ

2πnev3
Te

, u ≡ v

vTe
.
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vTe = (κTe/me)1/2 is electron thermal velocity. Therefore we have

dp
dt

= −νMp, νM ≡ (2 + Zi)
ν0

2u3
.

In order to estimate du/dt, we must use the energy relaxation time τ εee (refer (2.27))

dE
dt

= − E

τ εee
, E =

me

2
u2v2

Te

that is

du
dt

= − u

2τ εee
= − ν0

2u3
u.

Each term in eq.(16.50) of j(t) must be modified as follow:

j(t) = j0 exp(−
∫
νMdt) = j0

(
u(t)
u0

)2+Zi

(16.50′)

because of

−
∫
νMdt = −

∫
νM

dt
du

du = (2 + Zi)
∫ du

u
= (2 + Zi) ln

u(t)
u0

.

Then the integral of j(t) of (16.50′) reduces to

∫ ∞

0
j(t)dt = j0

∫ 0

u0

(
u(t)
u0

)2+Zi dt
du

du =
j0
ν0

2u3
0

5 + Zi
.

Accordingly ν in (16.51) is

ν = ν0
5 + Zi

2u3
(16.52)

and

J

Pd
=
enevTe

neTeν0

j

pd
,

j

pd
≡ 4

5 + Zi

s · ∇(u3w)
s · ∇u2

where w ≡ vz/vTe. In the case of ECCD we have j/pd ≈ 6wu/(5 + Zi) and

J

Pd
=
enevTe

neTeν0

〈6wu〉
5 + Zi

= 0.096
(κTe)keV

n19

〈6wu〉
5 + Zi

(16.53)

The ratio of driven current ICD to ECCD power WEC is

ICD

WEC
=

1
2πR

∫
J2πrdr∫
Pd2πrdr

and the current drive efficiency ηT
EC of ECCD is

ηT
EC ≡ Rn19ICD

WCD
=
∫
ηEC(r)Pd(r)2πrdr∫

Pd2πrdr

where ηEC(r) is local current drive efficiency given by

ηEC(r) =
Rn19J(r)
2πRPd

= 0.015(κTe)keV
〈6wu〉
5 + Zi

(
1019 A

Wm2

)
. (16.54)
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16.8c Neutral Beam Current Drive

When a fast neutral beam is injected into a plasma, it changes to a fast ion beam by charge
exchange or ionization processes. When the fast ions have higher energy than Ecr = mbv

2
cr/2

given by (2.33), they are decelerated mainly by electrons in the plasma and the fast ions with
E < Ecr are decelerated mainly by ions in the plasma. The distribution function of the ion
beam can be obtained by solving the Fokker-Planck equations. The Fokker-Planck collision
term eq.(16.40) of the fast ions with E � Ecr is dominated by the dynamic friction term in
eq.(16.41) due to electrons. The dynamic friction term of electrons on the fast ion in the case
of v < v∗T is given by39

A = − v

2τ εbe

.

Then the Fokker-Planck equation is reduced to

∂fb

∂t
+

∂

∂v

(
−vfb

2τ εbe

)
= φδ(v − vb) (16.55)

where vb is the initial injection velocity and τ εbe is the energy relaxation time of beam ions and
electrons as described by (2.34). The right-hand side is the source term of beam ions. The
steady-state solution of the Fokker-Planck equation is

fb ∝ 1/v.

However, the dynamic friction term due to ions or the diffusion term dominates the collision
term in the region of v < vcr. Therefore the approximate distribution function of the ion beam
is given by fb ∝ v2/(v3 + v3

cr), that is,

fb(v) =
nb

ln(1 + (vb/vcr)3)1/3
v2

v3 + v3
cr

(v ≤ vb) (16.56)

fb(v) = 0. (v > vb) (16.56′)

The necessary ion injection rate φ per unit time per unit volume to keep the steady-state
condition of the beam is derived by substitution of the solved fb(v) into the Fokker-Planck
equation

φ =
nb

2τ εbe

(1 + (vcr/vb)3)−1

(ln(1 + (vb/vcr)3))1/3

and necessary power is

Pb =
mbv

2
b

2
φ ≈ mbv

2
bnb

4 ln(vb/vcr)τ εbe

. (16.57)

The average velocity of the decelerating ion beam is

v̄b = vb(ln(vb/vcr))−1. (16.58)

Then the current density J driven by the fast ion’s beam consists of terms due to fast ions and
bulk ions and electrons of the plasma:

J = Zieniv̄i + Zbenbv̄b − enev̄e

ne = Zini + Zbnb,
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where v̄i and v̄e are the average velocities of ions with density ni and electrons with density ne,
respectively. The electrons of the plasma receive momentum by collision with fast ions and lose
it by collision with plasma ions, that is

mene
dv̄e
dt

= mene(v̄b − v̄e)νeb‖ +mene(v̄i − v̄e)νei‖ = 0

so that

(Z2
i ni + Z2

bnb)v̄e = Z2
bnbv̄b + Z2

i niv̄i.

Since nb � ni,

nev̄e =
Z2

b

Zi
nbv̄b + Ziniv̄i

so that36

J =
(

1 − Zb

Zi

)
Zbenbv̄b. (16.59)

The driven current density consists of the fast ion beam term Zbenbv̄b and the term of dragged
electrons by the fast ion beam, −Z2

benbv̄b/Zi. Then the ratio of J/Pd becomes

J

Pd
= (1 − Zb/Zi)

Zbenbv̄b
mbnbvbv̄b/4τ εbe

=
2eZb(2τ εbe)
mbvb

(
1 − Zb

Zi

)
. (16.60)

When the charge number of beam ions is equal to that of the plasma ions, that is, when
Zb = Zi, the current density becomes zero for linear (cylindrical) plasmas. For toroidal plasmas,
the motion of circulating electrons is disturbed by collision with the trapped electrons (banana
electrons), and the term of the dragged electrons is reduced. Thus J/Pd becomes41

J

Pd
=

2eZb(2τ εbe)
mbvb

(
1 − Zb

Zi
(1 −G(Zeff , ε))

)
(16.60′)

G(Zeff , ε) =
(

1.55 +
0.85
Zeff

)
ε1/2 −

(
0.2 +

1.55
Zeff

)
ε (16.61)

where ε is inverse aspect ratio. When the effect of pitch angle of ionized beam is taken into
account, the factor ξ ≡ v‖/v = Rtang/Rion must be multiplied to eq.(16.60′), where Rtang is the
minimum value of R along the neutral beam path and Rion is R of ionization position.

The driving efficiency calculated by the bounce average Fokker Planck equation41 becomes

J

Pd
=

2eZb(2τ εbe)
mbvb

(
1 − Zb

Zi
(1 −G(Zeff , ε))

)
ξ0FncxbJ0(xb, y)

and

J

Pd
=

2eZb(2τ εbe)
mbvcr

(
1 − Zb

Zi
(1 −G(Zeff , ε))

)
ξ0FncJ0(xb, y) (16.62)

where

xb ≡ vb
vcr
, y = 0.8

Zeff

Ab

J0(x, y) =
x2

x3 + (1.39 + 0.61y0.7)x2 + (4 + 3y)
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Fig.16.20 Banana orbits of trapped electrons those induce the bootstrap current

and Fnc = 1 − bεσ is the correction factor41. Finally we have

J

Pd

(
Am
W

)
=

15.8(κTe)keVξ0
Zbne19

(
1 − Zb

Zi
(1 −G)

)
(1 − bεσ)J0(xb, y) (16.63)

The local current drive efficiency ηNB of NBCD is

ηNB ≡ Rne19J

2πRPd

(
1019 A

Wm2

)

= 2.52(κTe)keVξ0

(
1 − Zb

Zi
(1 −G)

)
(1 − bεσ)J0(xb, y). (16.64)

When Zb = 1, Zeff = 1.5,Ab = 2, x2
b = 4, then ((1− bεσ)J0) ∼ 0.2. When 〈ε〉 ∼ 0.15, then ηNB ∼

0.29(κTe)keV(1019)A/Wm2). The current drive by NBI is demonstrated by the experiments of
DITE, TFTR JT60U and JET.

When the application of a current drive to the fusion grade plasma with ne ∼ 1020m−3 is
considered, the necessary input power for any current drive of full plasma current occupies a
considerable amount of the fusion output. Therefore substantial part of plasma current must be
driven by bootstrap current as is described in the next section.

16.8d Bootstrap Current
It was predicted theoretically that radial diffusion induces a current in the toroidal direction

and the current can be large in banana region42−45. Later this current called ’bootstrap current’
had been well confirmed experimentally. This is an important process which can provide the
means to sustain the plasma current in tokamak in steady state.

As was described in sec.7.2, electrons in collisionless region νei < νb make complete circuit
of the banana orbit. When density gradient exists, there is a difference in particles number
on neighboring orbit passing through a point A, as is shown in fig.16.20. The difference is
(dnt/dr)∆b, ∆b being the width of the banana orbit. As the component of velocity parallel to
magnetic field is v‖ = ε1/2vT, the current density due to the trapped electrons with the density
nt is

jbanana = −(ev‖)
(

dnt

dr
∆b

)
= −ε3/2 1

Bp

dp
dr
.

The untrapped electrons start to drift in the same direction as the trapped electrons due to the
collisions between them and the drift becomes steady state due to the collisions with ions. The
drift velocity Vuntrap of untrapped electrons in steady state is given by

meVuntrapνei =
νee

ε
me

(
jbanana

−ene

)
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where νee/ε is effective collision frequency between trapped and untrapped electrons. The current
density due to the drift velocity Vuntrap is

jboot ≈ −ε1/2 1
Bp

dp
dr
. (16.65)

This current is called ’bootstrap current’. When the average poloidal beta is βp = 〈p〉/(B2
p/2µ0)

is used, the ratio of the total bootstrap current Ib to the plasma current Ip to form Bp is given
by

Ib
Ip

∼ c

(
a

R

)1/2

βp (16.66)

where c ∼ 0.3 is constant. This value can be near 1 if βp is high (βp ∼ R/a) and the pressure
profile is peaked. Experiments on bootstrap current were carried out in TFTR, JT60U and
JET. 70%∼ 80% of Ip=1MA was bootstrap driven in high βp operation.

As the bootstrap current profile is hollow, it can produce negative magnetic shear q profile,
which is stable against ballooning. MHD stability of hollow current profile is analyzed in details
in ref.46.

16.9 Neoclassical Tearing Mode

Much attention has been focused on tokamak operational pressure limit imposed by non-
ideal MHD instabilities, such as the effects of bootstrap current driven magnetic islands. At
high βp (poloidal beta) and low collisionality, the pressure gradient in the plasma gives rise to
a bootstrap current (refer sec.16.8d). If an island develops, the pressure within the island tends
to flatten out, thereby removing the drive for the bootstrap current. This gives rise to a helical
’hole’ in the bootstrap current, which increases the size of the island (refer fig.16.23).

Tearing instability was treated in slab model in sec.9.1. The zero order magnetic field B0
depends on only x and is given by B0 = B0y(x)ey +B0zez, |B0y(x)| � |B0z|, B0z=const.. The
basic equations are

ρ

(
∂v

∂t
+ (v · ∇)v

)
= −∇p+ j × B (16.67)

−E = v × B − ηj =
∂A

∂t
, A = (0, 0,−ψ) Bx = −∂ψ

∂y
, By =

∂ψ

∂x
(16.68)

−∂ψ
∂t

= (vxBy − vyBx) − ηjz = (v · ∇)ψ − ηjz (16.68′)

∇2ψ = µ0jz (16.69)

Since

v =
E × B

B2
=
(
Ey
B0z

, − Ex
B0z

, 0
)

=
(
− 1
B0z

∂φ

∂y
,

1
B0z

∂φ

∂x
, 0
)
,

it is possible to introduce a stream function ϕ such as

vx = −∂ϕ
∂y
, vy =

∂ϕ

∂x
.
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Fig.16.21 Tearing mode structure in the singular layer

Furthermore z component of vorticity wz = (∇× v)z is introduced, then wz = ∇2ϕ. Rotation
of (16.67) yieds

ρ
∂wz
∂t

+ (v · ∇)wz = (∇× (j × B))z = (B · ∇)jz − (j · ∇)Bz = (B · ∇)jz (16.70)

The relations ∇ · B = 0, ∇ · j = 0 were used here. The 0th order flux function ψ0 and the first
order perturbation ψ̃ are

ψ0(x) = B′
0y

x2

2
, B0 = (0,B′

0yx,B0z)

ψ̃(y, t) =
B1x(t)
k

cos ky, B1 = (B1x(t)) sin ky, 0, 0), ψ̃A(t) ≡ B1x(t)
k

ψ = ψ0(x) + ψ̃(y, t) = B′
0y

x2

2
+
B1x(t)
k

cos ky (16.71)

x = 0 is the location of singular layer. The separatrix of islands is given by

B′
0y

x2

2
+
B1x(t)
k

cos ky =
B1x(t)
k

, xs = 2

(
B1x

kB′
0y

)1/2

,

and the full width w of the island is

w = 4

(
B1x

kB′
0y

)1/2

= 4

(
ψ̃A(t)
B′

0y

)1/2

. (16.72)

The perturbation B1x(t) sin ky growing with the growth rate γ induces a current j1z = E1z/η =
γB1x/ηk, which provides the x direction linear force f1x = −j1zB′

0yx indicated on fig.16.21.
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Fig.16.22 Nonlinear forces decelerating vy flow in tearing mode.

These drive the flow pattern of narrow vortices. Moving away from the resistive singular layer,
the induced electric field produces a flow vx = −Ez/By = −γB1x cos ky/(kB′

0yx). For incom-
pressible flow (in strong equilibrium field B0z), this requires a strongly sheared flow vy(x) over
the layer x ∼ xT, that is the narrow vortex pattern shown in fig.16.21 and we have

vyxT ∼ vx/k, vy ∼ vx/kxT ∼ γB1x/(k2B′
0yxT).

That this shear flow be driven against inertia by the torque produced by the linear forces requires

xTj1zB0y = γρvy/k, B0y = B′
0yxT, → x4

T =
γρ

j1zkB′
0y

γB1x

k2B′
0y

=
γρη

(kB′
0y)2

.

since j1z = Ez/η = γB1x/ηk. Thus determined width of perturbation is47

xT =
(γρη)1/4

(kB′
0y)1/2

. (16.73)

This is consistent with the results (9.26) and (9.27) obtained by linear theory of tearing insta-
bility, which were described in sec.9.1 (Notation ε was used in sec.9.1 instead of xT).

Rutherford showed that the growth of the mode is drastically slowed and perturbation grows
only linearly in time, when non-linear effects are taken into account47. The vortex flow will
induce the second order y-independent eddy current δj1z = −vyB1x/η ∼ γB2

1x/(ηk
2B′

0yx
2
p).

The y-direction third order nonlinear forces δfy ∼ δjzB1x indicated on fig.16.22 provide a torque
opposing vortex flow and decelerate vy flow.

We restrict ourselves to the case where the inertia may be neglected in eq.(16.70).

(B · ∇)jz = −∂ψ
∂y

∂jz
∂x

+
∂ψ

∂x

∂jz
∂y

= 0, → jz = jz(ψ).

Eq.(16.68′) yields

∂ψ0

∂t
+
∂ψ̃

∂t
= −vxB′

0yx+ ηj1z ,
∂ψ0

∂t
= ηj0z , → ∂ψ̃

∂t
= −∂ϕ

∂y
B′

0yx+ ηj1z − ηj0z

(16.68′′)

We may eliminate ϕ from (16.68′′) by dividing by x and averaging over y at constant ψ. From
(16.71), x is given by

x =

(
2
B′

0y

(ψ − ψ̃)

)1/2

=

(
2
B′

0y

)
ψ̃

1/2
A (W − cos ky)1/2, W ≡ ψ

ψ̃A

(16.74)
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and 〈
1

(ψ − ψ̃)1/2

〉
(ηj1z(ψ) − ηj0z(ψ)) =

〈
∂ψ̃(y, t)/∂t

(ψ − ψ̃(y, t))1/2

〉
,

j1z(ψ) = j0z(ψ) +
1
η

〈
∂ψ̃/∂t

(ψ − ψ̃)1/2

〉〈
(ψ − ψ̃)−1/2

〉−1
(16.75)

where

〈f〉 ≡ k

2π

∫ 2π/k

0
fdy.

For the outer solution we require the discontinuity in the logarithmic derivatives across singu-
larity. We must match the logarithmic discontinuity from the solution within the singular layer
to that of outer solution:

∆′ ≡
(
∂ψ̃A

∂x

∣∣∣∣∣
+0

− ∂ψ̃A

∂x

∣∣∣∣∣−0

)
1
ψ̃A

=
∂

∂x
ln ψ̃A

∣∣∣∣
+0

−0
.

We utilize ∇2ψ̃ = µ0j1z and ∂2ψ̃/∂x2 ≈ µ0j1z and

∆′ψ̃A = 2µ0

〈
cos ky

∫ ∞

−∞
j1zdx

〉
, dx =

(
1
B′

0y

)1/2
dψ

(ψ − ψ̃)1/2
. (16.76)

Insertion of (16.75) into (16.76) yields

∆′ψ̃A = 2
µ0

η

∫ ∞

−∞

〈
∂ψ̃/∂t

(ψ − ψ̃)1/2

〉〈
(ψ − ψ̃)−1/2

〉−1
cos ky

(
1
B′

0y

)1/2
dψ

(ψ − ψ̃)1/2

=
4µ0

η(2B′
0y)1/2

∫ ∞

ψmin

dψ

〈
∂ψ̃A cos ky/∂t

(ψ − ψ̃)1/2

〉〈
(ψ − ψ̃)−1/2

〉−1
〈

cos ky
(ψ − ψ̃)1/2

〉
.

Since

∫
dψ

〈
cos ky

(ψ − ψ̃)1/2

〉2
1〈

(ψ − ψ̃)−1/2
〉

=
∫ 〈 cos ky

(W − cos ky)1/2

〉2 dWψ̃A〈
(W − cos ky)−1/2

〉 ≡ Aψ̃
1/2
A ,

we obtain

∆′ψ̃A =
4µ0A

η(2B′
0y)1/2

∂ψ̃A

∂t
ψ̃

1/2
A

and

∂

∂t
ψ̃

1/2
A =

η(2B′
0y)

1/2

8µ0A
∆′.

Taking note (16.72), the time variation of the island width is reduced to

dw
dt

=
1

21/2A

η

µ0
∆′ ≈ η

µ0
∆′, τR

d
dt
w

rs
= ∆′rs τR ≡ µ0r

2
s

η
. (16.77)
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Fig.16.23 The coordinates in slab model and the coordinates in toroidal plasma. The coordinates
(x, y, z) correspond radial direction (r − rs), poloidal direction (∼ rθ) and the direction of the magnetic
field at the rational surface in toroidal plasma respectively. The arrows in the island indicate the
direction of magnetic field Bp − (nr/mR)Bt (refer eq.(16.79)).

Let us consider a toroidal plasma as is shown in fig.16.23. The magnetic field

Bp − nr
nR

Bt =
(

1
q(r)

− 1
qs

)
r

R
Bt, (qs =

m
n

)

corresponds B0y in slab model near singular radius. The coordinates (x, y, z) in slab model
correspond radial direction (r− rs), poloidal direction (∼ rθ) and the direction of magnetic field
at the rational surface in toroidal plasma respectively (see fig.16.23). The flux function is

ψ(x, y) =
∫ r−rs

0

(
1
q(r)

− 1
qs

)
r

R
Btdx+

B1x

k
cos ky (16.78)

and the magnetic field is given by

B1x = −∂ψ
∂y

= B1x sin ky,

B0y =
∂ψ

∂x
=
(

1
q(r)

− 1
qs

)
r

R
Bt = −q

′

q
Bpx = B′

0yx (16.79)

Eq.(16.78) is reduced to

ψ(x, y) = B′
0y

x2

2
+
B1x

k
cos ky (16.78′)

The change of bootstrap current δjb1z induces the change in flux function δψb and elecric field
Ez.

Ez =
∂ψb

∂t
= ηδjb1z .

Discontinuity of logarithmic derivative due to δjb1z is

∆′
b =

1
ψ̃A

(
∂ψ̃b

A

∂r

∣∣∣∣∣
rs+

− ∂ψ̃b
A

∂r

∣∣∣∣∣
rs−

)
=

1
ψ̃A

∫ rs+

rs−
µ0δj

b
1zdr
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where

ψ̃A =
B1x

k
=
w2B′

0y

16

so that

∆′
b =

16
w2B′

0y

∫ rs+

rs−
µ0δj

b
1zdr.

Because of flattening of pressure profile due to the formation of island, δjb1z is given by (refer
(16.65))

δjb1z = 0 −
(
−ε

1/2
s

Bp

dp
dr

)
=
ε
1/2
s

Bp

dp
dr

(16.80)

This is called by helical hole of bootstrap current. Thus discontinuity of logarithmic derivative
due to δjb1z is reduced to

∆′
brs =

16µ0

w2B′
0y

(
ε
1/2
s

Bp

dp
dr

)
rs

wrs =
8rs
w

p

B2
p/2µ0

ε1/2s
Lq
Lp
,

B′
0y = −q

′

q
Bp ≡ −Bp

Lq
,

dp
dr

≡ − p

Lp
.

Then the time variation of island’s width is given by

τR
d
dt
w

rs
= ∆′rs + aε1/2s βp

Lq
Lp

rs
w
, a ∼ 8. (16.81)

The first term of right-hand side of (16.81) is Rutherford term and the second is the destabilizing
term of bootstrap current. This is the equation of neoclassical tearing mode. When the transport
and the effect of ion polarization current across the island are taken into account, a reduction
in the bootstrap current takes place. Then the term due to bootstrap current is modified to

τR
d
dt
w

rs
= ∆′rs + a1ε

1/2
s βp

Lq
Lp

rs
w

(
w2

w2 + w2
c

)
− a2βp

(
Lq
Lp

)2
rsρ

2
pi

w3
, (16.81′)

where wc is the effect of transport across the island parameterizing the magnitude of the con-
tribution of the χ⊥/χ‖ model48 and being given by the relation

wc = 1.8rs
(

8RLq
r2s n

)1/2
(
χ⊥
χ‖

)1/4

.

The third term of ion polarization current in the lefthand side of (16.81′) is given in ref.49.
Figure 16.24 shows the curve of (16.81′). When the effect of wc is included, there is a threshold
wth for the onset of neoclassical tearing mode. When w becomes large, destabilizing term of
bootstap current becomes weak and the island width is saturated. It is possible to control
neoclassical tearing mode by local current drive in rational (singular) surface50.
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Fig.16.24 The curve of (16.81′). wth is the threshold width of island for the onset of neoclassical
tearing mode and wsat is the saturated width.

16.10 Resistive Wall Mode

MHD kink instabilities in tokamak are of major importance because they have a beta limit7,8.
In the absence of a conducting wall, the results obtained in ref.7 with a variety of current and
pressure profile show that this beta limit is of form β/(Ip/aB) ≡ βN < 2.8 (refer (16.9)).

However the external kink can be stabilized at higher value of βN by including a closely fitting
conducting wall. The situation is complicated by the existence of resistive wall in the case when
an ideal MHD instability is stabilized by perfect conducting wall, but unstable if the wall is
removed. In this situation, there is a resistive wall mode that grows on the resistive time of wall.
Furthermore it is an interesting issue whether this resistive wall mode is stabilized by plasma
rotation or not. In this section the analysis of resistive mode is described.

16.10a Growth Rate of Resistive Wall Mode

Basic equations of motion in slab model are already given by (9.9) and (9.13), that is,

B1x = i(k · B)ξx

µ0γ
2∇ρm∇ξx = i(k · B)∇B1x − i(k · B)′′B1x

For cylindrical coordinates, the same mathematical process as for the slab model leads to

(rB1r) = iF (rξr) (16.82)

µ0γ
2

F
∇ρm∇(irξr) = −∇2(rB1r) +

F
′′

F
(rB1r) (16.83)

where

F = (k · B) =
(−m

r
Bθ +

n
R
Bz

)
=
Bz
R

(
n − m

q(r)

)
=
Bθ
r

(nq(r) − m).

The flux function ψ = Az(r, θ) = Az(r) exp(−mθ), z component of vector potential, is introduced
and then

B1r =
1
r

∂Az
∂θ

= −im
r
ψ, Bz = −∂Az

∂r
= −∂ψ

∂r
.
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Fig.16.25 Upper figure: Profiles of mass density ρ(r), current density j(r) and q profile q(r). The
plasma radius is r = a and the wall is located at r = d. Lower figure: Profile of flux function ψ(r) in the
case of conducting wall.

(16.83) is reduced to

µ0γ
2

F
∇ρm∇⊥

ψ

F
= −∇2ψ − mµ0

F

j′

r
ψ, F

′′ ≈ −mµ0j
′

r
(16.83′)

Firstly a step function model of cylindrical plasma presented by Finn51 is used for analysis.
The mass density and plasma current profiles are flat within the plasma r < a as is shown in
fig.16.25, that is,

j(r) = j0, ρ(r) = ρ0, q(r) = q, for r < a,

and j(r) = 0, ρ(r) = 0, q(r) = q(r) for r < a. Then (16.83′) for r < a yields
(

1 +
µ0ρ0γ

2

F 2

)
∇2ψ = 0, ψ(r) = ψ0

(
r

a

)m

,
ψ(a−)′

ψ(a)
=

m
a

(16.83′′)

and (16.83′) for r > a yields

∇2ψ = 0, ψ(r) =
ψ(a)
1 − α

((
r

a

)−m

− α

(
r

a

)m
)
.

When a conducting wall is located at r = d, ψ(d) = 0 must be satisfied and α = (a/d)2m. Then

ψ′(a+)
ψ(a)

= −m
a

1 + (a/d)2m

1 − (a/d)2m
. (16.83′′′)

At the plasma boundary, (16.83′) yields

ψ′(a+)
ψ(a)

−
(

1 +
µ0ρ0γ

2

B2
θ(nq − m)2/a2

)
ψ′(a−)
ψ(a)

=
mµ0

Fa
j0 =

m
a

2
(nq − m)

, (16.84)

since µ0j0 = 2Bθ/a for flat current profile. The growth rate γc(d) of the MHD perturbation in
the case of conducting wall at r = d is reduced from (16.83′′, 83′′′) and (16.84) as follow:

γc(d)2τ2
Aθ = −2(nq − m)

(
1 +

(nq − m)
1 − (a/d)2m

)
. (16.85)

The stable region in d/a-q diagram is shown in fig.(16.26).
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Fig.16.26 Stable region in nq − m-d/a-diagram.

Fig.16.27 Profile of ψ(r) in the case of resistive wall at r = d.

When a thin resistive wall is located at r = d instead of conducting wall, the external solution
of ψ is modified and is given by (see fig.(16.27))

ψ(r) = ψ(d)(r/d)−m, (r > d),

ψ(r) =
ψ(d)

1 − αres

(
(r/d)−m − αres(r/d)m

)
, (d > r > a). (16.86)

When the wall current and wall specific resistivity are denoted by jw and ηw, there are following
relations:

∇2ψ = −µ0jw, jw = Ez/ηw = − γ

ηw
ψ.

Then the discontinuity of logarithmic derivative at r = d is

ψ(d+)′ − ψ(d−)′

ψ(d)
= −µ0

∫
jwdr
ψ

=
µ0γ/ηw

∫
ψdr

ψ
=
µ0γδw
ηw

=
γτw
d
, τw ≡ µ0dδwηw

where δw is the wall thickness and we obtain

ψ(d−)′

ψ(d)
= −m

d
− γresτw

d
.

Thus αres in (16.86) is given by

αres =
γresτw/(2m)

1 + γresτw/(2m)
.

We have already ψ′(a+)/ψ(a) from (16.84) as follow:

ψ′(a+)
ψ(a)

=
m
a

(
1 +

γ2
resτ

2
Aθ

(nq − m)2
+

2
(nq − m)

)
.
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Fig.16.28 The growth rate γres(d) versus resistive wall position d/a in the case of ωrot = 0.5. γres(d)
and ωrot are in unit of τ−1

A = B/(a(µ0ρ)1/2) = (B/Bθ)τ−1
Aθ , dcr = 2.115. (R/a = 5, q0 = 1.05, m=2,

n=1, τA/τw = 5 × 10−4). (Afer ref.50).

On the other hand ψ′(a+)/ψ(a) is also given by (16.86) as follow:

ψ′(a+)
ψ(a)

= −m
a

1 + αres(a/d)2m

1 − αres(a/d)2m
. (16.86′)

Therefore the growth rate of the mode in the resistive wall is given by

γres(d)2τ2
Aθ = −2(nq − m)

(
1 +

(nq − m)
1 − αres(a/d)2m

)
. (16.87)

Since

1
1 − αres(a/d)2m

=
1

1 +R
+

R

1 +R

1
1 − (a/d)2m

, R = (1 − (a/d)2m)
γres(d)τw

2m

(16.87) is reduced to

γres(d)2 =
γ2

c (∞) +Rγ2
c (d)

1 +R
. (16.88)

Let us consider the case where the mode is stable with the conducting wall at r = d and is
unstable without the wall, that is, γc(d) < 0 and γc(∞) > 0. Then the growth rate of the mode
with thin resistive wall at r = d is (under the assumption of γres(d)2 � γ2

c (d), γ2
c (∞))

R = −γ
2
c (∞)
γ2

c (d)
, γres(d)τw =

2m
1 − (a/d)2m

(
−γ

2
c (∞)
γ2

c (d)

)
. (16.89)

Therefore the growth rate is order of inverse resistive wall time constant. For d→ a, γres(d)τw →
−2m(1 + nq − m)/(nq − m) is remains finite. This mode is called resistive wall mode (RWM).
When wall position d approaches to critical one dcr, where ideal MHD mode becomes unstable
even with conducting wall γc(dcr) = 0, the growth rate of RWM becomes infinity as is seen in
(16.89) and connects to ideal MHD mode.

When plasmas rotate rigidly and perturbations also rotate without slip in the plasmas, the
effect of rigid rotation is included by adding a Doppler shift

γ → γ + ik · v = γ + i

(
n
R
vz − mωθ

)
= γ + iωrot on the left−hand side of (16.88),

but not on the right-hand side of (16.88). Fig.16.28 shows the dependence of the growth rate
γres(d) on the resistive wall position d/a while Ω is fixed for the case of ωrotτA = 0.5, τ−1

A ≡
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Fig.16.29 The growth rate γres and slip frequency ∆ωslip = ωrot − ωres of resistive wall mode and the
growth rate γideal of plasma mode versus resistive wall radius d/a for n=1. ωrot = 0.06 is unit of
τ−1
A = B/(a(µ0ρ)1/2) = (B/Bθ)τ−1

Aθ . (Afer ref.52).

B/(a(µ0ρ)1/2) = (B/Bθ)τ−1
Aθ , R/a = 5, q0 = 1.05, m=2, n=1, τA/τw = 5 × 10−4. When d/a

increases beyond dcr/a, plasma becomes unstable in ideal MHD time scale. For d/a approaching
near unity, there is an enhancement in the growth rate due to the inductance factor (1−(a/d)2m).
Due to the fact the effective flux decay time becomes shorter, the resistive wall behaves as if the
wall is more resistive. There is an initial increase in the growth rate with ωrot, after which the
growth rate decreases, but does not go to zero as ωrot → ∞.

Ward and Bondeson52 analyzed the full toroidal plasma with resistive wall by numerical code.
Numerical analysis indicates that there are two modes. One is the mode that has zero frequency
in the frame of plasma and perturbation hardly penetrates the resistive wall, the ”plasma mode”.
In other word resistive wall behaves as if the wall is ideal when ωrot � τ−1

w . The other one is
the mode that the perturbation rotates slowly with resistive wall, the ”resistive wall mode”. In
other word perturbation rotates with respect to the plasma. The two modes are influenced in
opposite way by the wall distance. The plasma mode is destabilized as the wall is moved farther
from the plasma, while the resistive wall mode is stabilized. Therefore there can be a finite
window for the wall position such that both modes are stable (see fig.16.29). They suggest that
important aspects of stabilization mechanism are that inertial effects become important near
the resonant layers in the plasma where the rotation speed exceeds the local Alfvén frequency
k‖vA and that coupling to sound waves contributes to the stabilization.

These numerical results can be interpreted by analytical consideration. In the case of resistive
wall at r = d, ψ′(a+)/ψ(a) is already given by (16.86′). Formally ψ′(a−)/ψ(a) can be expressed
by

ψ′(a−)
ψ(a)

= −m
a

(1 + Z)

Z should be calculated by solving ψ for a given plasma model. Then the dispersion relation is
given by

(1 + Z) =
1 + αres(a/d)2m

1 − αres(a/d)2m
=

(1 + γ′res) + γ′res(a/d)2m

(1 + γ′res) − γ′res(a/d)2m
, γ′res =

γresτw
2m

and the growth rate is given by

γresτw
2m

(
1 − (a/d)2m

)
=

Z

w − Z
, w ≡ 2(a/d)2m

1 − (a/d)2m
=

2
(d/a)2m − 1

. (16.90)
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In the case when plasma does no rotate, Z is real Z = x and positive and the resistive wall
mode is unstable for w > x or equivalently for

(1 + 2/x) > (d/a)2m, a < d < dideal = a(1 + 2/x)1/2m.

As the wall radius approaches to dideal (w → x), γres tends to increase to infinity and the resistive
wall mode connects to ideal MHD instability, which is ideally unstable for d > dideal.

When plasma rotates, the logarithmic derivative has non zero imaginary part z = x+ yi and
the growth rate is

γresτw2m
(
1 − (a/d)2m

)
=
wx− x2 − y2 + iwy

(w − x)2 + y2
. (16.90′)

This eliminates the zero in the demominator of (16.90′) and γres remains finite and complex
for all wall distances. The resistive wall mode does not connect to the ideal instability. When
wx < (x2 + y2), the resistive wall mode becomes stable. This condition becomes

d > dres, dres ≡ (1 + 2x/(x2 + y2))1/2m.

These results are consistent with numerical results.

16.10b Feedback Stabilization of Resistive Wall Mode

Feedback stabilization of resistive wall mode is discussed according to ref.53 by Okabayashi,
Pomphrey and Hatcher. We begin with the eigenmode equation used to determine the stability
of a large aspect ratio tokamak with low beta54.

d
dr

(
(γτ2

A + F 2)r
d
dr

(rξr)
)
−
(

m2(γτ2
A + F 2) + r

dF 2

dr

)
ξr = 0 (16.91)

F =
(
−m
r
Bθ +

n
R
Bz

)
=
Bθ
r

(nq − m).

This formula can be derived from (14.36) under the assumption ε = r/R � 1. In the vacuum,
the perturbation of magnetic field B1 = ∇φ is the the solution of

∇2φ = 0, φ = A
(
(r/bw)−m + αw(r/bw)m

)
exp(−imθ + nz/R). (16.92)

A plasma-vacuum boundary condition at plasma edge r = a is of the form of54

(γ2τ2 + f2)
1
ξr

d(rξr)
dr

= f2
(
aψ′(a+)
ψ(a)

− 2m
f

)
(16.93)

where f = nq−m and ψ is the flux function of external perturbation B1ex. The flux function ψ =
ψ(r) exp(−imθ) (z component of vector potential Az) in the vacuum is given by ψ = irB1r/m.
This formula can be derived from the plasma-vacuum boundary condition (8.33) and (8.38). The
boundary condition (8.38) n·B1ex = n·∇×(ξ×B) becomes ∂φ/∂r = r−1∂(ξrBθ/∂θ+∂(ξrBz)/∂z
and determines A in (16.92) as follow:

A = −i ξrF

(m/a) ((a/bw)−m − αw(a/bw)m)
.

The constant αw is to be determined by the boundary condition on the wall at r = bw. The
boundary condition (8.33) becomes

BθB1θin +BzB1zin = BθB1θex +BzB1zex
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where B1in = ∇× (ξ×B) is given by (8.69-71) and B1ex is given by (16.92). ξ is given by Hain-
Lüst equation (8.114-116), in which low β and incompressivility are assumed. Two boundary
conditions yield eq.(16.93).

The boundary condition (16.93) is used to provide a circuit equation for the plasma by defin-
ing β0 ≡ (1/ξr)(d(rξr)/dr)|a. In principle, β0 would be determined by eq.(16.91) and (16.93)
selfconsistently. The flux function 2πRψ(a+) is the perturbed poloidal flux of (m, n) mode in
the vacuum region (B1θ = −(∂ψ/∂r). 2πRψ(a+) consists of contributions from the perturbed
current I1, resistive wall current I2 and circuit current I3 corresponding to active feedback coil
for (m, n) mode, that is,

2πRψ(a+) = L1I1 +M12I2 +M13I3

2πRψ′(a+) = L′
1I1 +M ′

12I2 +M ′
13I3.

Therefore eq.(16.93) is reduced to
(

(γ2τ2 + f2)β0 − f2aL
′
1

L1
+ 2m

)
L1I1 +

(
(γ2τ2 + f2)β0 − f2aM

′
12

M12
+ 2m

)
M12I2

+
(

(γ2τ2 + f2)β0 − f2aM
′
13

M13
+ 2m

)
M13I3 = 0.

For circuit corresponding to resistive wall, the flux function at resistive wall (r = rw) is given by

2πR
∂ψ(rw)
∂t

= L2
∂I2
∂t

+M21
∂I1
∂t

+M23
∂I3
∂t

and

2πR
∂ψ(rw)
∂t

= −2πRηwjw = −R2I2

where

I2 ≡ 2πrwδwjw/(2m), R2 ≡ 2m
ηw2πR
2πrwδw

.

For the circuit corresponding the active feedback control, a voltage term to drive the feedback
current must be included and

M31
∂I1
∂t

+M32
∂I2
∂t

+M31
∂I3
∂t

+R3I3 = V3.

The form of the feedback voltage V3 should be applied to minimize ψ(a+) by use of appropriate
sensors of the perturbations.

16.11 Parameters of Tokamak Reactors

Although there are many parameters to specify a tokamak device, there are also many
relations and constrains between them55. If the plasma radius a, toroidal field Bt and the
rato Q of fusion output power to auxiliary heating power are specified, the other parameters
of tokamak are determined by use of scaling laws of electron density, beta, energy confinement
time and burning condition, when cylindrical safety factor qI (or effective safety factor at plasma
boundary qeff as is defined later), the elongation ratio κs, triangularity δ of plasma cross section
are given. By the definition of qI, we have

qI ≡ Ka

R

Bt

Bp
=

5K2aBt

AIp
, Bp =

µ0Ip
2πKa

=
Ip

5Ka
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the plasma current is

Ip =
5K2aBt

AqI

where K2 = (1 + κ2
s )/2 (Ip in MA, Bt in T and a in m). Aspect ratio A = R/a will be given

as a function of a anf Bt in (16.99′) later. The effective safety factor qeff at plasma boundary is
approximately given by16

qeff = qIfAs(A)

fAs(A) ≈
(

1 +
1 + Λ̄2/2

A2

)
(1.24 − 0.54κs + 0.3(κ2

s + δ2) + 0.13δ)

where Λ̄ = βp + li/2. The volume average electron density n20 in unit of 1020m−3 is

n20 = NG
Ip
πa2

(16.94)

where NG is Greenward normalized density. The beta ratio of thermal plasma

βth ≡ 〈p〉
B2

t /2µ0
= 0.0403(1 + fDT + fHe + fI)

〈n20T 〉
B2

t

is expressed by

βth = 0.01βN
Ip
aBt

(16.95)

where βN is normalized beta. The notations fDT, fHe and fI are the ratios of fuel DT, He and
impurity density to electron density respectively and the unit of T is keV. 〈X〉 means volume
average of X. Thermal energy of plasma W is

W =
3
2
βth

B2
t

2µ0
V = 0.5968βthB

2
t V

where W is in unit of MJ and plasma volume V is in unit of m−3. Plasma shape with elongation
ratio κs and triangularity δ is given by

R = R0 + a cos(θ + δ sin θ)

z = aκs sin θ

Plasma volume V is given by

V ≈ 2π2a2Rκsfshape

where fshape is a correction factor due to triangularity

fshape = 1 − δ

8
+

δ4

192
− a

4R

(
δ − δ3

3

)
.

We utilize the thermal energy confinement scaling of IPB98y234

τE = 0.0562 × 100.41Hy2I
0.93B0.15

t M0.19n0.41
20 a1.97A1.39κ0.78

s P−0.69 (16.96)
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Fig.16.30 Θ is function of average temperature 〈T 〉 in cases with profile parameters
(αT = 1.0, αn = 0.0), (αT = 2.0, αn = 0.0), (αT = 1.0, αn = 0.5) and (αT = 2.0, αn = 0.3)

where M(= 2.5) is average ion mass unit and P is loss power in MW by transport and is equal to
necessary absorbed heating power subtracted by radiation loss power Prad. The total α particle
fusion output power Pα is

Pα =
Q

4
〈n2

DT〈σv〉v〉V

where Qα = 3.515MeV. 〈σv〉v is a function of T and a fitting equation for 〈σv〉v is given in (1.5).
Since the fusion rate σv near T =10keV is approximated by

〈σv〉v ≈ 1.1 × 10−24T 2
keV(m3/s)

the folowing Θ ratio is introduced:

Θ(〈T 〉) ≡ 〈n2
DT〈σv〉v〉

1.1 × 10−24〈n2
DTT

2〉 .

Θ is a function of average temperature 〈T 〉 in keV and the profiles of density and temperature
and has a peak of around 1 near 〈T 〉 ≈ 8 ∼ 10keV. The curves of Θ versus 〈T 〉 in cases of
n(ρ) = 〈n〉 (1 − ρ2)αn/(1 + αn), T (ρ) = 〈T 〉(1 − ρ2)αT /(1 + αT ) is shown in fig.16.3056.

Then Pα is reduced to

Pα = 0.9551
fproff

2
DT

(1 + fDT + fHe + fI)2
β2

thB
4
tΘV (16.97)

where fprof ≡ 〈n2T 2〉/〈nT 〉2 ≈ (αn+αT +1)2/(2αn+2αT +1) is the profile effect of temperature
and density.

When absorbed auxiliary heating power is denoted by Paux and heating efficiency of α heating
is fα, the total heating power is fαPα + Paux. When the fraction of radiation loss power to the
total heating power is fR, the heating power to sustain buring plasma is given by

P = (1 − fR)(fαPα + Paux).

When Q ratio is defined by the ratio of total fusion output power Pn +Pα = 5Pα (Pn is neutron
output power) to absorbed auxiliary heating power Paux, Q is

Q =
5Pα
Paux
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Fig.16.31 Geometry of plasma, toroidal field coil and central solenoid of current transformer in
tokamak

Then P is reduced to

P = (1 − fR)
(

1 +
5
Q

)
Pα.

Therefore burning condition

W

τE
= (1 − fR)

(
fα +

5
Q

)
Pα (16.98)

and (16.96) reduce55

a = 3.22f1.64
shape

(
(1 + fDT + fHe + fI)2

(1 − fR)(fα + 5/Q)fproff
2
DTΘ

)0.738
β0.905

N (qeff/fAs(A))2.29

H2.36
y2 N0.976

G κ0.214
s K4.57

A0.619

B1.74
t

. (16.99)

Therefore the aspect ratio A is given as a function of

A = c1.616a1.616B2.81
t (16.99′)

where c is coefficient of A0.619/B1.74
t in (16.99).

When the distance of plasma separatrix and the conductor of toroidal field coil is ∆ and the
maximum field of toroidal field coil is Bmx (see fig.16.31), there is a constraint of

Bt

Bmx
=
R− a−∆

R
= 1 −

(
1 +

∆

a

)
1
A

and

1 − 2
A
<

Bt

Bmx
< 1 − 1

A

under the assumption a > ∆ > 0. By specification of ∆ and Bmx, Bt is a function of a.
The ratio ξ of the flux swing ∆Φ of ohmic heating coil and the flux of plasma ring LpIp is

given by

ξ ≡ ∆Φ

LpIp
=

5Bmx((ROH + dOH)2 + 0.5d2
OH)

(ln(8A/κ1/2
s ) + li − 2)RIp
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Table 16.3-a Specified design parameters. Specified value of βN is the normalized beta of thermal
plasma which does not include the contribution of energetic ion components

a Bt A qeff κs δ fR fα βN NG

2.0 5.3 3.1 3.38 1.7 0.35 0.3 0.95 1.63 0.85
fDT fHe fI Hy2 αT αn

0.82 0.04 0.02 1.0 1.0 0.1

Table 16.3-b Reduced parameters

Q R Ip τE n20 〈T 〉 Pn Pα Paux Prad qI Θ
10.2 6.2 15.0 3.8 1.01 8.1 324 81 40 35 2.22 0.99

Table 16.4 Parameters of ITER-FEAT．τ tr
E is the energy confinement time corrected for radiation

loss. Q=10. κs is the ratio of vertical radius to horizontal radius. q95 is the safety factor at 95% flux
surface. The maximum field of toroidal field coils is Bmax=11.8T. The number of toroidal field coils is
18. Single null divertor configuration. 1 turn loop voltage is Vloop = 89mV. Inductive pulse flat-top
under Q = 10 condition is several hundreds seconds. Pfus is the total fusion output power. NG is
defined in eq.(16.7). fR is the fraction of radiation loss and fDT, fBe, fHe, fHe are fractions of DT, Be,
He, Ar densities to the electron density.

Ip 15MA Zeff 1.65
Bt 5.3T fDT ∼ 82%
R 6.2m fHe 4.1%
a 2.0m fBe 2%
R/a 3.1 fAr 0.12%
κs 1.7 fR 0.39
〈ne〉 1.01 × 1020m−3 βt 2.5%
〈0.5 × (Te + Ti)〉 8.5keV βp 0.67
Wthermal 325MJ βN(normalized beta) 1.77
Wfast 25MJ NG 0.85
τ tr
E 3.7s Hy2 = τ tr

E /τ IPB98y2
E 1.0

Pfus(Pα) 410MW (82MW) q95 3.0
Paux 41MW qI 2.22
Prad 48MW li 0.86

where ROH = R = (a +∆+ dTF) + ds + dOH, dTF and dOH being the thickness of TF and OH
coil conductors and ds being the separation of TF and OH coil conductors (refer fig.16.31). The
average current densities jTF, jOH of TF and OH coil conductors in MA/m2=A/(mm)2 are

jTF =
2.5
π

Bmx

dTF

1
1 − 0.5dTF/(R− a−∆)

jOH =
2.5
π

Bmx

dOH
.

When parameters a, Bt, A are specified instead of a, Bt, Q, then Q value and other parame-
ters can be evaluated and are shown in Table 16.3.

The conceptual design of tokamak reactors has been actively pursued according to the de-
velopment of tokamak experimental research. INTOR(International Tokamak Reactor)57 and
ITER (International Thermonuclear Experimental Reactor)58,59 are representative of interna-
tional activity in this field. ITER aims59 achievement of extended burn in inductively driven
plasmas with Q ∼ 10 and aims at demonstrating steady state operation using non-inductive
drive with Q ∼ 5. The main parameters of ITER in 2000 are given in table 16.4. A cross section
of ITER-FEAT outline design in 2000 is shown in fig.16.32.
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Fig.16.32 Toroidal cross section of ITER-FEAT outline design in 2000.
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Ch.17 Non-Tokamak Confinement System

17.1 Reversed Field Pinch

17.1a Reversed Field Pinch Configuration
Reversed field pinch (RFP) is an axisymmetric toroidal field used as a tokamak. The magnetic

field configuration is composed of the poloidal field Bp produced by the toroidal component of
the plasma current and the toroidal field Bt produced by the external toroidal field coil and the
poloidal component of the plasma current. The particle orbit loss is as small as that of tokamak.
However, RFP and tokamaks have quite different characteristics. In RFP, the magnitudes of
the poloidal field Bp and the toroidal field Bt are comparable and the safety factor

qs(r) =
r

R

Bz(r)
Bθ(r)

is much less than 1 (qs(0) ∼ a/(RΘ), Θ ∼ 1.6). The radial profile of the toroidal field is shown
in fig.17.1. The direction of the boundary toroidal field is reversed with respect to the direction
of the on-axis field, and the magnetic shear is strong. Therefore high-beta (〈β〉 = 10 ∼ 20%)
plasmas can be confined in an MHD stable way. Since the plasma current can be larger than
the Kruskal-Shafranov limit (q < 1), there is a possibility of reaching the ignition condition by
ohmic heating only (although it depends on the confinement scaling).

RFP started in an early phase of nuclear fusion research. A stable quiescent phase of discharge
was found in Zeta in Harwell in 1968.1 The configuration of the magnetic field in the quiescent
phase was the reversed field pinch configuration, as shown in fig.17.1. The electron temperature,
the energy confinement time, and the average beta of Zeta were κTe = 100 ∼ 150eV, τE =
2ms, 〈β〉 ∼ 10% at the time of IAEA conference at Novosibirsk. However, the epoch-making
result of tokamak T-3 (κTe = 1keV, τE = several ms, β ∼ 0.2%) was also presented in the
same conference, and Zeta was shut down because of the better confinement characteristics
in tokamaks. On the other hand, RFP can confine higher beta plasma and has been actively
investigated to improve the confinement characteristics (ZT-40 M, OHTE, HBTX1-B, TPE-
1RM 20, MST and RFX, TPE-RX)2−5. The important issues of RFP are confinement scaling
and impurity control in the high-temperature region.

17.1b MHD Relaxation
Even if the plasma is initially MHD unstable in the formation phase, it has been observed in

RFP experiments that the plasma turns out to be a stable RFP configuration irrespective of the
initial condition. J.B.Taylor pointed out in 1974 that RFP configuration is a minimum energy
state by relaxation processes under certain constraints.6

Let us introduce a physical quantity “magnetic helicity” for the study of this subject. By use
of scalar and vector potentials φ, A of electric and magnetic field E, B, the magnetic helicity
K is defined by the integral of the scalar product A · B over the volume V surrounded by a
magnetic surface

K =
∫

V
A · Bdr (17.1)

where dr ≡ dx dy dz. Since

E = −∇φ− ∂A

∂t
, B = ∇× A

we find from Maxwell equations that7

∂

∂t
(A · B) =

∂A

∂t
· B + A · ∂B

∂t
= (−E −∇φ) · B − A · (∇× E)
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= −E · B −∇ · (φB) + ∇ · (A × E) − E · (∇× A)

= −∇ · (φB + E × A) − 2(E · B).

When the plasma is surrounded by a perfect conductive wall, then the conditions (B · n) = 0,
E × n = 0 are hold (n is unit outward vector normal to the wall), so that we find

∂K

∂t
=

∂

∂t

∫
V

A · Bdr = −2
∫

V
E · Bdr. (17.2)

The right-hand side in eq.(17.2) is the loss term of the magnetic helicity. When the Ohm’s law

E + v × B = ηj

is applicable, the loss term is reduced to

∂K

∂t
= −2

∫
V
ηj · Bdr. (17.3)

When η = 0, the magnetic helicity is conserved; in other words, if a plasma is perfectly
conductive, K integral over the volume surrounded by arbitrary closed magnetic surfaces is
constant. However, if there is small resistivity in the plasma, the local reconnections of the lines
of magnetic force are possible and the plasma can relax to a more stable state and the magnetic
helicity may change locally. But J. B. Taylor postulates that the global magnetic helicity KT
integrated over the whole region of the plasma changes much more slowly. It is assumed that KT
is constant within the time scale of relaxation processes. Under the constraint of KT invariant

δKT =
∫

B · δAdr +
∫
δB · Adr = 2

∫
B · δAdr = 0

the condition of minimum energy of magnetic field

(2µ0)−1δ
∫

(B · B) dr = µ−1
0

∫
B · ∇ × δAdr = µ−1

0

∫
(∇× B) · δAdr

can be obtained by the method of undetermined multipliers, and we have

∇× B − λB = 0. (17.4)

This solution is the minimum energy state in the force-free or pressureless plasma (j × B =
∇p = 0, j‖B). The axisymmetric solution in cylindrical coordinates is

Br = 0, Bθ = B0J1(λr), Bz = B0J0(λr) (17.5)

and is called a Besssel function model. The profiles of Bθ(r) and Bz(r) are shown in fig.17.1(a).
In the region λr > 2.405, the toroidal field Bz is reversed. The pinch parameter Θ and the field
reversal ratio F are used commonly to characterize the RFP magnetic field as follows:

Θ =
Bθ(a)
〈Bz〉 =

(µ0/2)Ipa∫
Bz2πr dr

, F =
Bz(a)
〈Bz〉 (17.6)

where 〈Bz〉 is the volume average of the toroidal field. The values of F and Θ for the Bessel
function model are

Θ =
λa

2
, F =

ΘJ0(2Θ)
J1(2Θ)

(17.6′)

and the F -Θ curve is plotted in fig.17.1(b). The quantity
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Fig.17.1 (a) Toroidal field Bz(r) and poloidal field Bθ(r) of RFP. The radial profiles of the Bessel
function model (BFM) and the modified Bessel function model (MBFM) are shown. (b) F -Θ curve

λ =
µ0j · B
B2

=
(∇× B) · B

B2
= const.

is constant in Taylor model. The observed RFP fields in experiments deviate from the Bessel
function model due to the finite beta effect and the imperfect relaxation state. The λ value is
no longer constant in the outer region of plasma and tends to 0 in the boundary. The solution
of ∇× B − λB = 0 with λ(r) is called modified Bessel Function model (MBFM).

The stability condition of the local MHD mode8 is

1
4

(
q′s
qs

)2
+

2µ0p′

rB2z
(1 − q2s ) > 0. (17.7)

This formula indicates that the strong shear can stabilize the RFP plasma in the p′(r) < 0
region but that the flat pressure profile, p′(r) ∼ 0, is preferable in the central region of weak
shear. When q2s < 1, the local MHD mode is unstable near q′s = 0 (pitch minimum).

When the effect of finite resistivity of a plasma is taken into account, it is expected by the
classical process of magnetic dissipation that the RFP configuration can be sustained only during
the period of τcl = µ0σa

2, where σ is the specific conductivity. However, ZT-40M experiments9
demonstarated that RFP discharge was sustained more than three times (∼ 20 ms) as long as
τcl. This is clear evidence that the regeneration process of the toroidal flux exists during the
relaxation process, which is consumed by classical magnetic dissipation, so that that the RFP
configuration can be sustained as long as the plasma current is sustained.

When there are fluctuations in plasmas, the magnetic field B in the plasma, for example, is
expressed by the sum B = 〈B〉t+ B̃ of the time average 〈B〉t and the fluctuation term B̃. The
time average of Ohm’s law ηj = E + v × B is reduced to

〈ηj〉t = 〈E〉t + 〈v〉t × 〈B〉t + 〈ṽ × B̃〉t (17.8)

where 〈 〉t denotes the time average. New term 〈ṽ × B̃〉t appears due to fluctuations. Since
the time average of the toroidal flux Φz =

∫
BzdS within the plasma cross section is constant

during qasi-stationary state, the time average of the electric field in θ direction is 0 (
∮
Eθdl =

−dΦz/dt = 0 ) and 〈vr〉t = 0. Steady state RFP plasmas require the following condition

〈ηjθ〉t = 〈(ṽ × B̃)θ〉t. (17.9)

In other words, resistive dissipation is compensated by the effective electric field due to the
fluctuations. This process is called MHD dynamo mechanism. Much research 10,11,12 on the
relaxation process has been carried out.

When electron mean free path is very long, local relation such as Ohm’s law may not be
applicable. In stead of MHD dynamo theory, kinetic dynamo theory was proposed,13,14 in which
anomalous transport of electron momentum across magnetic surfaces plays essential role to
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sustain RFP configuration.

17.1c Confinement
The energy confinement time τE in an ohmically heated plasma can be obtained by energy

balance equation

(3/2)〈nκ(Te + Ti)〉v2πRπa2
τE

= VzIp

where Vz is the loop voltage and Ip is the plasma current. The notation 〈 〉v means the volume
average. Using the definition of the poloidal beta

βθ ≡ 〈nκ(Te + Ti)〉v
B2θ/2µ0

=
8π2a2〈nκ(Te + Ti)〉v

µ0I2p

the energy confinement time is given by

τE =
3µ0
8
Rβθ

Ip
Vz
. (17.10)

Therefore the scalings of βθ and Vz are necessary for the scaling of τE. In order to apply a
loop voltage on RFP plasma, a cut in the toroidal direction is necessary in the shell conductor
surrounding the plasma. In this case, the contribution of surface integral must be added in
eq.(17.1) of magnetic helicity as follows:

∂K

∂t
= −2

∫
E · B dr −

∫
(φB + E × A) · n dS.

The induced electric field in the (conductive) shell surface is zero and is concentrated between
the both edge of shell cut. The surface integral consists of the contribution 2VzΦz from the shell
cut and the contribution from the other part of surface S−, that is,

∂K

∂t
= −2

∫
ηj · B dr + 2VzΦz −

∫
S−

(φB + E × A) · n dS (17.11)

where Φz is the volume average of toroidal magnetic flux Φz = πa2〈Bz〉v. In quasi-steady state,
the time average 〈∂K/∂t〉t is zero. Then the time average of eq.(17.2) yields

Vz =

∫ 〈ηj · B〉tdr + (1/2)
∫
S−〈φB + E × A〉t · n dS

〈Φz〉t

=
2πR
πa2

η0Ipζ + VB,

VB =
2πR
a

〈〈(φB + E × A) · n〉t〉S−
〈〈Bz〉t〉v

where 〈 〉S− is the average in the surface region S−. The notation ζ is a non-dimensional factor
determined by the radial profiles of specific resistivity and magnetic field as follows:

ζ ≡ 〈〈ηj · B〉t〉v
η0〈〈jz〉t〉v〈〈Bz〉t〉v =

〈〈ηj〉t · 〈B〉t〉v + 〈〈(̃ηj) · B̃〉t〉v
η0〈〈jz〉t〉v〈〈Bz〉t〉v .

Here η0 is the specific resistivity at the plasma center. When the term of fluctuation is negligible,
the value ζ of modified Bessel function model is ζ ∼ 10, but the value is generally ζ > 10 due to
fluctuation. The value of VB is 0 when whole plasma boundary is conductive shell. In reality,
plasma boundary is liner or protecting material for the liner. Lines of magnetic force can cross
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the wall by the magnetic fluctuation or shift of plasma position (B · n 
= 0, E 
= 0). Then the
term VB has a finite value. The substitution of Vz into the equation of energy confinement time
τE gives

1
τE

=
8

3βθ

((
η0
µ0a2

)
2ζ +

VB/2πR
aBθ(a)

)
.

When plasmas become hot, the resistive term becomes small and the term of fluctuation and
contribution of VB are no longer negligible. The experimental scaling in the region of Ip <
0.5MA, are Ip/πa2〈n〉v = (1 ∼ 5) × 10−14A · m, βθ ∼ 0.1, (κTe(0))keV ∼ Ip(MA).

17.1d Oscillating Field Current Drive
RFP plasmas tend to be modified Bessel function model due to non-linear phenomena of MHD

relaxaton. Oscillating field current drive (OFCD) was proposed15 for sustaining the plasma
current and preliminary experiments have been done16. If terms Vz and Φ of the second term
in the right-hand side of magnetic helicity balance equation(17.11) are modulated as Vz(t) =
Ṽz cosωt, Φz(t) = Φz0 + Φ̃z cosωt, a direct current component ṼzΦ̃z in the product of 2Vz · Φz
appears and compensates the resistive loss of the magnetic helicity. The period of the oscillating
field must be longer than the characteristic time of relaxation and must be shorter than magnetic
diffusion time. The disturbing effect of the oscillating field to RFP plasma must be evaluated
furthermore.

17.2 Stellarator

A stellarator field can provide a steady-state magnetohydrodynamic equilibrium configuration
of plasma only by the external field produced by the coils outside the plasma. The rotational
transform, which is necessary to confine the toroidal plasma, is formed by the external coils so
that the stellarator has the merit of steady-state confinement. Although Stellarator C17 was
rebuilt as the ST tokamak in 1969, at the Princeton Plasma Physics Laboratory, confinement
experiments by Wendelstein 7A, 7AS, Heliotoron-E, and ATF are being carried out, since there
is a merit of steady-state confinement, without current-driven instabilities. Large helical device
LHD started experiments in 1998 and advanced stellarator WVII-X is under construction.

17.2a Helical Field
Let us consider a magnetic field of helical symmetry. By means of cylindrical coordinates

(r, θ, z), we can express the field in terms of (r, ϕ ≡ θ − δαz), where α > 0, δ = ±1. A
magnetic field in a current-free region (j = 0) can be expressed by a scalar potential φB ,
satisfying ∆φB = 0, and we can write

φB = B0z +
1
α

∞∑
l=1

blIl(lαr) sin(lϕ), (17.12)

ϕ ≡ θ − δαz.

The field components (Br, Bθ, Bz) of B = ∇φB are given by

Br =
∞∑
l=1

lblI
′
l(lαr) sin(lϕ), (17.13)

Bθ =
∞∑
l=1

(
1
αr

)
lblIl(lαr) cos(lϕ), (17.14)

Bz = B0 − δ
∞∑
l=1

lblIl(lαr) cos(lϕ). (17.15)
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Fig.17.2 Current of helical coils

The vector potential corresponding to this field has components

Ar = − δ

α2r

∞∑
l=1

blIl(lαr) sin(lϕ),

Aθ =
B0
2
r − δ

α

∞∑
l=1

blI
′
l(lαr) cos(lϕ),

Az = 0.

Using these, we can write

Br = −∂Aθ

∂z
, Bθ =

∂Ar

∂z
, Bz =

1
r

∂(rAθ)
∂r

− 1
r

∂Ar

∂θ
.

The magnetic surface ψ = Az + δαrAθ = δαrAθ = const. is given by

ψ(r, ϕ) = B0
δαr2

2
− r

∞∑
l=1

blI
′
l(lαr) cos(lϕ) = const. (17.16)

Such a helically symmetric field can be produced by a helical current distribution as is shown
in fig.17.2.

Let the magnetic fluxes in z and θ directions inside the magnetic surface be denoted by Φ and
X (X is the integral over the pitch along z, i.e., over 2π/α); then these may be expressed by

Φ =
∫ 2π

0

∫ r(ϕ)

0
Bz(r, ϕ)r dr dθ,

X =
∫ 2π/α

0

∫ r(ϕ)

0
Bθ(r, ϕ) dr dz =

1
α

∫ 2π

0

∫ r(ϕ)

0
Bθ(r, ϕ) dr dθ.

Since αrBz − δBθ = α∂(rAθ)/∂r = δ∂ψ/∂r, we find that

Φ − δX = 2πψ/δα.

Let us consider only one harmonic component of the field. The scalar potential and the
magnetic surface are expressed by

φB = B0z +
b

α
Il(lαr) sin(lθ − δlαz),
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Fig.17.3 Magnetic surfaces, showing separatrix points and separatrices, of the helical field.

ψ =
B0
2δα

(
(αr)2 − 2δ(αr)b

B0
I ′l(lαr) cos(lθ− δlαz)

)
=

B0
2δα

(αr0)2.

The singular points (rs, θs) in the z = 0 plane are given by

∂ψ

∂r
= 0,

∂ψ

∂θ
= 0.

Since the modified Bessel function Il(x) satisfies

I ′′l (x) +
1
x
I ′l(x) −

(
1 +

l2

x2

)
Il = 0,

the singular points are given by

sin(lθs) = 0,

αr

(
1 − δbl

B0

(
1 +

1
(αrs)2

)
ll(lαrs) cos(lθs)

)
= 0

or

θs = 2π(j − 1)/l, δb/B0 > 0,

= 2π
(
j − 1

2

)
/l, δb/B0 < 0, j = 1, · · · , l,

∣∣∣∣δblB0

∣∣∣∣ =
1

(1 + (αrs)−2)Il(lαrs)
.

The magnetic surfaces for l = 1，l = 2，l = 3 are shown in fig.17.3. The magnetic surface which
passes through the hyperbolic singular point is called separatrices. When x � 1, the modified
Bessel function is

Il(x) ≈ 1
l!

(
x

2

)l

.

The magnetic surfaces in the region αr � 1 is expressed by

(αr)2 − δb(l/2)l−1

B0(l − 1)!
(αr)l sin l(θ − δαz) = const.



254 17 Non-Tokamak Confinement System

The magnitude B is(
B

B0

)2
= 1 − 2

δlb

B0
Il cos(lϕ) +

(
lb

B0

)2 (
I2l

(
1 +

1
(αr)2

)
cos2(lϕ) + (I ′l)

2 sin2(lϕ)
)
.

The magnitude B at the separatrix (rs, θs) is(
B

B0

)2
= 1 − (αr)2

1 + (αr)2

and B at the point (rs, θs + π/l) is(
B

B0

)2
= 1 +

(αr)2

1 + (αr)2
.

Therefore the magnitude B is small at the separatrix points. Let us estimate the rotational
transform angle ι. As the line of magnetic force is expressed by

dr
Br

=
rdθ
Bθ

=
dz
Bz

the rotational transform angle is given by

rι

2πR
=
〈
rdθ
dz

〉
=
〈
Bθ

Bz

〉
=
〈

(1/αr)lbIl(lαr) cos l(θ − δz)
B0 − lbIl(lαr) cos l(θ − δz)

〉
.

Here r and θ are the values on the line of magnetic force and are functions of z and 〈 〉 denots
the average over z. In a vaccum field,

∮
Bθdl =

∫
(∇×B) ·dS = 0 is holds, so that the rotational

transform angle is 0 in the first order of b/B0. However the first order components of Bθ and
Bz resonate to yield the resultant second order rotational transform angle. The average method
gives the formula of the rotational transform angle18,19

ι

2π
= δ

(
b

B

)2 l3
2

(
d
dx

(
IlI

′
l

x

))
x=lαr

R

r
. (17.17)

By use of the expansion

Il(x) =
(
x

2

)l ( 1
l!

+
1

(l + 1)!
x2 +

1
2!(l + 2)!

x4 + · · ·
)

we find

ι

2π
= δ

(
b

B

)2 ( 1
2ll!

)2
l5(l − 1)αR

(
(lαr)2(l−2) + . . .

)
. (l ≥ 2) (17.18)

An example of the analysis of toroidal helical field is given in the ref.20.

17.2b Stellarator Devices
Familiar helical fields are of pole number l = 2 or l = 3. The three dimensional magnetic axis

system of Heliac has l=1 component. When the ratio of the minor radius ah of a helical coil to
the helical pitch length R/m (R is the major radius and m is the number of field periods) is
much less than 1, that is, mah/R � 1, the rotaional transform angle is ι2(r) = const. for l = 2
and ι3(r) = ι(r/a)2 for l = 3. In this case the shear is small for the l = 2 configuration, and
ι3(r) is very small in the central region for the l = 3 configuration. However, if mah/R ∼ 1,
then ι2(r) = ι0 + ι2(r/z)2 + · · ·, so that the shear can be large even when l = 2.

The arrangement of coils in the l = 2 case is shown in fig.17.4. Figure 17.4 (a) is the standard
type of stellarator,21,22 and fig.17.4(b) is a heliotron/torsatron type.23,24 Usually helical fields are
produced by the toroidal field coils and the helical coils. In the heliotron/torsatron configuration
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Fig.17.4 Cross-sectional views of helical coils in the l = 2 case. (a) standard stellarator. (b)
heliotron/torsatron.

Fig.17.5 (a) Arrangement of elliptical coils used to produce an l = 2 linear helical field. (b) twisted
toroidal coils that produce the l = 2 toroidal helical field.

the current directions of the helical coils are the same so that the toroidal field and the helical
field can be produced by the helical coils alone.27,28 Therefore if the pitch is properly chosen,
closed magnetic surfaces can be formed even without toroidal field coils.29,30 The typical devices
of this type are Heliotron E, ATF and LHD. The device of LHD is shown in fig.17.6(a).

When elliptical coils are arranged as shown in fig.17.5(a), an l=2 helical field can be obtained.25
The currents produced by the twisted toroidal coil system shown in fig.17.5(b) can simulate the
currents of toroidal field coils and the helical coils taken together.26 The typical devices of this
modular coil type are Wendelstein 7AS and 7X. Modular coil system of Wendelstein 7X is shown
in fig.17.6(b).

For linear helical fields the magnetic surface Ψ = rAθ exists due to its helical symmetry.
However, the existence of magnetic surfaces in toroidal helical fields has not yet been proven in
the strict mathematical sense. According to numerical calculations, the magnetic surfaces exist
in the central region near the magnetic axis, but in the outer region the lines of magnetic force
behave ergodically and the magnetic surfaces are destroyed. Although the helical coils have a
relatively complicated structure, the lines of magnetic force can be traced by computer, and
the design of helical field devices becomes less elaborate. The effect of the geometrical error
to the helical field can be estimated, and accurate coil windings are possible with numerically
controlled devices (∆l/R < 0.05 ∼ 0.1%).

17.2c Neoclassical Diffusion in Helical Field
For the analysis of classical diffusion due to coulomb collision, the study of the orbit of charged

particles is necessary. In a helical field or even in a tokamak toroidal field produced by finite
number of coils, there is an asymmetric inhomogenous term in the magnitude B of magnetic
field

B

B0
≈ 1 − εh cos(lθ −mϕ) − εt cos θ (17.19)

in addition to the toroidal term −εt cos θ. The variation of B along lines of magnetic force is
shown in fig.17.7. Particles trapped by the inhomogeneous field of helical ripples drift across the
magnetic surfaces and contribute to the particle diffusion in addition to the banana particles as
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Fig.17.6 (a) Upper figure is schematic view of the LHD device in Toki (R=3.9m, a ∼ 0.6m,
B=3T). (b) Lower figure is modular coil system and a magnetic surface of the optimized stellerator
Wendelstein 7-X in Greifswald (R=5.5m, a=0.55m, B=3T).
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Fig.17.7 Variation of the magnitude B along the length l of line of magnetic force.

Fig.17.8 Orbit of helical banana ion trapped in helical ripple.

was discussed in tokamak. The curvature of line of magnetic force near the helically trapped
region is convex toward outward and is denoted by Rh. Helically trapped particles drift in
poloidal direction (θ direction) due to ∇B drift with the velocity of vh ≈ mv2⊥/(qBRh) (see
fig.17.8). The angular velocity of poloidal rotation is

wh = vh/r ≈ (r/Rh)(kT/qBr2). (17.20)

In the case of linear helical field (εt = 0), helically trapped particles rotate along the magnetic
surface. However in the case of toroidal helical field, the toroidal drift is superposed and the
toroidal drift velocity is vv = kT/(qBR) in the vertical direction (see sec.3.5). When the effective
collision time (νeff)−1 = (ν/εh)−1 is shorter than one period (ωh)−1 of poloidal rotation, the
deviation of orbit of helical banana from the magnetic surface is

∆h1 = vv
εh
ν

= εh
kT

qBR

1
ν
.

Then the coefficient of particle diffusion becomes31

Dh1 ∼ ε
1/2
h ∆2h1νeff = ε

3/2
h

(
kT

qBR

)2 1
ν

= ε2t ε
3/2
h

(
kT

qBr2
1
ν

)(
kT

qB

)
.

Since Rh ∼ r/εh, the other expression is

Dh1 ∼ γhε
1/2
h ε2t

(
ωh
ν

)(
kT

qB

)
, (ν/ε > ωh) (17.21)

where γh is a coefficient with the order of O(1) (fig.17.9).
When the effective collision time (νeff)−1 is longer than (ωh)−1, the deviation ∆h2 of the orbit

and the magnetic surface is

∆h2 ≈ vv/ωh ≈ Rh
R
r ∼ εt

εh
r,
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Fig.17.9 Dependence of the neoclassical diffusion coefficient of helical field on collision frequency.
νp = (ι/2π)vTe/R, νb = ε

3/2
t νp, ωh = εhκTe/(qBr2).

and the Dh2 becomes (fig.17.9)

Dh2 ≈ ε
1/2
h ∆2h2νeff =

(
εt
εh

)2
1

ε
1/2
h

r2ν. (ν/εh < ωh)

When a particle is barely trapped in a local helical mirror, the particle moves very slowly near
the reflection point where the magnetic field is locally maximum and the field line is concave
to outward. The effective curvature, which the particle feels in time average, becomes negative
(concave). The orbit of the trapped particle in this case becomes so called superbanana 31.
However this theoretical treatment is based on the assumption of the longitudinal adiabatic
invariant J‖ =const. along the orbit of helically trapped particle. The adiabatic invariance is
applicable when the poloidal rotation angle, during the one period of back and forth motion in
the helical local mirror, is small. As the one period of back and forth motion of barely trapped
particles becomes long, the adiabatic invariance may not be applicable in this case. The orbit
trace by numerical calculations shows that the superbanana does not appear32 in the realistic
case of εh ∼ εt. If a particle orbit crosses the wall, the particle is lost. This is called orbit loss. A
loss region in velocity space appears due to orbit loss in some case.33 When a radial electric field
appears, the angular frequency of the poloidal drift rotation becomes ωh + ωE (ωE = Er/B0),
the orbit is affected by the radial electric field.

The thermal diffusion coefficient χh1 due to helically trapped particles in the region of ν/εh >
ωh is given by

χh1 ∼ γTε
2
t ε
3/2
h

(
kT

qBr

)2 1
ν
. (γT ∼ 50) (17.22)

Since ν ∝ T−1.5, it means χh1 ∝ T 3.5. This may suggest the serious problem that the thermal
conduction loss becomes large in hot plasma.31,34,35,36

17.2d Confinement of Stellarator System37,38,39

After Stellarator C, the basic experiments were carried out in small but accurate stellarator
devices (Clasp, Proto Cleo, Wendelstein IIb, JIPP I, Heliotron D, L1, Uragan 1). Alkali plasmas,
or afterglow plasmas produced by wave heating or gun injection, were confined quiescently. The
effect of shear on the stability and confinement scaling were investigated.

The l=2 stellarators with long helical pitch, such as Wendelstein IIa or JIPP I-b, have nearly
constant rotational transform angles and the shears are small. When the transform angle is
rational, ι/2π = n/m, a line of magnetic force comes back to the initial position after m turns of
the torus and is closed. If electric charges are localized in some place, they cannot be dispersed
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Fig.17.10 Equidensity contours of plasmas confined in JIPP I-b stellarator (l = 2) with the rotational
transform angles of ι/2π = 1/2,1/3 and 0.56.38

uniformly within the magnetic surface in the case of rational surfaces. A resistive drift wave
or resistive MHD instabilities are likely to be excited, and convective loss is also possible. The
enhanced loss is observed in the rational case (fig.17.10). This is called resonant loss. Resonant
loss can be reduced by the introduction of shear.

Medium-scale stellarator devices (Wendelstein VIIA, Cleo, JIPP T-II, Heliotron-E, L2, Uragan
2, Uragan 3) have been constructed. The confinement time of the ohmically heated plasmas
(Te < 1 keV) is smilar to that of tokamaks with the same scale. When the rotational transform
angle is larger than ιh/2π > 0.14, the major disruption observed in tokamaks is suppressed
(W VIIA, JIPP T-II). NBI heating or wave heatings, which were developed in tokamaks, have
been applied to plasma production in helical devices. In Wendelstein VIIA, a target plasma
was produced by ohmic heating; then the target plasma was sustained by NBI heating while
the plasma current was gradually decreased, and finally a high-temperature plasma with κTi ∼
several hundred eV, ne ∼ several 1013 cm−3 was confined without plasma current (1982). In
Heliotron-E, a target plasma was produced by electron cyclotron resonance heating with κTe ∼
800 eV,ne ∼ 0.5 × 1013 cm−3, and the target plasma was heated by NBI heating with 1.8 MW
to the plasma with κTi ∼ 1keV, ne = 2 × 1013cm−3 (1984). The average beta, 〈β〉 ∼ 2%,
was obtained in the case of B = 0.94T and NBI power PNB ∼ 1 MW. These experimental
results demonstrate the possibility of steady-state confinement by stellarator configurations.
Experimental scaling laws of energy confinement time are presented from Heliotron-E group40
as follows;

τLHDE = 0.17a2.0R0.75n0.6920 B0.84P−0.58 (17.23)

where the unit of n20 is 1020m−3. W7AS group presented W7AS confinement scaling41 of

τW7ASE = 0.115A0.74a2.95n0.519 B
0.73P−0.54

(
ι

2π

)0.43
(17.24)

The scaling law of the international stellarator database41 is

τ ISS95E = 0.079a2.21R0.65n0.5119 B0.83P−0.59
(

ι

2π

)0.4
(17.25)

where the unit of n19 is 1019m−3 and ι/2π is the value at r = (2/3)a. Units are s, m, T, MW.
A high confinement NBI discharge was observed in WVII-AS with the improved factor of ∼2

against W7AS scaling in 199842.
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Large helical device (LHD)43 with superconductor helical coils started experiments in 1998
(refer fig.17.6(a)) and advanced stellarator Wendelstein 7-X44 with superconductor modular coils
is under construction (refer fig.17.6(b)).

17.3 Open End Systems

Open end magnetic field systems are of a simpler configuration than toroidal systems. The
attainment of absolute minimum-B configurations is possible with mirror systems, whereas
only average minimum-B configurations can be realized in toroidal systems. Although absolute
minimum-B configurations are MHD stable, the velocity distribution of the plasma becomes
non-Maxwellian due to end losses, and the plasma will be prone to velocity-space instabilities.

The most critical issue of open-end systems is the supression of end loss. The end plug of the
mirror due to electrostatic potential has been studied by tandem mirrors. The bumpy torus,
which is a toroidal linkage of many mirrors, was used in other trials to avoid end loss.

A cusp field is another type of open-end system. It is rotationally symmetric and absolute
minimum-B. However, the magneitc field becomes zero at the center, so the magnetic momen-
tum is no longer invariant and the end loss from the line and point cusps are severe.

17.3a Confinement Times in Mirrors and Cusps
Particles are trapped in a mirror field when the velocity components v⊥ and v‖, perpendicular

and parallel to the magnetic field, satisfy the condition

v2⊥
v2

>
b0
bL
, (v2 = v2⊥ + v2‖)

where b0 and bL are the magnitudes of the magnetic field at the center and at the end, respec-
tively. Denoting the mirror ratio bL/b0 by RM, so that

b0
bL

=
1
RM

= sin2 αL

the trapping condition is reduced to

v⊥
v

> sinαL.

When the particles enter the loss cone, they escape immediately, so that the confinement time
is determined by the velocity space diffusion to the loss cone. The particle confinement time τp
of a mirror field is essentially determined by the ion-ion collision time τii as follow:45

τp ≈ τii lnRM. (17.26)

Even if the mirror ratio RM is increased, the confinement time is increased only as fast as lnRM.
The time is independent of the magnitude of the magnetic field and the plasma size. If the
density is n ≈ 1020 m−3, the ion temperature κTi ≈ 100keV, the atomic mass number A = 2,
and ion charge Z = 1, the ion-ion collision time is τii = 0.3s, so that nτp = 0.3× 1020m−3s. This
value is not enough for a fusion reactor. It is necessary to increase the efficiency of recovery of
the kinetic energy of charged particles escaping through the ends or to suppress the end loss.

Next let us consider cusp losses. Since the magnetic field is zero at the cusp center 0, the
magnetic moment is not conserved. Therefore the end losses from the line cusp and the point
cusp (fig.17.11) are determined by the hole size and average ion velocity v̄i. The flux of particles
from the line cusp of width δL and radius R is given by

FL =
1
4
nLv̄i2πR · δL, v̄i =

(
8
π

κTi
M

)1/2
where nL is the particle density at the line cusp and Ti and M are the temperature and mass of
the ions. The flux of particles from two point cusps of radius δp is46

Fp =
1
4
npv̄iπδ

2
p × 2.
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Fig.17.11 Line cusp width δL and point cusp radius δp.

The observed value of δL is about that of the ion Larmor radius. As the lines of magnetic force
are given by

rAθ = ar2z = const.

we have

δ2pR ≈ R2
δL
2
, δ2p =

RδL
2

so that Fp ≈ FL/2. The total end-loss flux is

F ≈ 1
4
v̄i2πRδL

(
nL +

np
2

)
and the volume V of the cusp field is (fig.17.11)

V = πR2δL

(
ln

2R
δL

+ 1
)
.

The confinement time of cusp is now given by

τ =
nV

F
≈ R

v̄i

(
ln

2R
δL

+ 1
)

4
3

n

nL + np/2
(17.27)

where n is the average density. When R = 10 m, B = 10T, κTi = 20keV, A = 2, and δL = ρiB,
then τ ≈ 0.1ms, which is 10-20 times the transit time R/v̄i. Even if the density is n ≈ 1022m−3,
the product of nτ is of the order of 1018m−3s, or 10−2 times smaller than fusion plasma condi-
tion.

17.3b Confinement Experiments with Mirrors
One of the most important mirror confinement experiments was done by Ioffe and his col-

leagues, who demonstrated that the minimum-B mirror configuration is quite stable.47 Addition
of stabilizing coils as shown in fig.17.12(a) results in a mirror field with the minimum-B property
(fig.17.12(c)).

Define the wall mirror ratio as the ratio of the magnitude of the magnetic field at the radial
boundary to its magnitude at the center. When the wall mirror ratio is increased, flute instability
disappears and the confinement time becomes long. In the PR-5 device, a plasma of density
109 ∼ 1010cm−3 and ion temperature 3 ∼ 4 keV has been confined for 0.1 s.48 However, when
the density is larger than 1010cm−3 (Πi > |Ωi|), the plasma suffers from loss-cone instability.

One of the most promising mirror confinement results was brought about in the 2X experiments.49
Here a plasmoid of mean energy of 2.5 keV produced by a plasma gun is injected into a
quadrupole mirror and then compressed. The initial density of the trapped plasma is n ≈
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Fig.17.12 Minimum-B mirror field. (a) Coil system with mirror coil (A) and stabilizing coils (Ioffe
bars) (B). (b) Magnitude of the magnetic field in a simple mirror. (c) Magnitude of the magnetic field
in the minimum-B mirror field. (d) The shape of a quadrupole minimum-B (fishtail).

3 × 1013cm−3, and nτ ≈ 1010cm−3s. The magnitude of the magnetic field is 1.3 T and β ≈ 5%.
The average energy of the ions is 6-8 keV, and the electron temperature is about 200 eV. Since
nτ for an ideal case (classical coulomb collision time) is nτ ≈ 3 × 1010cm−3s, the results ob-
tained are 1/3 ∼ 1/15 that of the ideal. In the 2XIIB experiment,50 microscopic instability is
suppressed by adding a small stream of warm plasma to smooth out the loss cone. A 15-19 keV,
260 A neutral beam is injected, and the resulting plasma, of 13 keV ion temperature, is confined
to nτ ≈ 1011 cm−3s (n ≈ 4 × 1013cm−3).

17.3c Instabilities in Mirror Systems
Instabilities of mirror systems are reviewed in refs.51-53. MHD instability can be suppressed by
the minimum-B configuration. However, the particles in the loss-cone region are not confined,
and the non-Maxwellian distribution gives rise to electrostatic perturbations at the ion cyclotron
frequency and its harmonics, which scatter the particles into the loss cone region and so enhance
the end loss. It can be shown that instabilities are induced when the cyclotron wave couples
with other modes, such as the electron plasma wave or the drift wave.

(i) Instability in the Low-Density Region (Πe ≈ l|Ωi|) Let us consider the low-density
case. When the plasma electron frequency Πe reaches the ion cyclotron frequency |Ωi|, there is
an interaction between the ion Larmor motion and the electron Langmuir oscillation, and Harris
instability occurs54 (sec.13.4).

When the density increases further, the oblique Langmuir wave with ω = (k‖/k⊥)Πe couples
with the harmonics l|Ωi| of the ion cyclotron wave. The condition ω ≈ k⊥v⊥i is necessary for
the ions to excite the instability effectively; and, if ω > 3k‖v‖e, then the Landau damping due
to electrons is ineffective. Thus excitation will occur when

ω ≈ l|Ωi| ≈ Πek‖/k ≈ k⊥v⊥i > 3k‖v‖e

where k‖, k⊥ are the parallel and perpendicular components of the propagation vector and
v‖, v⊥ are the parallel and perpendicular components of the velocity. Therefore the instability
condition is

Πe
l|Ωi| >

(
1 +

9v2‖e
v2⊥i

)1/2
≈
(

1 +
9MTe
mTi

)1/2
. (17.28)

Let L be the length of the device. As the relation κ‖ > 2π/L holds, we have55,56

L

ρΩi
>

6π
l

v‖e
v⊥i

.
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Fig.17.13 Negative mass instability.

Harris instability has been studied in detail experimentally.57
(ii) Instability in the High Density (Πi > |Ωi|) When the density increases further, so
that Πi is larger than |Ωi| (while Ωe > Πi still holds), loss-cone instability with ωr ≈ ωi ≈ Πi
will occur.58 This is a convective mode and the length of the device must be less than a critical
length, given by

Lcrit = 20AρΩi

(
Ω2e
Π2
e

+ 1

)1/2
(17.29)

for stability. Here A is of the order of 5 (A ≈ 1 for complete reflection and A ≈ 10 for no reflection
at the open end). Therefore the instability condition is L > 100ρiB. Loss-cone instability can
occur for a homogeneous plasma. When there is a density gradient, this type of instability
couples with the drift wave, and drift cyclotron loss-cone instability may occur.57 When the
characteristic length of the density gradient is comparable to the radial dimension Rp of the
plasma, the instability condition of this mode is

Rp < ρΩi

 Πi
|Ωi|

(
1 +

Π2
e

Ω2e

)−1/24/3 . (17.30)

(iii) Mirror Instability When the beta ratio becomes large, the anisotropy of plasma
pressure induces electromagnetic-mode mirror instabilities. (Note that the Harris and loss-cone
instabilities are electrostatic.) The instability condition is(

T⊥i
T‖i

− 1

)
2β > 1. (17.31)

To avoid the instabilities described in (i)-(iii), the following stability conditions must be met:

L < 100 ∼ 200ρΩi, (17.32)

Rp > 200ρΩi, (17.33)

β <
1
2

(
T⊥i
T‖i

− 1

)−1
≈ 0.3 ∼ 0.5. (17.34)

(iv) Negative Mass Instability Let us assume that charged particles in Larmor motion
are uniformly distributed at first and then a small perturbation occurs, so that positive charge
(for example) accumulates at the region A shown in fig.17.13. The electric field decelerates
ions in the region to the right of A, and their kinetic energy ε corresponding to the velocity
component perpendicular to the magnetic field is decreased. Ions to the left of A are accelerated,
and their ε is increased. When the rotational frequency ω depends on ε through the relation
dω/dε < 0, the frequency ω of the ions in the region to the right of A is increased and the
ions approach A despite the deceleration. These ions behave as if they had negative mass.
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Fig.17.14 The magnitudes of magnetic field B(z), electrostatic potential φ(z), and density n(z) along
the z axis (mirror axis) of a tandem mirror.

This situation is exactly the same for the ions in the left-hand region. Therefore the charge
accumulates at A, and the perturbation is unstable. This type of instability is called negative
mass instability.59 The condition dω/dε < 0 is satisfied when the magnitude of the magnetic field
decreases radially. Thus, as expected, simple mirrors, where B decreases radially and the Larmor
radius is large, have been reported to exhibit negative mass instability.60 The PR-5 device is
of minimum-B configuration, so that the magnitude of the magnetic field increases radially.
However, here another type of negative mass instability is observed.61 When the perpendicular
energy ε decreases, ions can enter the mirror region more deeply, so that the ion cyclotron
frequency is increased. Thus the condition dω/dε < 0 is satisfied even in PR-5.

(v) Instability in Hot Electron Plasmas A hot electron plasma can be produced by
electron cyclotron resonant heating in mirror fields. The temperature of the hot component is
raised up to the range of several keV to several hundred keV, and the density range is 1010 ∼
1011 cm−3. The electromagnetic whistler instability61,62 is excited by anistropy of the velocity
distribution function (T⊥ > T‖). This whistler instability of hot electron plasmas has been
observed experimentally.63

17.3d Tandem Mirrors
The input and output energy balance of a classical mirror reactor is quite marginal even in

the ideal confinement condition. Therefore the suppression of the end loss is the critical issue
for realistic mirror reactors. This section describes the research on the end plug by the use
of electrostatic potential. In a simple mirror case, the ion confinement time is of the order of
ion-ion collision time, and the electron confinement time is of the order of electron-electron or
electron-ion collision times,(τee ∼ τei). Since τee � τii, the plasma is likely to be ion rich, and
the plasma potential in the mirror tends to be positive. When the two mirrors are arranged in
the ends of th central mirror in tandem, it is expected that the plasma potentials in the plug
mirrors (plug cell) at both ends become positive with respect to the potential of the central
mirror (central cell). This configuration is called a tandem mirror.64,65 The loss-cone region in
velocity space of the tandem mirror, as shown in fig.17.14, is given by(

v⊥
v

)2
<

1
Rm

(
1 − qφc

mv2/2

)
(17.35)

where q is the charge of the particle and Rm is the mirror ratio. The loss-cone regions of
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Fig.17.15 Loss-cone regions of an ion (q = Ze) and electron (−e) for positive electrostatic potential
φc > 0 and the mirror ratio Rm. (v⊥c/v)2 = (eφc/(Rm − 1))/(mev

2/2), in the electron case.
(v‖c/v)2 = Zeφc/(miv

2/2) in the ion case.

electrons and ions are shown in fig.17.15 in the positive case of the potential φc. Solving the
Fokker-Planck equation, Pastukhov66 derived the ion confinement time of a tandem mirror with
positive potential as

τPAST = τiig(Rm)
(
eφc
κTic

)
exp

(
eφc
κTic

)
(17.36)

g(Rm) = π1/2(2Rm + 1)(4Rm)−1 ln(4Rm + 2)

where Tic is the ion temperature of the central cell and φc is the potential difference of the plug
cells in both ends with respect to the central cell. Denote the electron densities of the central cell
and the plug cell by nc and np respectively; then the Boltzmann relation np = nc exp(eφc/κTe)
gives

φc =
κTe
e

ln
(
np
nc

)
. (17.37)

By application of neutral beam injection into the plug cell, it is possible to increase the density
in the plug cell to be larger than that of the central cell. When Rm ∼ 10 and eφc/κTic ∼
2.5, τPAST ∼ 100τii, so that the theoretical confinement time of the tandem mirror is longer
than that of the simple mirror.

In this type of tandem mirror it is necessary to increase the density np in the plug cell in
order to increase the plug potential φc, and the necessary power of the neutral beam injection
becomes large. Since the plug potential φc is proportional to the electron temperature Te, an
increase in Te also increases φc. If the electrons in the central cell and the electrons in the plug
cells can be thermally isolated, the electrons in the plug cells only can be heated, so that efficient
potential plugging may be expected. For this purpose a thermal barrier67 is introduced between
the central cell and the plug cell, as shown in fig.17.16. When a potential dip is formed in the
thermal barrier in an appropriate way, the electrons in the plug cell and the central cell are
thermally isolated.

Since the electrons in the central cell are considered to be Maxwellian with temperature Tec,
we have the relation

nc = nb exp
(
eφb
κTec

)
. (17.38)

The electrons in the plug cell are modified Maxwellian,68 and the following relation holds:

np = nb exp

(
e(φb + φc)

κTep

)
×
(
Tep
Tec

)ν

(17.39)

where ν ∼ 0.5. These relations reduce to

φc =
κTep
e

ln

(
np
nb

(
Tec
Tep

)ν)
− κTec

e
ln
(
nc
nb

)
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Fig.17.16 The magnitudes of magnetic field B(z), electrostatic potential φ(z), density n(z), and
electron temperature Te(z) at the thermal barrier. C.M., central mirror. T.B., thermal barrier. P, plug
mirror.

=
κTep
e

ln

(
np
nc

(
Tec
Tep

)ν)
+
(
Tep
Tec

− 1
)
κTec
e

ln
(
nc
nb

)
, (17.40)

φb =
κTec
e

ln
(
nc
nb

)
. (17.41)

Therefore, if the electron temperature Tep in the plug cell is increased, φc can be increased
without the condition np > nc; thus efficient potential plugging may be expected. Experiments
with tandem mirrors have been carried out in TMX-U, GAMMA-10 and others.
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Ch.18 Inertial Confinement

The characteristic of inertial confinement is that the extremely high-density plasma is pro-
duced by means of an intense energy driver, such as a laser or particle beam, within a short
period so that the fusion reactions can occur before the plasma starts to expand. Magnetic
confinement play no part in this process, which has come to be called inertial confinement. For
fusion conditions to be reached by inertial confinement, a small solid deuterium-tritium pellet
must be compressed to a particle density 103 ∼ 104 times that of the solid pellet particle density
ns = 4.5 × 1022 cm−3. One cannot expect the laser light pressure or the momentum carried by
the particle beam to compress the solid pellet: they are too small. A more feasible method of
compression involves irradiating the pellet from all side, as shown in fig.18.1. The plasma is
produced on the surface of the pellet and is heated instantaneously. The plasma expands im-
mediately. The reaction of the outward plasma jet accelerates and compresses the inner pellet
inward like a spherical rocket. This process is called implosion. The study of implosion processes
is one of the most important current issues, and theoretical and experimental research is being
carried out intensively.

18.1 Pellet Gain1,2

Let the pellet gain ηG be the ratio of the output nuclear fusion energy ENF to the input driver
energy EL delivered to the pellet. The heating efficiency ηh of the incident driver is defined by
the conversion ratio of the driver energy EL to the thermal energy of the compressed pellet core.
Denote the density and the volume of the compressed core plasma by n and V , respectively, and
assume that Te = Ti = T : the following relation can be obtained:

3nκTV = ηhEL. (18.1)

The densities nD,nT of the duetrium and tritium are decreased by the D-T fusion reaction
(nD = nT = n/2) and

1
nD

dnD

dt
= −nT〈σv〉,

n(t) = n0
1

1 + n0〈σv〉t/2 .

When the plasma is confined during the time τ , the fuel-burn ratio ηb is given by

ηb ≡ n0 − n(τ)
n0

=
n0〈σv〉τ/2

1 + n0〈σv〉τ/2 (18.2)

and the fusion output energy ENF is

ENF = ηbnV α
QNF

2
. (18.3)

The coefficient α is an enhancement factor due to the fusion reaction occuring in the surrounding
plasma of the core, which are heated by α particles released from the hot compressed core. Then
the pellet gain ηG is reduced to

ηG ≡ ENF

EL
= ηh

(
QNF

6κT
α

)
ηb. (18.4)

The ratio
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Fig.18.1 Conceptual drawing of implosion. (a) Irradiation by laser or particle beam from all side. (b)
Expansion of plasma from the pellet surface and the implosion due to the reaction of the outward
plasma jet.

Fig.18.2 Energy flow diagram of an inertial confinement reactor.

ηNF ≡ QNF/2
3κT

α (18.5)

is the thermonuclear fusion gain, since one ion and one electron are of energy 3T before fusion
and QNF/2 is the fusion output energy per ion. As QNF = 17.6MeV, then ηNF ≈ 293α/(κT)10,
where (κT )10 is the temparature in 10 keV. Equations (18.4) (18.5) yield the pellet gain

ηG = ηhηbηNF. (18.6)

Consider the energy balance of a possible inertial fusion reactor. The conversion efficiency
of the thermal-to-electric energy is about ηel ∼ 0.4, and the conversion efficiency of the electric
energy to output energy of the driver is denoted by ηL. Then the condition

ηelηLηG > 1

is at least necessary to obtain usable net energy from the reactor (see fig.18.2) (When ηL ∼
0.05, ηel ∼ 0.4 are assumed, ηG > 50 is necessary). Therefore we find

ηG = ηh

(
QNFα

6κT

) (
n〈σv〉τ

2 + n〈σv〉τ
)
>

1
ηelηL

(18.7)

that is,

nτ >
12κT

ηel(ηLηh)αQNF〈σv〉
1

[1− (ηelηLηhηNF)−1]
. (18.8)

Here the following condition is necessary;

ηelηLηhηNF > 1. (18.9)

When ηel ∼ 0.4, ηL ∼ 0.05, ηh ∼ 0.1, κT ∼ 10 keV, then ηelηLηhηNF ∼ 6α/κT (keV) ∼ 0.6α > 1 is
a necessary condition.
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The confinement time τ is the characteristic expansion time and is expressed by

τ ≈ r

3cs
, c2s =

5
3

p

ρm
=
10
3
κT

mi
(18.10)

where cs is the sound velocity. Since the volume V of the core is

V =
4πr3

3

eq.(18.1) reduces to

EL =
4π
ηh

nκTr3. (18.11)

Equations (18.2) and (18.10) yield

τ =
ηb

(1− ηb)
2

n〈σv〉 , η′b ≡ ηb

1− ηb
, (18.12)

r = 5.5
(
κT

mi

)1/2

τ. (18.13)

When κT = 10 keV, and the plasma density is expressed in units of solid density ns = 4.5 ×
1028m−3, then 〈σv〉 = 1.3×10−22m3s−1, mi = 2.5mp (mp is proton mass) and eqs.(18.12),(18.13),
(18.11) yield

τ = 0.34× 10−6η′b
(
ns

n

)
, (s)

r = 1.1η′b
(
ns

n

)
, (m) (18.14)

EL = 1.2× 1015 (η
′
b)

3

ηh

(
ns

n

)2

. (J)

When the plasma is compressed to 103 times the solid density n = 103ns, and η′b ∼ 0.1 is
assumed, we have

τ = 34ps, r = 0.11mm, EL = 12MJ

and nτ ∼ 1.5 × 1021m−3 · s. The necessary condition (18.7) is α > 19 in this case. Equation
(18.14) is equivalent to

rρm ∼ 2g/cm2

when the mass density ρm = 2.5mpn of the compressed core is used (mp is the proton mass).
The critical issue for an inertial fusion reactor are how extremely high-density plasmas can

be produced by implosion and how the enhancement factor of fusion output in the surrounding
plasma heated by α particles released from the compressed core can be analyzed. Optimum
design of fuel pellet structures and materials also important.
Technological issues of energy drivers are increase of the efficiency of laser drivers and im-

provement of the focusing of electrons, light ions, and heavy ion beams.



272 18 Inertial Confinement

Fig.18.3 Pellet structure. A:ablator, P:pusher, D-T:solid D–T fuel, V:vacuum.

18.2 Implosion

A typical structure of a pellet is shown in fig.18.3. Outside the spherical shell of deuterium-
tritium fuel, there is a pusher cell, which plays the role of a piston during the compression; an
ablator cell with low-Z material surrounds the pusher cell and the fuel. The heating efficiency
ηh is the conversion ratio of the driver energy to the thermal energy of the compressed core
fuel. The heating efficiency depends on the interaction of the driver energy with the ablator,
the transport process of the particles and the energy, and motion of the plasma fluid. The
driver energy is absorbed on the surface of the ablator, and the plasma is produced and heated.
Then the plasma expands and the inner deuterium-tritium fuel shell is accelerated inward by
the reaction of the outward plasma jet. The implosion takes place at the center. Therefore the
heating efficiency ηh is the product of three terms, that is, the absorption ratio ηab of the driver
energy by the ablator, the conversion ratio ηhydro of the absorbed driver energy to the kinetic
energy of the hydrodynamic fluid motion, and the conversion ratio ηT of the kinetic energy of
the hydrodynamic motion to the thermal energy of compressed core:

ηh = ηabηhydroηT.

The internal energy of the solid deuterium-tritium fuel per unit volume is given by the product
of Fermi energy εF = (h̄2/2me)(3π2n)2/3 and the density with a factor 3/5(h̄ = h/2π is Planck’s
constant, me is the electron mass). The internal energy of solid deuterium-tritium per unit mass
w0 can be estimated to be w0 = 1.0× 108 J/Kg. If the preheating occurs before the compression
starts, the initial internal energy is increased to αpw0, and then the solid deuterium-tritium fuel
is compressed adiabatically. By use of the equation of state for an ideal gas, the internal energy
w after the compression is

w = αpw0

(
ρ

ρ0

)2/3

where ρ0 and ρ are the mass densities before and after the compression. If the preheating is well
suppressed and αp is of the order of 3, the internal energy per unit mass after 1000× compression
is w ∼ 3× 1010 J/Kg. This value w corresponds to the kinetic energy of unit mass with velocity
v ∼ 2.5 × 105m/s (w = v2/2). Therefore, if the spherical fuel shell is accelerated to this velocity
and if the kinetic energy is converted with good efficiency ηT into the thermal energy of the fuel
core at the center, then compression with 1000 times mass density of the solid deuterium-tritium
is possible.
When the pellet is irradiated from all sides by the energy driver, the plasma expands with

velocity u from the surface of the ablator. Then the spherical shell with mass M is accelerated
inward by the reaction with the ablation pressure Pa. The inward velocity v of the spherical
shell can be analyzed by the rocket model with an outward plasma jet,3,4 that is,

d(Mv)
dt

= −dM
dt

· u = SPa. (18.15)
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where S is the surface area of the shell. When the average mass density and the thickness of
the spherical shell are denoted by ρ and ∆, respectively, the mass M is M = ρS∆. Usually
the outward velocity of the expanding plasma u is much larger than the inward velocity of the
spherical shell v, and u is almost constant. The change of sum of the kinetic energies of the
plasma jet and the spherical shell is equal to the absorbed power of the energy driver as follows:

ηabILS =
d
dt

(
1
2
Mv2

)
+
1
2

(
−dM
dt

)
u2 (18.16)

where IL is the input power per unit area of the energy driver. From eqs.(18.15) and (18.16),
the absorbed energy Ea is reduced to

Ea =
∫

ηabILS dt ≈ 1
2
(∆M)u2 (18.17)

where the approximations u 	 v, and u=const. are used. The quantity ∆M is the absolute
value of the change of mass of the spherical shell. The pressure Pa is estimated from eqs.(18.15)
and (18.16) as follows:

Pa =
u

S

(
−dM

dt

)
≈ 2ηabIL

1
u
. (18.18)

Then the conversion ratio ηhydro of the absorbed energy to the kinetic energy of the spherical
shell is

ηhydro =
1
2Ea

(M0 −∆M)v2 =
M0 −∆M

∆M

(
v

u

)2

.

Since the rocket equation (18.15) implies v/u = − ln((M0 − ∆M)/M0), the conversion ratio
ηhydro is

ηhydro =
(
M0

∆M
− 1

) (
ln

(
1− ∆M

M0

))2

≈ ∆M

M0
(18.19)

where ∆M/M0 
 1 is a assumed.
The final inward velocity of the accelerated spherical shell must still be larger than v ∼

3× 105 m/s. The necessary ablation pressure Pa can be obtained from eq.(18.15) with relation
S = 4πr2, and the approximation M ≈ M0，Pa ≈ const. as follows:

dv
dt

=
4πPa

M0
r2 =

Pa

ρ0r
2
0∆0

r2, v = −dr
dt

.

Integration of v · dv/dt gives

Pa =
3
2
ρ0v

2∆0

r0
(18.20)

where ρ0, r0, and ∆0 are the mass density, the radius, and the thickness of the spherical shell at
the initial condition, respectively. When r0/∆0 = 30 and ρ0 = 1g/cm3, the necessary ablation
pressure is Pa = 4.5 × 1012 Newton/m2 = 45Mbar (1 atm=1.013 bar) in order to achieve the
velocity v = 3× 105m/s. Therefore the necessary energy flux intensity of driver IL is

ηabIL =
Pau

2
. (18.21)

For the evaluation of the velocity u of the expanding plasma, the interaction of the driver
energy and the ablator cell must be taken into account. In this section the case of the laser
driver is described. Let the sound velocity of the plasma at the ablator surface be cs and the
mass density be ρc. The energy extracted by the plasma jet from the ablator surface per unit
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Fig.18.4 Structure of hohlraum target.

time is 4ρcc
3
s and this must be equal to the absorbed energy power ηabIL. The plasma density

is around the cut off density corresponding to the laser light frquency (wavelength), that is

u ∼ 4cs,

ηabIL ∼ 4mDTncc
3
s

where mDT = 2.5× 1.67× 10−27 kg is the average mass of deuterium and tritium and the cutoff
density is nc = 1.1 × 1027/λ2(µm)m−3 (λ is the wavelength of laser in units of µm). From
eq.(18.21) we have

Pa = 13
(
(ηabIL)14
λ(µm)

)2/3

, (Mbar) (18.22)

where (ηabIL)14 is the value in 1014W/cm2. This scaling is consistent with the experimental
results in the range 1 < (ηabIL)14 < 10.
Most implosion research is carried out by the laser driver. The observed absorption rate ηab

tends to decrease according to the increase of laser light intensity IL.
The absorption rate is measured for a Nd glass laser with wavelength 1.06µm(red), second

harmonic 0.53µm(green), and third harmonic 0.35µm(blue). The absorption is better for
shorter wavelengths, and it is ηab ≈ 0.9 ∼ 0.8 in the case of λ = 0.35µm in the rage of IL =
1014 ∼ 1015W/cm2. The conversion ratio ηhydro determined by the experiments is 0.1∼0.15. The
conversion ratio ηT is expected to be ηT ≈ 0.5. The necessary ablation pressure of Pa = 45Mbar
has been realized. In order to compress the fuel to extremely high density, it is necesary to avoid
the preheating of the inner pellet during the implosion process, since the pressure of the inner
part of pellet must be kept as low as possible before the compression. When laser light with
a long wavelength (CO2 laser λ = 10.6µm) is used, the high-energy electrons are produced
by the laser-plasma interaction, and the high-energy electrons penetrate into the inner part of
the pellet and preheat it. However, the production of high-energy electrons is much lower in
short-wavelength experiments.

The implosion process just described is for directly irradiated pellets. The other case is
indirectly irradiated pellets. The outer cylindrical case surrounds the fuel pellet, as shown in
fig.18.4. The inner surface of the outer cylindrical case is irradiated by the laser light, and the
laser energy is converted to X-ray energy and plasma energy. The converted X-rays and the
plasma particles irradiate the inner fuel pellet and implosion occurs. The X-ray and plasma
energy are confined between the outer cylindrical case and the inner fuel pellet and are used for
the implosion effectively. This type of pellet is called a hohlraum target5,6.
Recent activities in inertial confinement fusion including NIF (National Ignition Facility) are

well described in ref.7.
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App.A Derivation of MHD Equations of Motion

When the distribution function is obtained from Boltzmann’s equation introduced in ch.4

∂f

∂t
+ v · ∇rf +

F

m
∇vf =

(
δf

δt

)
coll

(A.1)

average quantities by velocity space v such as mass density, current density, charge density,
flow velocity and pressure can be estimated as the functions of space coordinates r and time
t. The relations between these average variables can be reduced by multiplication of a function
g(r,v, t) by Boltzmann’s equation and integration over the velocity space. When g = 1, g =
mv, g = m

2 v2, equations in terms of the density, the momentum, and energy, respectively, can
be obtained. Averages of g weighted by the distribution function are denoted by 〈g〉, i.e.,

〈g(r, t)〉 =
∫

g(r,v, t) f(r,v, t) dv∫
f(r,v, t) dv

. (A.2)

Since density is expressed by

n(r, t) =
∫

f(r,v, t) dv (A.3)

we find that
n(r, t)〈g(r, t)〉 =

∫
g(r,v, t) f(r,v, t) dv. (A.4)

By integrating by parts, we obtained∫
g
∂f

∂t
dv =

∂

∂t
(n〈g〉) − n

〈
∂

∂t
g

〉
,

∫
gvi

∂f

∂xi
dv =

∂(n〈vig〉)
∂xi

− n

〈
∂

∂xi
(vig)

〉
,

∫
g
Fi

m

∂f

∂vi
dv = − n

m

〈
∂

∂vi
gFi

〉
.

For the force F = qE + q(v × B), the relation

∂Fi

∂vi
= 0

holds, and ∫
g
Fi

m

∂f

∂vi
dv = − n

m

〈
Fi

∂g

∂vi

〉
.

Consequently we find, in terms of averages, that

∂

∂t
(n〈g〉) − n

〈
∂g

∂t

〉
+∇r · (n〈gv〉)− n〈∇r · (gv)〉 − n

m
〈F · ∇vg〉

=
∫

g

(
δf

δt

)
coll

dv. (A.5)

Equation (A.5), with g = 1, is

∂n

∂t
+∇r · (n〈v〉) =

∫ (
δf

δt

)
coll

dv. (A.6)



278 A Derivation of MHD Equations of Motion

This is the equation of continuity. When the effects of ionization and recombination are ne-
glected, collision term is zero.
Equation (A.5), with g = mv, yields the equation of motion:

∂

∂t
(mn〈v〉)−

∑
j

∂

∂xj
(nm〈vjv〉)− n〈F 〉 =

∫
mv

(
δf

δt

)
coll

dv. (A.7)

Let us define the velocity of random motion vr by

v ≡ 〈v〉+ vr

By definition of vr, its average is zero:

〈vr〉 = 0.

Since

〈vivj〉 = 〈vi〉〈vj〉+ 〈vrivrj〉,

∑
j

∂

∂xj
(n〈vivj〉) =

∑
j

∂

∂xj
(n〈vi〉〈vj〉) +

∑
j

∂

∂xj
(n〈vrivrj〉)

= n
∑
j

〈vj〉 ∂

∂xj
〈vi〉+ 〈vi〉

∑
i

∂

∂xj
(n〈vj〉) +

∑
j

∂

∂xj
(n〈vrivrj〉) . (A.8)

Multiplication of the equation of continuity (A.6) by m〈v〉 gives

m
∂

∂t
(n〈v〉)=mn

∂

∂t
〈v〉 − m〈v〉

∑
j

∂

∂xj
(n〈vj〉) + m〈v〉

∫ (
δf

δt

)
coll
dv. (A.9)

Define the pressure tensor by

mn〈vrivrj〉 ≡ Pij (A.10)

then the equation of motion is reduced from (A.7),(A.8),(A.9) as follows:

mn

(
∂

∂t
+ 〈v〉∇

)
〈v〉 = n〈F 〉 −

∑
j

∂

∂xj
Pij +

∫
mvr

(
δf

δt

)
coll

dv. (A.11)

When the distribution function is isotropic, the pressure tensor is

Pij = nm〈v2
ri〉δij = nm

〈v2
r 〉
3

δij = pδij,

and p = nκT for a Maxwell distribution. (For an anisotropic plasma, the pressure tensor is
given by Pij = P⊥δij + (P‖ − P⊥)bb, where b is the unit vector of magnetic field B.)
We introduce the tensor

Πij = nm〈vrivrj − (〈v2
r 〉/3)δij〉,

then the pressure tensor may be expressed by

Pij = pδij + Πij. (A.12)

A nonzero Πij indicates anisotropic inhomogeneous properties of the distribution function.
When the collision term is introduced by

R =
∫

mvr

(
δf

δt

)
coll

dv (A.13)
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the equation of motion is expressed by

mn

(
∂

∂t
+ 〈v〉∇

)
〈v〉 = n 〈F 〉 − ∇p −

∑
j

∂Πij

∂xj
+ R. (A.14)

Here R measures the change of momentum due to collisions with particles of other kind.
When g = mv2/2, then (v × B) · ∇vv

2 = 0. The energy- transport equation is reduced to

∂

∂t

(
nm

2
〈v2〉

)
+∇r

(
n

2
m〈v2〉

)
= qnE · 〈v〉+

∫
mv2

2

(
δf

δt

)
coll

dv.

(A.15)

The 2nd term in left-hand side of (A.15) is modified to

nm

2
〈v2〉 =nm

2
(〈v〉)2 + 3

2
p

〈v2〉 =(〈v〉)2〈v〉+ 2〈(〈v〉 · vr)〉〈v〉+ 〈v2
r 〉〈v〉

+ 〈v〉2〈vr〉+ 2〈(〈v〉 · vr)vr〉+ 〈v2
r vr〉.

The 2nd and 4th terms are zero, and the 5th term is

∑
i

〈vi〉〈vrivrj〉 =
∑

i

〈vi〉 Pij

nm
=

1
nm

∑
i

〈vi〉(pδij + Πij)

=
1

nm
p〈v〉+ 1

nm

∑
i

〈vi〉Πij

and
〈v2〉 =

(
〈v〉2 + 5

p

nm

)
〈v〉+ 2

∑
i

〈vi〉Πij

nm
+ 〈v2

r vr〉.

Consequently (A15) is reduced to

∂

∂t

(
nm

2
〈v〉2 + 3

2
p

)
+∇·

(
nm

2
〈v〉2 + 5

2
p

)
v+∇·

(∑
i

Πij〈vi〉
)
+∇·q = qnE·〈v〉+R·〈v〉+Q, (A.16)

q(r, t) =
∫

m

2
v2
r vrf dv, (A.17)

Q(r, t) =
∫

mv2
r

2

(
δf

δt

)
coll

dv. (A.18)

Q is the heat generation by collision and q is the energy-flux density due to random motion.
The scalar product of (A.14) and 〈v〉 is

mn

(
∂

∂t
+ 〈v〉 · ∇

) 〈v〉2
2

+ 〈v〉 · ∇p +
∑
i,j

∂Πij

∂xj
〈vi〉 = qnE · 〈v〉+ R · 〈v〉

and the equation of continuity (A.6) gives

m

2
〈v〉2

(
∂n

∂t
+∇ · (n〈v〉)

)
= 0

then (A.16) is reduced to

∂

∂t

(
nm

2
〈v〉2

)
+∇ ·

(
nm

2
〈v〉2〈v〉

)
+ 〈v〉 · ∇p +

∑
i,j

∂Πij

∂xj
〈vi〉 = qnE · 〈v〉+ R · 〈v〉.
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Subtraction of this equation and (A.16) gives

3
2

∂p

∂t
+∇·

(
3
2
p〈v〉

)
+ p∇ · 〈v〉+

∑
i,j

Πij
∂

∂xj
〈vi〉+∇·q = Q. (A.19)

The relation p = nκT and the equation of continuity (A.6) yield

3
2

∂(nκT )
∂t

+∇ ·
(
3
2
nκT 〈v〉

)
=

3
2
n
dκT

dt
.

By setting s ≡ ln
(
(κT )3/2/n

)
= ln

(
p3/2/n5/2

)
, we may write (A.19) as

κTn
ds

dt
= κT

(
∂(ns)

∂t
+∇ · (ns〈v3〉)

)
= −∇ · q −

∑
i,j

Πij
∂〈vi〉
∂xj

+ Q. (A.20)
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App.B Energy Integral of Axisymmetric Toroidal System

B.1 Energy Integral in Illuminating Form

The energy integral

W =
1
2

∫
V

(
γp(∇ · ξ)2 +

1
µ0

(∇× (ξ × B))2 + (∇ · ξ)(ξ · ∇p)

− 1
µ0

(ξ × (∇× B)) · ∇ × (ξ × B)
)

dr

=
1
2

∫
V

(
B2

1

µ0
+ γp(∇ · ξ)2 + (∇ · ξ)(ξ · ∇p) − ξ · (j × B1)

)
dr (B.1)

was derived in (8.46) of ch.8. This expression can be further rearranged to the more illuminating
form1,2 of

W =
1
2

∫ (
γp(∇ · ξ)2 +

1
µ0

|B1⊥|2 +
1
µ0

|B1‖ − B
µ0(ξ · ∇p)

B2
|2

−(j · B)
B2

(ξ × B) · B1 − 2(ξ · ∇p)(ξ · κ)
)

dr. (B.2)

The first term of the integrand of (B.2) is the term of sonic wave. The second and the third terms
are of Alfv́en wave. The fourth term is of kink mode. The last one is the term of ballooning
mode. κ is the vector of curvature of field line. The rearrangement from (B.1) to (B.2) is
described in the followings. When ξ is expressed by the sum of the parallel component ξ‖b and
the perpendicular component ξ⊥ to the magnetic field B = Bb

ξ = ξ‖b + ξ⊥

the last two terms of (B.1) are reduced to

(∇ · ξ)(ξ · ∇p) + (j × ξ) · B1

= (ξ · ∇p)∇ · (ξ‖b) + (ξ · ∇p)∇ · ξ⊥ + ξ‖(j × b) · ∇ × (ξ × B) + (j × ξ⊥) · B1

= (ξ · ∇p)∇ · (ξ‖b) +
ξ‖
B
∇p · ∇ × (ξ × B) + (ξ · ∇p)∇ · ξ⊥ + (j × ξ⊥) · B1

= (ξ · ∇p)(B · ∇)(
ξ‖
B

) +
ξ‖
B
∇ · ((ξ × B) ×∇p) + (ξ · ∇p)∇ · ξ⊥ + (j × ξ⊥) · B1

= (ξ · ∇p)(B · ∇)(
ξ‖
B

) +
ξ‖
B
∇ · ((ξ · ∇p)B) + (ξ · ∇p)∇ · ξ⊥ + (j × ξ⊥) · B1

= ∇ ·
(
ξ‖
B

(ξ · ∇p)B
)

+ (ξ · ∇p)∇ · ξ⊥ + (j × ξ⊥) · B1. (B.3)
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The current density j can be expressed by the sum of parallel and perpendicular components
to the magnetic field as follows:

j = σB +
B ×∇p
B2

where

σ =
j · B
B2

.

The last term of (B.3) is

(j × ξ⊥) · B1 = σ(B × ξ⊥) · B1 − (ξ⊥ · ∇p)
B2

B · B1

and ∇ · ξ⊥ in the second term of (B.3) is

∇ · ξ⊥ = ∇ ·
(

B

B2
× (ξ × B)

)
= (ξ × B) · ∇ × B

B2
− B

B2
· ∇ × (ξ × B)

= (ξ × B) · ∇ × B

B2
− 2(ξ × B) · ∇B

B3
× B − B

B2
∇× (ξ × B)

= −(ξ · µ0∇p)
B2

+ 2(ξ × B) · B ×∇B
B3

− B

B2
· B1. (B.4)

Then the energy integral (B.2) is reduced to

W =
1
2

∫
V

(
γp(∇ · ξ) +

B2
1

µ0
− µ0(ξ · ∇p)2

B2
− (ξ · ∇p)B · B1

B2

−(ξ⊥ · ∇p)B · B1

B2
+ σ(B × ξ⊥) · B1 + 2(ξ · ∇p)(ξ × B) · B ×∇B

B3

)
dr

=
1
2

∫
V

(
γp(∇ · ξ) +

1
µ0

∣∣∣∣∣B1 − µ2
0(ξ · ∇p)
B2

B

∣∣∣∣∣
2

− (j · B)
B2

(ξ⊥ × B) · B1

−2(ξ · ∇p)
(
µ0(ξ · ∇p)

B2
− (ξ × B) · B ×∇B

B3

))
dr.

The last ballooning term can be expressed as

−2(ξ · ∇p)(ξ · κ)

by introducing a vector κ

κ ≡ 1
2B4

(
B ×∇(B2 + 2µ0p)

)
× B =

µ0∇p
B2

+
(B ×∇B) × B

B3
, (B.5)

since

(ξ · κ) =
µ0(ξ · ∇p)

B2
+

ξ · (B ×∇B) × B

B3
=
µ0(ξ · ∇p)

B2
− (ξ × B) · (B ×∇B)

B3
. (B.6)
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Fig.B1 Orthogonal coordinate system (ψ,χ, ϕ) and eψ, eχ, eϕ are unit vectors of ψ, χ, ϕ directions
respectively.

(B.4) and (B.5) reduce

∇ · ξ⊥ + 2(ξ⊥ · κ) =
µ0(ξ⊥ · ∇p)

B2
− B · B1

B2
(B.7)

From (6.7) of ch.6 we have

∇(2µ0p+B2) = 2(B · ∇)B.

Then it becomes clear from (B.5) that κ is equal to the vector of curvature as follows:

κ =
1
B

(b × (b · ∇)(Bb)) × b =
(

b × ((b · ∇)b + b
1
B

(b · ∇)B)
)
× b

= ((b · ∇)b)⊥ = −n

R

where R is the radius of curvature and n is the unit vector from the center of curvature to the
point on the line of magnetic force (see fig. 2.4 of ch.2).

B.2 Energy Integral of Axisymmetric Toroidal System

In any axisymmetric toroidal system, the energy integral may be reduced to more convenient
form. The axisymmetric magnetic field is expressed as

B =
Î(ψ)
R

eϕ +Bχeχ Î(ψ) ≡ µ0I(ψ)
2π

(B.8)

where ϕ is the angle around the axis of torus and ψ is the flux function defined by

ψ = −RAϕ (B.9)

where R is the distance from the axis of symmetry and Aϕ is the ϕ component of the vector
potential of the magnetic field. Bχ is the poloidal component of the magnetic field. eϕ and eχ
are the unit vectors with the directions of toroidal angle and poloidal angle respectively (see
fig.B1). The R and Z components of the magnetic field are given by

RBR =
∂ψ

∂Z
RBZ = −∂ψ

∂R
.

We can introduce an orthogonal coordinate system (ψ,χ, ϕ), where ψ=const. are the magnetic
surfaces and χ,ϕ are poloidal and toroidal angles respectively. The metric for these coordinates
is

ds2 =

(
dψ
RBχ

)2

+ (JBχdχ)2 + (Rdϕ)2 (B.10)
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where the volume element is dV = J(ψ)dψdχdϕ. A field line is defined by ψ=const. and by

Rdϕ
JBχdχ

=
Bϕ
Bχ

=
Î(ψ)
RBχ

that is

dϕ
dχ

=
J(ψ)Î(ψ)

R2
≡ q̂(ψ,χ)

and the toroidal safety factor is given by

q(ψ) =
1
2π

∮
J(ψ)Î(ψ)

R2
dχ.

The energy integral of axisymmetric toroidal system is given by3

W =
1
2

∫
V

( |B1|2
µ0

+ γp|(∇ · ξ)|2 + (∇ · ξ∗)(ξ · ∇p) − ξ∗ · (j × B1)
)

dr

=
∫
V

(
1

2µ0

B2k2
‖

B2
χR

2
|X|2 +

1
2µ0

R2

J2

∣∣∣∣∣∂U∂χ − I

(
JX

R2

)′∣∣∣∣∣
2

+
B2
χ

2µ0

∣∣∣∣∣inU +X ′ − µ0jϕ
RB2

χ

X

∣∣∣∣∣
2

+
1
2
γp

∣∣∣∣ 1J (JX)′ + iBk‖Y + inU

∣∣∣∣2

−KXX∗
)
Jdψdχdϕ (B.11)

The derivation of (B.11) is described in the followings. The notations in (B.11) are explained
successively.

In a general orthogonal coordinate system (u1, u2, u3) with the metric of

ds2 = h2
1(du

1)2 + h2
2(du

2)2 + h2
3(du

3)2

g1/2 = h1h2h3

operators of gradient, divergence and rotation of a vector
F = F1e1 + F2e2 + F3e3 (ej are unit vectors) are expressed by

∇φ =
∑ 1

hj

∂φ

∂uj
ej

∇ · F =
1
g1/2

(
∂

∂u1
(h2h3F1) +

∂

∂u2
(h3h1F1) +

∂

∂u3
(h1h2F3)

)

∇× F =
1

h2h3

(
∂

∂u2
(h3F3) − ∂

∂u3
(h2F2)

)
e1

+
1

h3h1

(
∂

∂u3
(h1F1) − ∂

∂u1
(h3F3)

)
e2

+
1

h1h2

(
∂

∂u1
(h2F2) − ∂

∂u2
(h1F1)

)
e3.
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In the coordinate system (ψ,χ, ϕ), (ξ · ∇p) is reduced to

(ξ · ∇p) = ξψRBχ
∂p

∂ψ
= ξψRBχp

′

The prime on p means the differentiation by ψ. From (6.15),(6.16) in ch.6, we have

−jϕ = Rp′ +
Î Î ′

µ0R
(B.12)

p′ = −jϕ
R

− Î Î ′

µ0R2

Note that ψ defined by (B.9) in this appendix is −RAϕ, while ψ in (6.15),(6.16) of ch.6 is RAϕ.
∇ · ξ is expressed as

∇ · ξ =
1
J

(
∂

∂ψ
(JBχRξψ) +

∂

∂χ

(
ξχ
Bχ

)
+

∂

∂ϕ

(
Jξϕ
R

))
.

It is convenient to introduce

X ≡ RBχξψ

Y ≡ ξχ
Bχ

U ≡ 1
RBχ

(Bχξϕ −Bϕξχ) =
ξϕ
R

− Î

R2Bχ
ξχ.

Then

ξψ =
X

RBχ

ξχ = BχY

ξϕ = RU +
Î

R
Y

and

ξ · ∇p = Xp′ = X

(
−jϕ
R

− Î Î ′

µ0R2

)
. (B.13)

We analyze an individual Fourier mode ξ = ξ(ψ,χ) exp(inϕ). Then

(Bik‖)Y ≡
(
Bχ

1
JBχ

∂

∂χ
+Bϕ

1
R

∂

∂ϕ

)
Y =

(
1
J

∂

∂χ
+

Î

R2
in

)
Y

1
J

∂

∂χ
Y = (Bik‖)Y − in

Î

R2
Y.

Since

∇ · ξ =
1
J

(JX)′ + iBk‖Y + inU (B.14)
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(ξ · ∇p)(∇ · ξ∗) is

(ξ · ∇p)(∇ · ξ∗) = X

(
−jϕ
R

− Î Î ′

µ0R2

)(
1
J

(JX∗)′ − iBk‖Y ∗ − inU∗
)
. (B.15)

Let us derive the expression of B1

B1 = ∇× (ξ × B)

(ξ × B)ψ = ξχBϕ − ξϕBχ

(ξ × B)χ = −ξψBϕ

(ξ × B)ϕ = ξψBχ

B1ψ =
1

JBχR

(
∂X

∂χ
+

∂

∂ϕ

(
JBϕ
R

X

))
=

1
BχR

iBk‖X

B1χ = −Bχ
(
inU +

∂X

∂ψ

)

B1ϕ =
R

J

(
− ∂

∂ψ

(
JÎ

R2
X

)
+
∂U

∂χ

)
.

Each component of the current density is

µ0jψ = 0

µ0jχ = −Bχ ∂

∂ψ
(RBϕ) = −BχÎ ′

µ0jϕ =
R

J

∂

∂ψ
(JB2

χ) (B.16)

and

(B1 × ξ∗)χ =
R

J

∂U

∂χ
ξ∗ψ − R

J

(
IJ

R2
X

)′
ξ∗ψ − iBk‖

BχR
Xξ∗ϕ

(B1 × ξ∗)ϕ =
iBk‖
BχR

Xξ∗χ + (inU +X ′)Bχξ∗ψ.

Then ξ∗ · (j × B1) is

ξ∗ · (j × B1) = j · (B1 × ξ∗)

= −Bχ Î
′

µ0

(
R

J

∂U

∂χ
ξ∗ψ − R

J

(
IJ

R2
X

)′
ξ∗ψ − iBk‖

BχR
Xξ∗ϕ

)
+ jϕ

(
iBk‖
BχR

Xξ∗χ + (inU +X ′)Bχξ∗ψ

)

=
iBk‖
R

X

(
Y ∗jϕ +

Î ′

µ0
(RU∗ +

Î

R
Y ∗)

)
+

Î ′

µ0J

(
IJ

R2
X

)′
X∗− Î ′

µ0J

∂U

∂χ
X∗+inUX∗ 1

R
jϕ+X ′X∗ 1

R
jϕ
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and

(∇ · ξ∗)(ξ · ∇p) − (ξ∗ × j) · B1

=

(
−jϕ
R

− Î Î ′

µ0R2

)
(XX∗′ +X ′X∗) +

jϕ
R

(inXU∗ − inX∗U)

+in
Î

R2
XU∗ Î ′

µ0
+ iBk‖XU∗ Î ′

µ0
+

1
J

∂U

∂χ
X∗ Î ′

µ0

+XX∗
(
−J

′

J

jϕ
R

− Î ′2

µ0R2
+

Î Î ′

µ0R2
2
R′

R
− 2

Î Î ′

µ0R2

J ′

J

)
(B.17)

|B1ϕ|2
µ0

=
R2

µ0J2

∣∣∣∣∣∂U∂χ − I

(
JX

R2

)′
− JX

R2
Î ′
∣∣∣∣∣
2

=
R2

µ0J2

∣∣∣∣∣∂U∂χ − I

(
JX

R2

)′∣∣∣∣∣
2

− Î ′

µ0J

(
∂U

∂χ
X∗ +

∂U∗

∂χ
X

)

+
Î Î ′

µ0R2
(X ′X∗ +X∗′X) + 2

Î Î ′

µ0J

(
J ′

R2
− 2R′

R3
J

)
XX∗ +

Î ′2

µ0R2
XX∗

|B1χ|2
µ0

=
Bχ2

µ0
|inU +X ′|2

=
Bχ2

µ0

∣∣∣∣∣inU +X ′ − µ0jϕ
RB2

χ

X

∣∣∣∣∣
2

+(inUX∗−inU∗X)
jϕ
R

+(X ′X∗+X∗′)
jϕ
R

− µ0j
2
ϕ

R2B2
χ

XX∗.

Finally the energy integral of axisymmetric toroidal system becomes

W =
1
2

∫
V

( |B1|2
µ0

+ γp|(∇ · ξ)|2 + (∇ · ξ∗)(ξ · ∇p) − ξ∗ · (j × B1)
)

dr

=
∫
V

(
1

2µ0

B2k2
‖

B2
χR

2
|X|2 +

1
2µ0

R2

J2

∣∣∣∣∣∂U∂χ − I

(
JX

R2

)′∣∣∣∣∣
2

+
B2
χ

2µ0

∣∣∣∣∣inU +X ′ − µ0jϕ
RB2

χ

X

∣∣∣∣∣
2

+
1
2
γp

∣∣∣∣ 1J (JX)′ + iBk‖Y + inU

∣∣∣∣2 −KXX∗
)
Jdψdχdϕ

(B.18)

where

K ≡ Î Î ′

µ0R2

R′

R
+
jϕ
2R

(
J ′

J
+
µ0jϕ
RB2

χ

)

=
Î Î ′

µ0R2

R′

R
+
jϕ
R

(
J ′

J
+
B′
χ

Bχ

)
,
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since (refer (B.16))

µ0jϕ =
R

J
(J ′B2

χ + J2BχB′
χ).

B.3 Energy Integral of High n Ballooning Modes

The energy integral (B.18) was used for stability analysis of high n modes and ballooning
mode3,4.

The first step in minimization of δW is to select Y so that the last second positive term in
(B.18) vanishes (∇·ξ = 0). The second step is minimization with respect to U . When we concern
ballooning modes, the perturbations with large toroidal mode number n and |m− q̂n| � n are
important (see sec.8.5). After long mathematical calculation, the energy integral with O(1/n)
accuracy is derived as follows3;

W =
π

µ0

∫
dψdχ

(
JB2

R2B2
χ

∣∣∣k‖X∣∣∣2 +
R2B2

χ

JB2

∣∣∣∣ 1n ∂

∂ψ
(JBk‖X)

∣∣∣∣
2

−2Jµ0p
′

B2

(
|X|2 ∂

∂ψ
(µ0p+

B2

2
) − iÎ

JB2

∂

∂χ

(
B2

2

)
X∗

n

∂X

∂ψ

)

+
X∗

n
JBk‖(Xσ′) −

1
n

(P ∗JBk‖Q+ c.c.)
)

(B.19)

where

P = Xσ − B2
χ

q̂B2

I

n

∂

∂ψ
(JBk‖X)

Q =
Xµ0p

′

B2
+

Î2

q̂2R2B2

1
n

∂

∂ψ
(JBk‖X)

σ =
Îµ0p

′

B2
+ Î ′

iJk‖B =
∂

∂χ
+ inq̂, q̂(ψ,χ) =

ÎJ

R2
.

δW must be minimized with respect to all periodic functions X subject to an appropriate
normalization

π

∫
Jdψdχρm

(
|X|2
R2B2

χ

+
(
RBχ
B

)2 ∣∣∣∣ 1n ∂X∂ψ
∣∣∣∣
2
)

= const. (B.20)

where ρm is mass density and (B.20) corresponds to the total kinetic energy of perpendicular
component to field line.

The Euler equation for the minimizing function X(ψ,χ) can be deduced form (B.19) and
(B.20). As X(ψ,χ) is periodic in χ, it can be expanded in Fourier series

X(ψ,χ) =
∑
m

Xm(ψ) exp(imχ)
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A continuous function Xs(ψ) of s, which is equal to Xm(ψ) at s equal to integer m, can be
constructed and can be expressed by Fourier integral

Xs(ψ) =
∫ ∞

−∞
X̂(ψ, y) exp(isy)dy/(2π), X̂(ψ, y) =

∫ ∞

−∞
Xs(ψ) exp(−isy)ds.

X̂(ψ, y) is called by the ballooning representation of X(ψ,χ). Then X(ψ,χ) is reduced to

X(ψ,χ) =
∑
m

exp(−imχ)
∫ ∞

−∞
X̂(ψ, y) exp(imy)dy/(2π). (B.21)

Since
1
2π

∑
m

exp(−im(χ− y)) =
∑
N

δ(y − χ+ 2πN)

(δ(x) is δ function), the relation of X(ψ,χ) and X̂(ψ, y) is

X(ψ,χ) =
∑
N

X̂(ψ,χ − 2πN). (B.22)

X(ψ,χ) is expressed by an infinite sum of quasi-modes.
The Euler equation for X(ψ,χ) is converted into an identical equation for X̂(ψ, y) but with

X̂ in the infinite domain of y and free of periodicity requirement. Let us consider X̂(ψ, y) with
the form of

X̂(ψ, y) = F (ψ, y) exp(−in
∫ y

y0
q̂dy) (B.23)

in which the amplitude F (ψ, y) reminds a more slowly varying function as n→ ∞. Then

iJk‖BX̂(ψ, y) =
(
∂

∂y
+ inq̂

)
X̂(ψ, y)

=
∂F (ψ, y)

∂y
exp(−in

∫ y

y0
q̂dy).

The leading term of the Euler equation for X̂(ψ, y) is reduced to3

1
J

∂

∂y


 1
JR2B2

χ


1 +

(
R2B2

χ

B

∫ y

y0
q̂′dy

)2

 ∂F0

∂y




+

(
2µ0p

′

B2

∂

∂ψ

(
µ0p+

B2

2

)
− Îµ0p

′

B4

(∫ y

y0
q̂′dy

)
1
J

∂B2

∂y

)
F0

+
ω2(ψ, y0)
R2B2

χ


1 +

(
R2B2

χ

B

∫ y

y0
q̂′dy

)2

F0 = 0. (B.24)

By use of this Euler equation, stability of ballooning mode is analyzed4 (see sec.8.5).
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App.C Derivation of Dielectric Tensor in Hot Plasma

C.1 Formulation of Dispersion Relation in Hot Plasma

In ch.10 dispersion relation of cold plasma was derived. In the unperturbed state, both the
electrons and ions are motionless in cold plasma. However, in hot plasma, the electron and ions
move along spiral trajectories even in the unperturbed state. The motion of charged particles
in a uniform magnetic field B0 = B0ẑ may be described by

dr′

dt′
= v′,

dv′

dt′
=

q

m
v′ × B0. (C.1)

Assuming that r′ = r, v′ = v = (v⊥ cos θ, v⊥ sin θ, vz) at t′ = t, the solution of eqs.(C.1) is
obtained as follows:

v′x(t
′) = v⊥ cos(θ +Ω(t′ − t)),

v′y(t
′) = v⊥ sin(θ +Ω(t′ − t)), (C.2)

v′z(t
′) = vz,

x′(t′) = x+
v⊥
Ω
(sin(θ +Ω(t′ − t))− sin θ),

y′(t′) = y − v⊥
Ω
(cos(θ +Ω(t′ − t))− cos θ), (C.3)

z′(t′) = z + vz(t′ − t)

where Ω = −qB0/m and vx = v⊥ cos θ, vy = v⊥ sin θ. The analysis of the behavior due to a
perturbation of this system must be based on Boltzmann’s equation. The distribution function
fk(r,v, t) of kth kind of particles is given by

∂fk

∂t
+ v · ∇rfk +

qk

mk
(E + v × B) · ∇vfk = 0, (C.4)

∇ · E =
1
ε0

∑
k

qk

∫
vfkdv, (C.5)

1
µ0

∇× B = ε0
∂E

∂t
+
∑
k

qk

∫
vfkdv, (C.6)

∇× E = −∂B

∂t
, (C.7)

∇ · B = 0. (C.8)

As usual, we indicate zeroth order quantities (the unperturbed state) by a subscript 0 and the
1st order perturbation terms by a subscript 1. The 1st order terms are expressed in the form of
exp i(k · r − ωt). Using

fk = fk0(r,v) + fk1, (C.9)

B = B0 +B1, (C.10)

E = 0 +E1 (C.11)
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we can linearize eqs.(C.4)∼(C.8) as follows:

v · ∇rfk0 +
qk

mk
(v × B0) · ∇vfk0 = 0, (C.12)

∑
k

qk

∫
fk0dv = 0, (C.13)

1
µ0

∇× B0 =
∑
k

qk

∫
vfk0dv = j0, (C.14)

∂fk1

∂t
+ v · ∇rfk1 +

qk

mk
(v × B0) · ∇vfk1=− qk

mk
(E1 + v × B1) · ∇vfk0, (C.15)

ik · E1 =
1
ε0

∑
k

qk

∫
fk1dv, (C.16)

1
µ0

k × B1 = −ω
(
ε0E1 +

i

ω

∑
k

qk

∫
vfk1dv

)
, (C.17)

B1 =
1
ω
(k × E1). (C.18)

The right-hand side of (C.15) is a linear equation inE1 as is clear from (C.18), so that fk1 is given
as a linear function in E1. The electric tensor of the hot plasma is defined by K(D = ε0K ·E)
is given by

E1 +
i

εω
j = E1 +

i

ε0ω

∑
k

qk

∫
vfk1dv ≡ K · E1. (C.19)

The linear relation of E1 is derived from eqs.(C.17) (C.18):

k × (k × E1) +
ω2

c2
K · E1 = 0 (C.20)

and the dispersion relation is obtained by equating the determinant of the coefficient matrix
of the linear equation to zero as is eqs.(10.19),(10.20). Consequently if fk1 can be solved from
(C.15), then, K can be obtained. As for cold plasmas, the properties of waves in hot plasmas
can be studied by the dispersion relation of hot plasma.

C.2 Solution of Linearized Vlasov Equation

When the right-hand side of (C.15) is time-integrated along the particle orbit (C.2),(C.3) in
the unperturbed state, we find

fk1(r,v, t) = − qk

mk

∫ t

−∞

(
E1(r′(t′), t′) +

1
ω

v′(t′)× (k × E1(r′(t′), t′))
)
· ∇′

vfk0(r′(t′),v′(t′))dt′

(C.21)

Substitution of (C.21) into (C.15) yields

− qk

mk

(
E1 +

1
ω

v × (k × E1)
)
· ∇vfk0

− qk

mk

∫ t

−∞

(
∂

∂t
+ v · ∇r +

qk

mk
(v × B0) · ∇v

)
[integrand]dt′

= − qk

mk
(E1 + v × B1) · ∇vfk0. (C.22)

Therefore if it is proven that the 2nd term of the left-hand side of eq.(C.22) is zero, eq.(C.21)
is confirmed to be the solution of (C.15). When the variables (r,v, t) are changed to (r′,v′, t′)
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by use of (C.2),(C.3), the differential operators in the 2nd term of left-hand side of (C.22) are
reduced to

∂

∂t
=
∂t′

∂t

∂

∂t′
+
∂r′

∂t
· ∇′

r +
∂v′

∂t
· ∇′

v

=
∂(t′ − t)

∂t

(
∂r′

∂(t′ − t)
· ∇′

r +
∂v′

∂(t′ − t)
· ∇′

v

)

= −v′ · ∇′
r −

qk

mk
(v′ × B0) · ∇′

v,

v · ∇r = v · ∇′
r,

∂

∂vx
=

∂r′

∂vx
· ∇′

r +
∂v′

∂vx
· ∇′

v

=
1
Ω

(
sinΩ(t′ − t)

∂

∂x′
+ [− cosΩ(t′ − t) + 1]

∂

∂y′

)

+

(
cosΩ(t′ − t)

∂

∂v′x
+ sinΩ(t′ − t)

∂

∂v′y

)
,

∂

∂vy
=
1
Ω

(
(cosΩ(t′ − t)− 1) ∂

∂x′
+ sinΩ(t′ − t)

∂

∂y′

)

+

(
− sinΩ(t′ − t)

∂

∂v′x
+ cosΩ(t′ − t)

∂

∂v′y

)
,

q

m
(v × B0) · ∇v = −Ω

(
vy

∂

∂vx
− vx

∂

∂vy

)

= v′x
∂

∂x′
+ v′y

∂

∂y′
−
(
vx

∂

∂x′
+ vy

∂

∂y′

)
−Ω

(
v′y

∂

∂v′x
− v′x

∂

∂v′y

)

= (v′ − v) · ∇′
r +

q

m
(v′ × B0) · ∇′

v.

Therefore the 2nd term of left-hand side of (C.22) is zero.
Since the 1st order terms vary as exp(−iωt), the integral (C.21) converges when the imaginary

part of ω is positive. When the imaginary part of ω is negative, the solution can be given by
analytic continuation from the region of the positive imaginary part.

C.3 Dielectric Tensor of Hot Plasma

The zeroth-order distribution function f0 must satisfiy eq.(C.12), or

f0(r,v) = f(v⊥, vz), v2
⊥ = v2

x + v2
y .

Let us consider

E1(r′, t′) = E exp i(k · r′ − ωt′).

The z axis is taken along B0 direction and x axis is taken in the plane spanned by B0 and the
propagation vector k, so that y component of the propagation vector is zero (ky = 0), that is:

k = kxx̂+ kz ẑ.
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Then (C.21) is reduced to

f1(r,v, t) = − q

m
exp i(kxx+ kzz − ωt)

∫ t

∞

((
1− k · v′

ω

)
E + (v′ · E)k

ω

)
· ∇′

vf0

× exp
(
i
kxv⊥
ω

sin(θ +Ω(t′ − t))− i
kxv⊥
Ω

sin θ + i(kzvz − ω)(t′ − t)
)
dt′.

We introduce τ = t′ − t and use following formulas of Bessel function:

exp(ia sin θ) =
∞∑

m=−∞
Jm(a) exp imθ,

J−m(a) = (−1)mJm(a),

exp
( )

=
∞∑

m=−∞

∞∑
n=−∞

Jm exp(−imθ)Jn exp (in(θ +Ωτ)) exp i(kzvz − ω)τ.

Since((
1− k · v′

ω

)
E + (v′ · E)k

ω

)
· ∇′

vf0

=
∂f0

∂vz

((
1− kxv

′
x

ω

)
Ez + (v′xEx + v′yEy)

kz

ω

)
+
∂f0

∂v⊥

((
1− kzv

′
z

ω

)(
Ex

v′x
v⊥
+ Ey

v′y
v⊥

)
+ vzEz

kx

ω

v′x
v⊥

)

=
(
∂f0

∂v⊥

(
1− kzvz

ω

)
+
∂f0

∂vz

kzv⊥
ω

)(
Ex

2
(ei(θ+Ωτ) + e−i(θ+Ωτ)) +

Ey

2i
(ei(θ+Ωτ) − e−i(θ+Ωτ))

)

+
( ∂f0

∂v⊥
kxvz

ω
− ∂f0

∂vz

kxv⊥
ω

)Ez

2
(ei(θ+Ωτ) + e−i(θ+Ωτ)) +

∂f0

∂vz
Ez

we find

f1(r,v, t) = − q

m
exp i(kxx+ kzz − ωt)

∑
mn

(
U
(Jn−1 + Jn+1

2

)
Ex − iU

(Jn−1 − Jn+1

2

)
Ey

+
(
W

Jn−1 + Jn+1

2
+
∂f0

∂vz
Jn

)
Ez

)
· Jm(a) exp(−i(m− n)θ)

i(kzvz − ω + nΩ)

where

U =
(
1− kzvz

ω

)
∂f0

∂v⊥
+
kzv⊥
ω

∂f0

∂vz
, (C.23)

W =
kxvz

ω

∂f0

∂v⊥
− kxv⊥

ω

∂f0

∂vz
, (C.24)

a =
kxv⊥
Ω

, Ω =
−qB
m

, (C.25)

and
Jn−1(a) + Jn+1(a)

2
=
nJn(a)

a
,

Jn−1(a)− Jn+1(a)
2

=
d
da

Jn(a).

Since f1 is obtained, the dielectric tensor K of hot plasma is reduced from (C.19) to

(K − I) · E =
i

ε0ω

∑
j

qj

∫
vfj1dv. (C.26)
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Since vx = v⊥ cos θ, vy = v⊥ sin θ, vz = vz, only the terms of ei(m−n)θ = e±iθ in fj1 can contribute
to x, y components of the integral (C.26) and only the term of ei(m−n)θ = 1 in fj1 can contribute
to z component of the integral (C.26) and we find:

K = I −
∑
j

Π2
j

ωnj0

∞∑
n=−∞

∫
dv

Sjn

kzvz − ω + nΩj
, (C.27)

Sjn =




v⊥(nJn
a )

2U −iv⊥(nJn
a )J

′
nU v⊥(nJn

a )Jn(∂f0

∂vz
+ n

aW )
iv⊥J ′

n(n
Jn
a )U v⊥(J ′

n)
2U iv⊥J ′

nJn(∂f0

∂vz
+ n

aW )
vzJn(nJn

a )U −iv⊥JnJ
′
nU vzJ

2
n(

∂f0

∂vz
+ n

aW )




where

Π2
j =

njq
2
j

ε0mj
.

When we use the relations

vzU − v⊥(∂f0

∂vz
+ nΩ

kxv⊥
W )

kzvz − ω + nΩ
= −vz

ω

∂f0

∂v⊥
+
v⊥
ω

∂f0

∂vz
,

∞∑
n=−∞

J2
n = 1,

∞∑
n=−∞

JnJ
′
n = 0,

∞∑
n=−∞

nJ2
n = 0 (J−n = (−1)nJn)

and replace n by −n, then eq.(C.27) is reduced to

K = I −
∑
j

Π2
j

ω

∞∑
n=−∞

∫
Tjn

v−1
⊥ Ujn

−1
j0

kzvz − ω − nΩj
dv − L

∑
j

Π2
j

ω2

(
1 +

1
nj0

∫
v2
z

v⊥
∂fj0

∂v⊥
dv

)
,

Tjn =


 v2

⊥(n
Jn
a )(n

Jn
a ) iv2

⊥(n
Jn
a )J

′
n −v⊥vz(nJn

a )Jn

−iv2
⊥J

′
n(n

Jn
a ) v2

⊥J
′
nJ

′
n iv⊥vzJ

′
nJn

−v⊥vzJn(nJn
a ) −iv⊥vzJnJ

′
n v2

zJnJn




where all the components of matrix L are zero except Lzz = 1. From the relations

Uj

kzvz − ω − nΩj
= − 1

ω

∂fj0

∂v⊥
+

1
ω(kzvz − ω − nΩj)

(
−nΩj

∂fj0

∂v⊥
+ kzv⊥

∂fj0

∂vz

)
,

∞∑
n=−∞

(J ′
n)

2 =
1
2
,

∞∑
n=−∞

n2J2
n(a)
a2

=
1
2

another expression of the dielectric tensor is obtained:

K=

(
1− Π2

j

ω2

)
I −

∑
j,n

Π2
j

ω2

∫
Tjn

kzvz − ω − nΩj

(−nΩj

v⊥
∂fj0

∂v⊥
+kz

∂fj0

∂vz

)
1
nj0
dv. (C.28)

Using

N ≡ k

ω
c

the dispersion relation (C.20) is given by

(Kxx −N2
‖ )Ex +KxyEy + (Kxz +N⊥N‖)Ez = 0,

KyxEx + (Kyy −N2)Ey +KyzEz = 0,
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(Kzx +N⊥N‖)Ex +KzyEy + (Kzz −N2
⊥)Ez = 0

where N‖ is z component of N (parallel to B ) and N⊥ is x component of N (perpendicular to
B ). The dispersion relation is given by equating the determinent of the coefficient matrix to
zero.

C.4 Dielectric Tensor of bi-Maxwellian Plasma

When the zeroth-order distribution function is bi-Maxwellian,

f0(v⊥, vz) = n0F⊥(v⊥)Fz(vz), (C.29)

F⊥(v⊥) =
m

2πκT⊥
exp

(
−mv2

⊥
2κT⊥

)
, (C.30)

Fz(vz) =
(

m

2πκTz

)1/2

exp

(
−m(vz − V )2

2κTz

)
(C.31)

we find (
−nΩj

v⊥
∂f0

∂v⊥
+kz

∂f0

∂vz

)
1
n0
= m

(
nΩj

κT⊥
− kz(vz − V )

κTz

)
F⊥(v⊥)Fz(vz).

Integration over vz can be done by use of plasma dispersion function Z(ζ). Plasma dispersion
function Z(ζ) is defined by:

Z(ζ) ≡ 1
π1/2

∫ ∞

−∞
exp(−β2)
β − ζ

dβ. (C.32)

Using following relations
∫ ∞

−∞
Fz

kz(vz − V )− ωn
dvz =

1
ωn

ζnZ(ζn),

∫ ∞

−∞
kz(vz − V )Fz

kz(vz − V )− ωn
dvz = 1 + ζnZ(ζn),

∫ ∞

−∞
(kz(vz − V ))2Fz

kz(vz − V )− ωn
dvz = ωn(1 + ζnZ(ζn)),

∫ ∞

−∞
(kz(vz − V ))3Fz

kz(vz − V )− ωn
dvz =

k2
z(κTz)
m

+ ω2
n(1 + ζnZ(ζn)),

ωn ≡ ω − kzV + nΩ,

ζn ≡ ω − kzV + nΩ
kz(2κTz/m)1/2

,

∫ ∞

0
J2

n(b
1/2x) exp

(
− x2

2α

)
xdx = αIn(αb)e−bα,

∞∑
n=−∞

In(b) = eb,
∞∑

n=−∞
nIn(b) = 0,

∞∑
n=−∞

n2In(b) = beb



C.5 Dispersion Relation of Electrostatic Wave 297

(where In(x) is nth modified Bessel function) the formula for the dielectric tensor of a bi-
Maxwellian plasma is obtained as follows:

K = I +
∑
i,e

Π2

ω2

(∑
n

(
ζ0Z(ζn)−

(
1− 1

λT

)
(1 + ζnZ(ζn))

)
e−bXn + 2η2

0λTL

)
, (C.33)

Xn =


 n2In/b in(I ′n − In) −(2λT)1/2ηn

n
αIn

−in(I ′n − In) (n2/b+ 2b)In − 2bI ′n i(2λT)1/2ηnα(I ′n − In)
−(2λT)1/2ηn

n
αIn −i(2λT)1/2ηnα(I ′n − In) 2λTη

2
nIn


 (C.34)

ηn ≡ ω + nΩ
21/2kzvTz

, λT ≡ Tz

T⊥
, b ≡

(
kxvT⊥
Ω

)2

,

α ≡ kxvT⊥
Ω

, v2
Tz ≡ κTz

m
, v2

T⊥ ≡ κT⊥
m

,

L matrix components are Lzz = 1 and all others are 0.

C.5 Dispersion Relation of Electrostatic Wave

When the electric field E of waves is expressed by electrostatic potential φ:

E = −∇φ
the waves is called electrostatic wave. In this section the dispersion relation of electrostatic wave
in hot plasma is described. Since ∂B1/∂t = ∇× E and

B1 = k × E/ω = 0

the dispersion relation is reduced from (10.92) to

k2
xKxx + 2kxkzKxz + k2

zKzz = 0. (C.35)

When K given by (C.33) is substituted in (C.35), we find:

k2
x + k2

z +
∑
i,e

Π2

ω2

[
k2

z2η
2
0λT +

∞∑
n=−∞

(
n2In
b

k2
x − (2λT)1/2ηn

n
b1/2

In2kxkz + 2λTη
2
nInk

2
z

)

×
(
η0Z(ζn)−

(
1− 1

λT

)
(1 + ζnZ(ζn))

)
e−b

]
= 0

where

ωn ≡ ω − kzV + nΩ,
∞∑

n=−∞
In(b) = eb,

ζn =
ωn

21/2kzvTz
, λT =

Tz

T⊥
,

ηn =
ω + nΩ
21/2kzvTz

,

b =
(kxvT⊥

Ω

)2

and

k2
x + k2

z +
∑
i,e

Π2

ω2

(
mω2

κT⊥
+

∞∑
n=−∞

mω2

κT⊥
In
(
ζ0Z(ζn)−

(
1− 1

λT

)
(1 + ζnZ(ζn))

)
e−b

)
= 0,
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k2
x + k2

z +
∑
i,e

Π2 m

κTz

(
1 +

∞∑
n=−∞

(
1 +

Tz

T⊥

(−nΩ
ωn

))
ζnZ(ζn)Ine−b

)
= 0. (C.36)

C.6 Dispersion Relation of Electrostatic Wave in Inhomogenous Plasma

Equation (C.36) is the dispersion relation of electrostatic wave in a homogenenous bi-Mawellian
plasma. When the density and temperature of the zeroth-order state change in the direction of
y, we must resort to (C.5),(C.21) and

E1 = −∇φ1,
∂B1

∂t
= −∇× E1 = 0,

−∇2φ1 =
1
ε0

∑
k

qk

∫
fk1dv, (C.37)

fk1 =
qk

mk

∫ t

−∞
∇′

rφ1(r′, t′) · ∇′
vfk0(r′,v′)dt′. (C.38)

The zeroth-order distribution function fk0 must satisfy eq.(C.12), or

vy
∂f0

∂y
−Ω(vy

∂

∂vx
− vx

∂

∂vy
)f0 = 0.

The solution of the equation for particle motion are α = v2
⊥, β = (vz − V )2, γ = y + vx/Ω.

Consequently f0(α, β, γ) satisfies (C.12) and we adopt the following zeroth order distribution
function

f0

(
v2
⊥, (vz − V )2, y +

vx

Ω

)
= n0

(
1 +

(
−ε+ δ⊥

v2
⊥

2v2
T⊥
+ δz

(vz − V )2

2v2
⊥z

)(
y +

vx

Ω

))

×
(

1
2πv2

T⊥

)(
1

2πv2
Tz

)1/2

exp

(
− v2

⊥
2v2

T⊥
− (vz − V )2

2v2
Tz

)
. (C.39)

The density gradient and temperature gradient of this distribution function are

1
n0

dn0

dy
= −ε+ δ⊥ +

δz
2
,

1
T⊥
dT⊥
dy

= δ⊥,

1
Tz

dTz

dy
= δz.

Let us consider the following perturbation:

φ1(r, t) = φ1(y) exp(ikxx+ ikzz − iωt).

Then the integrand becomes

∇′
rφ1 · ∇′

vf0 = (v′ · ∇′
rφ1)2

∂f0

∂α′ +
(
2ikz(v′z − V )

∂f0

∂β′ − 2ikzv
′
z

∂f0

∂α′ +
ikx

Ω

∂f0

∂γ′

)
φ1.

Using
dφ1

dt′
=
∂φ1

∂t′
+ (v′ · ∇′

rφ1) = −iωφ1 + v′ · ∇′
rφ1,

∫ t

v′ · ∇′
rφ1dt′ = φ1 + iω

∫ t

φ1dt′,
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α′ = α, β′ = β, γ′ = γ

we find that

f1 =
q

m

(
2
∂f0

∂α
φ1 +

(
2iω

∂f0

∂α
+ 2ikz(vz − V )

∂f0

∂β
− 2ikzvz

∂f0

∂α
+
ikx

Ω

∂f0

∂γ

)

×
∫ t

−∞
φ1(y′) exp(ikxx

′ + ikzz
′ − iωt′)dt′

)
(C.40)

and ∫ t

−∞
φ(r′, t′)dt′ =

∫ t

−∞
φ1(y′) exp(ikxx

′ + ikzz
′ − iωt′)dt′

= φ1(y) exp(ikxx+ ikzz − iωt) exp
(
−ikxv⊥

Ω
sin θ

)

×
∫ t

−∞
exp

(
ikxv⊥
Ω

sin(θ +Ωτ) + i(kzvz − ω)τ
)
dτ. (C.41)

Using the expansion

exp(ia sin θ) =
∞∑

m=−∞
Jm(a) exp imθ,

J−m(a) = (−1)mJm(a)

we write the integral as
∫ t

−∞
φ1(r′, t′)dt′

= φ1(r, t)
∞∑

n=−∞

i

ω − kzvz − nΩ (J
2
n(a) + Jn(a)Jn−1(a) exp iθ + Jn(a)Jn+1(a) exp(−iθ) + · · ·)

(C.42)

where a = kxv⊥/Ω. Substitution of the foregoing equation into eq.(C.40) gives

f1 =
q

m
φ1

[
2
∂f0

∂α
−
(
2(ω − kzvz)

∂f0

∂α
+ 2kz(vz − V )

∂f0

∂β
+
kx

Ω

∂f0

∂γ

)∑ (J2
n(a) + · · ·)

ω − kzvz − nΩ

]
. (C.43)

When this expression for f1 is substituted into eq.(C.37), we find the dispersion relation of
electrostatic wave in more general inhomogenous plasma as follows:(

k2
x + k2

z − ∂2

∂x2

)
φ1 = φ1

∑
j

q2
j

ε0mj

∫ ∫ ∫ [
2
∂f0

∂α

−
(
2(ω − kzvz)

∂f0

∂α
+ 2kz(vz − V )

∂f0

∂β
+
kx

Ω

∂f0

∂γ

)

×
∞∑

n=−∞

J2
n + JnJn−1 exp iθ + JnJn+1 exp(−iθ)

ω − kzvz − nΩ + · · ·
]

j

dθdv⊥dv⊥dvz. (C.44)

For |(k2
x + k2

z)φ1| � |∂2φ1/∂x
2|, eq.(C.44) is reduced to

(k2
x + k2

z)−
∑
j

Π2
j

1
n0j

∫ ∫ ∫
[ ]jdθdv⊥dv⊥dvz = 0.
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By the same way as sec.C.3, this dispersion relation is reduced to

k2
x + k2

z +
∑
j

Π2
j

{
1
v2
Tz

+
∞∑

n=−∞
In(b)e−b

[(
1
v2
Tz

− 1
v2
T⊥

nΩ
ωn

)
ζnZ(ζn)− 1

v2
T⊥

n
kx

(
(ε+ δ⊥ − fn(b)δ⊥)

(
1 +

nΩ
ωn

ζnZ(ζn)
)

−δz
2

(
1 +

nΩωn

k2
zv

2
Tz

(1 + ζnZ(ζn))

))

+
1
v2
Tz

n
kx

(
(ε+ δz − fn(b)δ⊥)(1 + ζnZ(ζn))− δz

2

(
1 +

ω2
n

k2
zv

2
Tz

(1 + ζnZ(ζn))

))

+
kx

Ω

(
(ε− fn(b)δ⊥)

ζn
ωn

Z(ζn)− δz
2

ωn

k2
zv

2
Tz

(1 + ζnZ(ζn))

)]
n

}
j

= 0. (C.45)

Here we set y = 0 and used the following relations:

ωn = ω − kzV + nΩ,

∫ ∞

−∞
J2

n(b
1/2x) exp

(
−x2

2

)
· x

2

2
xdx = fn(b)In(b)e−b,

fn(b) ≡ (1− b) + bI ′n(b)/In(b).

When ε = δ⊥ = δz = 0, this dispersion relation becomes (C.36).
In the case of low frequency ω 	 |Ω|, we have ζn � 1 (n 
= 0), ζnZ(ζn) → −1 (n 
= 0) and

1 + ζnZ(ζn)→ −(1/2)ζ−2
n (n 
= 0). Then (C.45) reduces to

k2
x + k2

z +
∑
j

Π2
j

(
1
v2
Tz

+ I0(b)e−b

(
1
v2
Tz

(1 + ζ0Z(ζ0))− 1
v2
T⊥

+
kx

Ωω0
(ε− f0(b)δ⊥)ζ0Z(ζ0)− kx

Ωω0
δzζ

2
0 (1 + ζ0Z(ζ0))

))
j

= 0. (C.46)

The relation ∞∑
−∞

In(b)e−b = 1

was used. When vT⊥ = vTz = vT, δ⊥ = δz = 0, V = 0, we have familiar dispersion relation of
drift wave due to the density gradient as follows,

k2
x + k2

z +
∑
j

Π2
j

(
1
v2
T

+ I0(b)e−b

(
1
v2
T

ζ0Z(ζ0) +
kx

Ωω0
εζ0Z(ζ0)

))
j

= 0. (C.47)

We can usually assume be = 0 for electrons. (C.47) reduces to

0 = (k2
x + k2

z)
v2
Te

Π2
e

+ 1 + ζeZ(ζe)
(
1− ω∗

e

ω

)
+
ZTe

Ti

(
1 + I0(b)e−bζ0Z(ζ0)

(
1− ω∗

i

ω

))
, (C.48)

where

ω∗
e =

−kxεv
2
Te

Ωe
=

−kxεTe

eB

ω∗
i =

−kxεv
2
Ti

Ωi
=
kxεTi

ZeB
.

Note that the x direction is opposite to the electron drift velocity vde, y is the direction of
negative density gradient and the z is the direction of the magnetic field.
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App.C Derivation of Dielectric Tensor in Hot Plasma

C.1 Formulation of Dispersion Relation in Hot Plasma

In ch.10 dispersion relation of cold plasma was derived. In the unperturbed state, both the
electrons and ions are motionless in cold plasma. However, in hot plasma, the electron and ions
move along spiral trajectories even in the unperturbed state. The motion of charged particles
in a uniform magnetic field B0 = B0ẑ may be described by

dr′

dt′
= v′,

dv′

dt′
=

q

m
v′ × B0. (C.1)

Assuming that r′ = r, v′ = v = (v⊥ cos θ, v⊥ sin θ, vz) at t′ = t, the solution of eqs.(C.1) is
obtained as follows:

v′x(t
′) = v⊥ cos(θ +Ω(t′ − t)),

v′y(t
′) = v⊥ sin(θ +Ω(t′ − t)), (C.2)

v′z(t
′) = vz,

x′(t′) = x+
v⊥
Ω
(sin(θ +Ω(t′ − t))− sin θ),

y′(t′) = y − v⊥
Ω
(cos(θ +Ω(t′ − t))− cos θ), (C.3)

z′(t′) = z + vz(t′ − t)

where Ω = −qB0/m and vx = v⊥ cos θ, vy = v⊥ sin θ. The analysis of the behavior due to a
perturbation of this system must be based on Boltzmann’s equation. The distribution function
fk(r,v, t) of kth kind of particles is given by

∂fk

∂t
+ v · ∇rfk +

qk

mk
(E + v × B) · ∇vfk = 0, (C.4)

∇ · E =
1
ε0

∑
k

qk

∫
vfkdv, (C.5)

1
µ0

∇× B = ε0
∂E

∂t
+
∑
k

qk

∫
vfkdv, (C.6)

∇× E = −∂B

∂t
, (C.7)

∇ · B = 0. (C.8)

As usual, we indicate zeroth order quantities (the unperturbed state) by a subscript 0 and the
1st order perturbation terms by a subscript 1. The 1st order terms are expressed in the form of
exp i(k · r − ωt). Using

fk = fk0(r,v) + fk1, (C.9)

B = B0 +B1, (C.10)

E = 0 +E1 (C.11)
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we can linearize eqs.(C.4)∼(C.8) as follows:

v · ∇rfk0 +
qk

mk
(v × B0) · ∇vfk0 = 0, (C.12)

∑
k

qk

∫
fk0dv = 0, (C.13)

1
µ0

∇× B0 =
∑
k

qk

∫
vfk0dv = j0, (C.14)

∂fk1

∂t
+ v · ∇rfk1 +

qk

mk
(v × B0) · ∇vfk1=− qk

mk
(E1 + v × B1) · ∇vfk0, (C.15)

ik · E1 =
1
ε0

∑
k

qk

∫
fk1dv, (C.16)

1
µ0

k × B1 = −ω
(
ε0E1 +

i

ω

∑
k

qk

∫
vfk1dv

)
, (C.17)

B1 =
1
ω
(k × E1). (C.18)

The right-hand side of (C.15) is a linear equation inE1 as is clear from (C.18), so that fk1 is given
as a linear function in E1. The electric tensor of the hot plasma is defined by K(D = ε0K ·E)
is given by

E1 +
i

εω
j = E1 +

i

ε0ω

∑
k

qk

∫
vfk1dv ≡ K · E1. (C.19)

The linear relation of E1 is derived from eqs.(C.17) (C.18):

k × (k × E1) +
ω2

c2
K · E1 = 0 (C.20)

and the dispersion relation is obtained by equating the determinant of the coefficient matrix
of the linear equation to zero as is eqs.(10.19),(10.20). Consequently if fk1 can be solved from
(C.15), then, K can be obtained. As for cold plasmas, the properties of waves in hot plasmas
can be studied by the dispersion relation of hot plasma.

C.2 Solution of Linearized Vlasov Equation

When the right-hand side of (C.15) is time-integrated along the particle orbit (C.2),(C.3) in
the unperturbed state, we find

fk1(r,v, t) = − qk

mk

∫ t

−∞

(
E1(r′(t′), t′) +

1
ω

v′(t′)× (k × E1(r′(t′), t′))
)
· ∇′

vfk0(r′(t′),v′(t′))dt′

(C.21)

Substitution of (C.21) into (C.15) yields

− qk

mk

(
E1 +

1
ω

v × (k × E1)
)
· ∇vfk0

− qk

mk

∫ t

−∞

(
∂

∂t
+ v · ∇r +

qk

mk
(v × B0) · ∇v

)
[integrand]dt′

= − qk

mk
(E1 + v × B1) · ∇vfk0. (C.22)

Therefore if it is proven that the 2nd term of the left-hand side of eq.(C.22) is zero, eq.(C.21)
is confirmed to be the solution of (C.15). When the variables (r,v, t) are changed to (r′,v′, t′)
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by use of (C.2),(C.3), the differential operators in the 2nd term of left-hand side of (C.22) are
reduced to

∂

∂t
=
∂t′

∂t

∂

∂t′
+
∂r′

∂t
· ∇′

r +
∂v′

∂t
· ∇′

v

=
∂(t′ − t)

∂t

(
∂r′

∂(t′ − t)
· ∇′

r +
∂v′

∂(t′ − t)
· ∇′

v

)

= −v′ · ∇′
r −

qk

mk
(v′ × B0) · ∇′

v,

v · ∇r = v · ∇′
r,

∂

∂vx
=

∂r′

∂vx
· ∇′

r +
∂v′

∂vx
· ∇′

v

=
1
Ω

(
sinΩ(t′ − t)

∂

∂x′
+ [− cosΩ(t′ − t) + 1]

∂

∂y′

)

+

(
cosΩ(t′ − t)

∂

∂v′x
+ sinΩ(t′ − t)

∂

∂v′y

)
,

∂

∂vy
=
1
Ω

(
(cosΩ(t′ − t)− 1) ∂

∂x′
+ sinΩ(t′ − t)

∂

∂y′

)

+

(
− sinΩ(t′ − t)

∂

∂v′x
+ cosΩ(t′ − t)

∂

∂v′y

)
,

q

m
(v × B0) · ∇v = −Ω

(
vy

∂

∂vx
− vx

∂

∂vy

)

= v′x
∂

∂x′
+ v′y

∂

∂y′
−
(
vx

∂

∂x′
+ vy

∂

∂y′

)
−Ω

(
v′y

∂

∂v′x
− v′x

∂

∂v′y

)

= (v′ − v) · ∇′
r +

q

m
(v′ × B0) · ∇′

v.

Therefore the 2nd term of left-hand side of (C.22) is zero.
Since the 1st order terms vary as exp(−iωt), the integral (C.21) converges when the imaginary

part of ω is positive. When the imaginary part of ω is negative, the solution can be given by
analytic continuation from the region of the positive imaginary part.

C.3 Dielectric Tensor of Hot Plasma

The zeroth-order distribution function f0 must satisfiy eq.(C.12), or

f0(r,v) = f(v⊥, vz), v2
⊥ = v2

x + v2
y .

Let us consider

E1(r′, t′) = E exp i(k · r′ − ωt′).

The z axis is taken along B0 direction and x axis is taken in the plane spanned by B0 and the
propagation vector k, so that y component of the propagation vector is zero (ky = 0), that is:

k = kxx̂+ kz ẑ.
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Then (C.21) is reduced to

f1(r,v, t) = − q

m
exp i(kxx+ kzz − ωt)

∫ t

∞

((
1− k · v′

ω

)
E + (v′ · E)k

ω

)
· ∇′

vf0

× exp
(
i
kxv⊥
ω

sin(θ +Ω(t′ − t))− i
kxv⊥
Ω

sin θ + i(kzvz − ω)(t′ − t)
)
dt′.

We introduce τ = t′ − t and use following formulas of Bessel function:

exp(ia sin θ) =
∞∑

m=−∞
Jm(a) exp imθ,

J−m(a) = (−1)mJm(a),

exp
( )

=
∞∑

m=−∞

∞∑
n=−∞

Jm exp(−imθ)Jn exp (in(θ +Ωτ)) exp i(kzvz − ω)τ.

Since((
1− k · v′

ω

)
E + (v′ · E)k

ω

)
· ∇′

vf0

=
∂f0

∂vz

((
1− kxv

′
x

ω

)
Ez + (v′xEx + v′yEy)

kz

ω

)
+
∂f0

∂v⊥

((
1− kzv

′
z

ω

)(
Ex

v′x
v⊥
+ Ey

v′y
v⊥

)
+ vzEz

kx

ω

v′x
v⊥

)

=
(
∂f0

∂v⊥

(
1− kzvz

ω

)
+
∂f0

∂vz

kzv⊥
ω

)(
Ex

2
(ei(θ+Ωτ) + e−i(θ+Ωτ)) +

Ey

2i
(ei(θ+Ωτ) − e−i(θ+Ωτ))

)

+
( ∂f0

∂v⊥
kxvz

ω
− ∂f0

∂vz

kxv⊥
ω

)Ez

2
(ei(θ+Ωτ) + e−i(θ+Ωτ)) +

∂f0

∂vz
Ez

we find

f1(r,v, t) = − q

m
exp i(kxx+ kzz − ωt)

∑
mn

(
U
(Jn−1 + Jn+1

2

)
Ex − iU

(Jn−1 − Jn+1

2

)
Ey

+
(
W

Jn−1 + Jn+1

2
+
∂f0

∂vz
Jn

)
Ez

)
· Jm(a) exp(−i(m− n)θ)

i(kzvz − ω + nΩ)

where

U =
(
1− kzvz

ω

)
∂f0

∂v⊥
+
kzv⊥
ω

∂f0

∂vz
, (C.23)

W =
kxvz

ω

∂f0

∂v⊥
− kxv⊥

ω

∂f0

∂vz
, (C.24)

a =
kxv⊥
Ω

, Ω =
−qB
m

, (C.25)

and
Jn−1(a) + Jn+1(a)

2
=
nJn(a)

a
,

Jn−1(a)− Jn+1(a)
2

=
d
da

Jn(a).

Since f1 is obtained, the dielectric tensor K of hot plasma is reduced from (C.19) to

(K − I) · E =
i

ε0ω

∑
j

qj

∫
vfj1dv. (C.26)
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Since vx = v⊥ cos θ, vy = v⊥ sin θ, vz = vz, only the terms of ei(m−n)θ = e±iθ in fj1 can contribute
to x, y components of the integral (C.26) and only the term of ei(m−n)θ = 1 in fj1 can contribute
to z component of the integral (C.26) and we find:

K = I −
∑
j

Π2
j

ωnj0

∞∑
n=−∞

∫
dv

Sjn

kzvz − ω + nΩj
, (C.27)

Sjn =




v⊥(nJn
a )

2U −iv⊥(nJn
a )J

′
nU v⊥(nJn

a )Jn(∂f0

∂vz
+ n

aW )
iv⊥J ′

n(n
Jn
a )U v⊥(J ′

n)
2U iv⊥J ′

nJn(∂f0

∂vz
+ n

aW )
vzJn(nJn

a )U −iv⊥JnJ
′
nU vzJ

2
n(

∂f0

∂vz
+ n

aW )




where

Π2
j =

njq
2
j

ε0mj
.

When we use the relations

vzU − v⊥(∂f0

∂vz
+ nΩ

kxv⊥
W )

kzvz − ω + nΩ
= −vz

ω

∂f0

∂v⊥
+
v⊥
ω

∂f0

∂vz
,

∞∑
n=−∞

J2
n = 1,

∞∑
n=−∞

JnJ
′
n = 0,

∞∑
n=−∞

nJ2
n = 0 (J−n = (−1)nJn)

and replace n by −n, then eq.(C.27) is reduced to

K = I −
∑
j

Π2
j

ω

∞∑
n=−∞

∫
Tjn

v−1
⊥ Ujn

−1
j0

kzvz − ω − nΩj
dv − L

∑
j

Π2
j

ω2

(
1 +

1
nj0

∫
v2
z

v⊥
∂fj0

∂v⊥
dv

)
,

Tjn =


 v2

⊥(n
Jn
a )(n

Jn
a ) iv2

⊥(n
Jn
a )J

′
n −v⊥vz(nJn

a )Jn

−iv2
⊥J

′
n(n

Jn
a ) v2

⊥J
′
nJ

′
n iv⊥vzJ

′
nJn

−v⊥vzJn(nJn
a ) −iv⊥vzJnJ

′
n v2

zJnJn




where all the components of matrix L are zero except Lzz = 1. From the relations

Uj

kzvz − ω − nΩj
= − 1

ω

∂fj0

∂v⊥
+

1
ω(kzvz − ω − nΩj)

(
−nΩj

∂fj0

∂v⊥
+ kzv⊥

∂fj0

∂vz

)
,

∞∑
n=−∞

(J ′
n)

2 =
1
2
,

∞∑
n=−∞

n2J2
n(a)
a2

=
1
2

another expression of the dielectric tensor is obtained:

K=

(
1− Π2

j

ω2

)
I −

∑
j,n

Π2
j

ω2

∫
Tjn

kzvz − ω − nΩj

(−nΩj

v⊥
∂fj0

∂v⊥
+kz

∂fj0

∂vz

)
1
nj0
dv. (C.28)

Using

N ≡ k

ω
c

the dispersion relation (C.20) is given by

(Kxx −N2
‖ )Ex +KxyEy + (Kxz +N⊥N‖)Ez = 0,

KyxEx + (Kyy −N2)Ey +KyzEz = 0,
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(Kzx +N⊥N‖)Ex +KzyEy + (Kzz −N2
⊥)Ez = 0

where N‖ is z component of N (parallel to B ) and N⊥ is x component of N (perpendicular to
B ). The dispersion relation is given by equating the determinent of the coefficient matrix to
zero.

C.4 Dielectric Tensor of bi-Maxwellian Plasma

When the zeroth-order distribution function is bi-Maxwellian,

f0(v⊥, vz) = n0F⊥(v⊥)Fz(vz), (C.29)

F⊥(v⊥) =
m

2πκT⊥
exp

(
−mv2

⊥
2κT⊥

)
, (C.30)

Fz(vz) =
(

m

2πκTz

)1/2

exp

(
−m(vz − V )2

2κTz

)
(C.31)

we find (
−nΩj

v⊥
∂f0

∂v⊥
+kz

∂f0

∂vz

)
1
n0
= m

(
nΩj

κT⊥
− kz(vz − V )

κTz

)
F⊥(v⊥)Fz(vz).

Integration over vz can be done by use of plasma dispersion function Z(ζ). Plasma dispersion
function Z(ζ) is defined by:

Z(ζ) ≡ 1
π1/2

∫ ∞

−∞
exp(−β2)
β − ζ

dβ. (C.32)

Using following relations
∫ ∞

−∞
Fz

kz(vz − V )− ωn
dvz =

1
ωn

ζnZ(ζn),

∫ ∞

−∞
kz(vz − V )Fz

kz(vz − V )− ωn
dvz = 1 + ζnZ(ζn),

∫ ∞

−∞
(kz(vz − V ))2Fz

kz(vz − V )− ωn
dvz = ωn(1 + ζnZ(ζn)),

∫ ∞

−∞
(kz(vz − V ))3Fz

kz(vz − V )− ωn
dvz =

k2
z(κTz)
m

+ ω2
n(1 + ζnZ(ζn)),

ωn ≡ ω − kzV + nΩ,

ζn ≡ ω − kzV + nΩ
kz(2κTz/m)1/2

,

∫ ∞

0
J2

n(b
1/2x) exp

(
− x2

2α

)
xdx = αIn(αb)e−bα,

∞∑
n=−∞

In(b) = eb,
∞∑

n=−∞
nIn(b) = 0,

∞∑
n=−∞

n2In(b) = beb



C.5 Dispersion Relation of Electrostatic Wave 297

(where In(x) is nth modified Bessel function) the formula for the dielectric tensor of a bi-
Maxwellian plasma is obtained as follows:

K = I +
∑
i,e

Π2

ω2

(∑
n

(
ζ0Z(ζn)−

(
1− 1

λT

)
(1 + ζnZ(ζn))

)
e−bXn + 2η2

0λTL

)
, (C.33)

Xn =


 n2In/b in(I ′n − In) −(2λT)1/2ηn

n
αIn

−in(I ′n − In) (n2/b+ 2b)In − 2bI ′n i(2λT)1/2ηnα(I ′n − In)
−(2λT)1/2ηn

n
αIn −i(2λT)1/2ηnα(I ′n − In) 2λTη

2
nIn


 (C.34)

ηn ≡ ω + nΩ
21/2kzvTz

, λT ≡ Tz

T⊥
, b ≡

(
kxvT⊥
Ω

)2

,

α ≡ kxvT⊥
Ω

, v2
Tz ≡ κTz

m
, v2

T⊥ ≡ κT⊥
m

,

L matrix components are Lzz = 1 and all others are 0.

C.5 Dispersion Relation of Electrostatic Wave

When the electric field E of waves is expressed by electrostatic potential φ:

E = −∇φ
the waves is called electrostatic wave. In this section the dispersion relation of electrostatic wave
in hot plasma is described. Since ∂B1/∂t = ∇× E and

B1 = k × E/ω = 0

the dispersion relation is reduced from (10.92) to

k2
xKxx + 2kxkzKxz + k2

zKzz = 0. (C.35)

When K given by (C.33) is substituted in (C.35), we find:

k2
x + k2

z +
∑
i,e

Π2

ω2

[
k2

z2η
2
0λT +

∞∑
n=−∞

(
n2In
b

k2
x − (2λT)1/2ηn

n
b1/2

In2kxkz + 2λTη
2
nInk

2
z

)

×
(
η0Z(ζn)−

(
1− 1

λT

)
(1 + ζnZ(ζn))

)
e−b

]
= 0

where

ωn ≡ ω − kzV + nΩ,
∞∑

n=−∞
In(b) = eb,

ζn =
ωn

21/2kzvTz
, λT =

Tz

T⊥
,

ηn =
ω + nΩ
21/2kzvTz

,

b =
(kxvT⊥

Ω

)2

and

k2
x + k2

z +
∑
i,e

Π2

ω2

(
mω2

κT⊥
+

∞∑
n=−∞

mω2

κT⊥
In
(
ζ0Z(ζn)−

(
1− 1

λT

)
(1 + ζnZ(ζn))

)
e−b

)
= 0,
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k2
x + k2

z +
∑
i,e

Π2 m

κTz

(
1 +

∞∑
n=−∞

(
1 +

Tz

T⊥

(−nΩ
ωn

))
ζnZ(ζn)Ine−b

)
= 0. (C.36)

C.6 Dispersion Relation of Electrostatic Wave in Inhomogenous Plasma

Equation (C.36) is the dispersion relation of electrostatic wave in a homogenenous bi-Mawellian
plasma. When the density and temperature of the zeroth-order state change in the direction of
y, we must resort to (C.5),(C.21) and

E1 = −∇φ1,
∂B1

∂t
= −∇× E1 = 0,

−∇2φ1 =
1
ε0

∑
k

qk

∫
fk1dv, (C.37)

fk1 =
qk

mk

∫ t

−∞
∇′

rφ1(r′, t′) · ∇′
vfk0(r′,v′)dt′. (C.38)

The zeroth-order distribution function fk0 must satisfy eq.(C.12), or

vy
∂f0

∂y
−Ω(vy

∂

∂vx
− vx

∂

∂vy
)f0 = 0.

The solution of the equation for particle motion are α = v2
⊥, β = (vz − V )2, γ = y + vx/Ω.

Consequently f0(α, β, γ) satisfies (C.12) and we adopt the following zeroth order distribution
function

f0

(
v2
⊥, (vz − V )2, y +

vx

Ω

)
= n0

(
1 +

(
−ε+ δ⊥

v2
⊥

2v2
T⊥
+ δz

(vz − V )2

2v2
⊥z

)(
y +

vx

Ω

))

×
(

1
2πv2

T⊥

)(
1

2πv2
Tz

)1/2

exp

(
− v2

⊥
2v2

T⊥
− (vz − V )2

2v2
Tz

)
. (C.39)

The density gradient and temperature gradient of this distribution function are

1
n0

dn0

dy
= −ε+ δ⊥ +

δz
2
,

1
T⊥
dT⊥
dy

= δ⊥,

1
Tz

dTz

dy
= δz.

Let us consider the following perturbation:

φ1(r, t) = φ1(y) exp(ikxx+ ikzz − iωt).

Then the integrand becomes

∇′
rφ1 · ∇′

vf0 = (v′ · ∇′
rφ1)2

∂f0

∂α′ +
(
2ikz(v′z − V )

∂f0

∂β′ − 2ikzv
′
z

∂f0

∂α′ +
ikx

Ω

∂f0

∂γ′

)
φ1.

Using
dφ1

dt′
=
∂φ1

∂t′
+ (v′ · ∇′

rφ1) = −iωφ1 + v′ · ∇′
rφ1,

∫ t

v′ · ∇′
rφ1dt′ = φ1 + iω

∫ t

φ1dt′,
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α′ = α, β′ = β, γ′ = γ

we find that

f1 =
q

m

(
2
∂f0

∂α
φ1 +

(
2iω

∂f0

∂α
+ 2ikz(vz − V )

∂f0

∂β
− 2ikzvz

∂f0

∂α
+
ikx

Ω

∂f0

∂γ

)

×
∫ t

−∞
φ1(y′) exp(ikxx

′ + ikzz
′ − iωt′)dt′

)
(C.40)

and ∫ t

−∞
φ(r′, t′)dt′ =

∫ t

−∞
φ1(y′) exp(ikxx

′ + ikzz
′ − iωt′)dt′

= φ1(y) exp(ikxx+ ikzz − iωt) exp
(
−ikxv⊥

Ω
sin θ

)

×
∫ t

−∞
exp

(
ikxv⊥
Ω

sin(θ +Ωτ) + i(kzvz − ω)τ
)
dτ. (C.41)

Using the expansion

exp(ia sin θ) =
∞∑

m=−∞
Jm(a) exp imθ,

J−m(a) = (−1)mJm(a)

we write the integral as
∫ t

−∞
φ1(r′, t′)dt′

= φ1(r, t)
∞∑

n=−∞

i

ω − kzvz − nΩ (J
2
n(a) + Jn(a)Jn−1(a) exp iθ + Jn(a)Jn+1(a) exp(−iθ) + · · ·)

(C.42)

where a = kxv⊥/Ω. Substitution of the foregoing equation into eq.(C.40) gives

f1 =
q

m
φ1

[
2
∂f0

∂α
−
(
2(ω − kzvz)

∂f0

∂α
+ 2kz(vz − V )

∂f0

∂β
+
kx

Ω

∂f0

∂γ

)∑ (J2
n(a) + · · ·)

ω − kzvz − nΩ

]
. (C.43)

When this expression for f1 is substituted into eq.(C.37), we find the dispersion relation of
electrostatic wave in more general inhomogenous plasma as follows:(

k2
x + k2

z − ∂2

∂x2

)
φ1 = φ1

∑
j

q2
j

ε0mj

∫ ∫ ∫ [
2
∂f0

∂α

−
(
2(ω − kzvz)

∂f0

∂α
+ 2kz(vz − V )

∂f0

∂β
+
kx

Ω

∂f0

∂γ

)

×
∞∑

n=−∞

J2
n + JnJn−1 exp iθ + JnJn+1 exp(−iθ)

ω − kzvz − nΩ + · · ·
]

j

dθdv⊥dv⊥dvz. (C.44)

For |(k2
x + k2

z)φ1| � |∂2φ1/∂x
2|, eq.(C.44) is reduced to

(k2
x + k2

z)−
∑
j

Π2
j

1
n0j

∫ ∫ ∫
[ ]jdθdv⊥dv⊥dvz = 0.



300 C Derivation of Dielectric Tensor in Hot Plasma

By the same way as sec.C.3, this dispersion relation is reduced to

k2
x + k2

z +
∑
j

Π2
j

{
1
v2
Tz

+
∞∑

n=−∞
In(b)e−b

[(
1
v2
Tz

− 1
v2
T⊥

nΩ
ωn

)
ζnZ(ζn)− 1

v2
T⊥

n
kx

(
(ε+ δ⊥ − fn(b)δ⊥)

(
1 +

nΩ
ωn

ζnZ(ζn)
)

−δz
2

(
1 +

nΩωn

k2
zv

2
Tz

(1 + ζnZ(ζn))

))

+
1
v2
Tz

n
kx

(
(ε+ δz − fn(b)δ⊥)(1 + ζnZ(ζn))− δz

2

(
1 +

ω2
n

k2
zv

2
Tz

(1 + ζnZ(ζn))

))

+
kx

Ω

(
(ε− fn(b)δ⊥)

ζn
ωn

Z(ζn)− δz
2

ωn

k2
zv

2
Tz

(1 + ζnZ(ζn))

)]
n

}
j

= 0. (C.45)

Here we set y = 0 and used the following relations:

ωn = ω − kzV + nΩ,

∫ ∞

−∞
J2

n(b
1/2x) exp

(
−x2

2

)
· x

2

2
xdx = fn(b)In(b)e−b,

fn(b) ≡ (1− b) + bI ′n(b)/In(b).

When ε = δ⊥ = δz = 0, this dispersion relation becomes (C.36).
In the case of low frequency ω 	 |Ω|, we have ζn � 1 (n 
= 0), ζnZ(ζn) → −1 (n 
= 0) and

1 + ζnZ(ζn)→ −(1/2)ζ−2
n (n 
= 0). Then (C.45) reduces to

k2
x + k2

z +
∑
j

Π2
j

(
1
v2
Tz

+ I0(b)e−b

(
1
v2
Tz

(1 + ζ0Z(ζ0))− 1
v2
T⊥

+
kx

Ωω0
(ε− f0(b)δ⊥)ζ0Z(ζ0)− kx

Ωω0
δzζ

2
0 (1 + ζ0Z(ζ0))

))
j

= 0. (C.46)

The relation ∞∑
−∞

In(b)e−b = 1

was used. When vT⊥ = vTz = vT, δ⊥ = δz = 0, V = 0, we have familiar dispersion relation of
drift wave due to the density gradient as follows,

k2
x + k2

z +
∑
j

Π2
j

(
1
v2
T

+ I0(b)e−b

(
1
v2
T

ζ0Z(ζ0) +
kx

Ωω0
εζ0Z(ζ0)

))
j

= 0. (C.47)

We can usually assume be = 0 for electrons. (C.47) reduces to

0 = (k2
x + k2

z)
v2
Te

Π2
e

+ 1 + ζeZ(ζe)
(
1− ω∗

e

ω

)
+
ZTe

Ti

(
1 + I0(b)e−bζ0Z(ζ0)

(
1− ω∗

i

ω

))
, (C.48)

where

ω∗
e =

−kxεv
2
Te

Ωe
=

−kxεTe

eB

ω∗
i =

−kxεv
2
Ti

Ωi
=
kxεTi

ZeB
.

Note that the x direction is opposite to the electron drift velocity vde, y is the direction of
negative density gradient and the z is the direction of the magnetic field.
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Physical Constants, Plasma Parameters and Mathematical
Formula

c (speed of light in vacuum) 2.99792458 × 108 m/s (definition)
ε0 (dielectric constant of vacuum) 8.8541878 × 10−12 F/m
µ0 (permeability of vacuum) 1.25663706 × 10−6 H/m (= 4π × 10−7)
h (Planck′s constant) 6.6260755(40) × 10−34 Js
κ (Boltzmann′s constant) 1.380658(12) × 10−23 J/K
A (Avogadro′s number) 6.0221367(36) × 1023/mol(760 torr,0◦C, 22.4l)
e (charge of electron) 1.60217733(49) × 10−19 C
1 electron volt (eV) 1.60217733(49) × 10−19 J
mp (mass of proton) 1.6726231(10) × 10−27 kg
me (mass of electron) 9.1093897(54) × 10−31 kg
e/κ 11, 604 K/V
mp/me 1836
(mp/me)1/2 42.9
mec

2 0.5110 MeV

Units are MKS, κT/e in eV, lnΛ = 20 101/2 = 3.16

Πe =
(

nee
2

meε0

)1/2

= 5.64 × 1011
( ne

1020

)1/2

,
Πe

2π
= 8.98 × 1010

( ne

1020

)1/2

,

Ωe =
eB

me
= 1.76 × 1011B,

Ωe

2π
= 2.80 × 1010B,

−Ωi =
ZeB

mi
= 9.58 × 107 Z

A
B,

−Ωi

2π
= 1.52 × 107 Z

A
B,

νei‖ =
1

τei‖
=

niZ
2e4 lnΛ

51.6π1/2ε20m
1/2
e (κTe)3/2

= 2.9 × 109Z2

(
κTe

e

)−3/2
ni

1020
,

νii‖ =
1

τii‖
=

niZ
4e4 ln Λ

31/26πε20m
1/2
i (κTi)3/2

= 0.18 × 109 Z4

A1/2

(
κTi

e

)−3/2
ni

1020
,

νε
ie =

Z2nee
4 lnΛ

(2π)1/23πε20me
1/2(κTe)3/2

me

mi
= 6.35 × 106 Z2

A

(
κTe

e

)−3/2
ne

1020
,

λD =
(

ε0κT

nee2

)1/2

= 7.45 × 10−7

(
κTe

e

)1/2(
ne

1020

)−1/2

,

ρΩe = 2.38 × 10−6

(
κTe

e

)1/2 1
B

,

ρΩi = 1.02 × 10−4 1
Z

(
AκTi

e

)1/21
B

λei =
(

3κTe

me

)1/2 1
νei‖

= 2.5 × 10−4

(
κTe

e

)2(
ne

1020

)−1

,

λii =
(

3κTi

mi

)1/2 1
νii‖

= 0.94 × 10−4 1
Z4

(
κTi

e

)2(
ni

1020

)−1

,

vA =
(

B2

µ0nimi

)1/2

= 2.18 × 106 B

(Ani/1020)1/2
,

vTe =
(

κTe

me

)1/2

=4.19 × 105

(
κTe

e

)1/2

,

vTi =
(

κTi

mi

)1/2

=9.79 × 103

(
κTi

Ae

)1/2

,
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η‖ =
Ze2m

1/2
e lnΛ

51.6π1/2ε20(κTe)3/2
= 5.2 × 10−5Z lnΛ

(
κTe

e

)−3/2

,

Dcl =
meκTe

e2B2
νei⊥ = 3.3 × 10−2 Z

B

(
n

1020

)(
κTe

e

)−1/2

,

DB =
1
16

κTe

eB
,

(
Ωe

Πe

)2

=
ε0B

2

mene
=

(vA

c

)2 mi

me
=

κTe

mec2

2
βe

= 0.097B2

(
ne

1020

)−1

,

Nλ ≡ 4π

3
neλ

3
D = 1.73 × 102

(
κTe

e

)3/2(
ne

1020

)−1/2

,

β =
nκT

(B2/2µ0)
= 4.03 × 10−5 1

B2

(
κT

e

)(
n

1020

)
,

(
vTe

vA

)2

=
mi

2me
βe,

(
vTi

vA

)2

=
1
2
βi,

(
vA

c

)2

=
(

λD

ρΩe

)2
mene

mini
,

S number≡ τR

τH
=

(
µ0a

2

η

)(
B

µ0(nimi)1/2a

)
=2.6 × 103 aB(κTe/e)3/2

ZA1/2(n/1020)1/2
,

DB

Dcl
=

1
16

Ωe

νei⊥
,

Πe

νei‖
=

51.6π1/2

lnΛZ
neλ

3
D.
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a·(b × c)=b·(c × a)=c·(a × b),

a × (b × c) = (a · c)b − (a · b)c,

(a × b) · (c × d) = a · b × (c × d)

= a · ((b · d)c − (b · c)d)

= (a · c)(b · d) − (a · d)(b · c),

∇ · (φa) = φ∇ · a + (a · ∇)φ,

∇× (φa) = ∇φ× a + φ∇× a,

∇(a · b) = (a · ∇)b + (b · ∇)a

+a × (∇× b) + b × (∇× a),

∇ · (a × b) = b · ∇ × a − a · ∇ × b,

∇× (a × b) = a(∇ · b) − b(∇ · a)

+(b · ∇)a − (a · ∇)b,

∇×∇× a = ∇(∇ · a) −∇2a

(x, y, z coordinates only),

∇×∇φ = 0,

∇ · (∇× a) = 0,

r = xi + yj + zk,

∇ · r = 3, ∇× r = 0,

∫
V

∇φ · dV =
∫

S

φnda,

∫
V

∇ · adV =
∫

S

a · nda,

∫
V

∇× adV =
∫

S

n × ada,

∫
S

n ×∇φda =
∮

C

φds,

∫
S

∇× a · nda =
∮

C

a · ds.

cylindrical coordinates (r, θ, z)

ds2 = dr2 + r2dθ2 + dz2,

∇ψ =
∂ψ

∂r
i1 +

1
r

∂ψ

∂θ
i2 +

∂ψ

∂z
i3,

∇·F =
1
r

∂

∂r
(rF1) +

1
r

∂F2

∂θ
+
∂F3

∂z
,

∇× F =
(

1
r

∂F3

∂θ
− ∂F2

∂z

)
i1

+
(
∂F1

∂z
− ∂F3

∂r

)
i2 +

(
1
r

∂

∂r
(rF2) − 1

r

∂F1

∂θ

)
i3,

∇2ψ=
1
r

∂

∂r

(
r
∂ψ

∂r

)
+

1
r2
∂2ψ

∂θ2
+
∂2ψ

∂z2
,

spherical coordinates (r, θ, φ)

ds2 = dr2 + r2dθ2 + r2 sin2 θdφ2,

∇ψ=
∂ψ

∂r
i1+

1
r

∂ψ

∂θ
i2+

1
r sin θ

∂ψ

∂φ
i3,

∇ · F =
1
r2

∂

∂r
(r2F1)

+
1

r sin θ
∂

∂θ
(sin θF2) +

1
r sin θ

∂F3

∂φ
,

∇×F=
1

r sin θ

(
∂

∂θ
(sin θF3)− ∂F2

∂φ

)
i1

+
1
r

(
1

sin θ
∂F1

∂φ
− ∂

∂r
(rF3)

)
i2

+
1
r

(
∂

∂r
(rF2) − ∂F1

∂θ

)
i3,

∇2ψ =
1
r2

∂

∂r

(
r2
∂ψ

∂r

)
+

1
r2 sin θ

∂

∂θ

(
sin θ

∂ψ

∂θ

)

+
1

r2 sin2 θ

∂2ψ

∂φ2
.
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Index

(Numbers are of chapters, sections and subsections )

Absolute minimum-B field, 8.1a, 17.3b
Accessibility of lower hybrid wave, 12.5
Adiabatic heating, 2.5
Adiabatic invariant, 2.5
Alfvén eigenmodes, 14.2
Alfvén frequency gap, 14.2
Alfvén velocity, 5.4, 10.4a
Alfvén wave 5.4, 10.4a

compressional mode, 5.4, 10.4a
torsional mode, 5.4, 10.4a

Aspect ratio, 3.5
Average minimum-B field, 8.1b
Axial symmetry, 3.2, 3.4, 6.2

Ballooning instability, 8.5, 16.4 B.3
Ballooning representation, B.3
Banana, 3.5b

orbit, 3.5b, 7.2
width, 3.5b, 7.2

Banana region, 7.2
Bernstein wave, 12.4
Bessel function model, 17.1b
Beta ratio, 6.1

upper limit, 6.5, 6.6, 16.4
Bi-Maxwellian, 12.3
Biot-Savart equation, 3.1
Bohm diffusion, 7.3
Boltzmann’s equation, 4.2
Bootstrap current, 16.8d
Break even condition, 1.3
Bremsstrahlung, 1.3

Canonical variables, 3.3, 4.1
Carbon tiles, 16.5
Charge exchange, 2.6, 16.5
Charge separation, 3.5, 7.1a
Circular polarization, 10.2a
Circulating particle, 3.5a
Classical diffusion, 7.1a
CMA diagram, 10.3
Cold plasma, 10.1
Collisonal drift instability, 9.2
Collisional frequency, 2.6
Collisional region, 7.2
Collision time, 2.6
Conducting shell, 15.2a, 16.10
Conductive energy loss, 7.0
Confinement time

of cusp, 17.3a
of mirror, 17.3a
of stellarator, 17.2d
of tandem mirror, 17.3d
of tokamak, 16.6, 16.7

Connection length, 7.1a
Convective loss, 7.3, 17.2d
Coulomb collision, 2.6
Coulomb logarithm, 2.6
Cross section, 2.6

of Coulomb collision, 2.6
of nuclear fusion, 1.3

Cusp field, 17.3a, 3.4
Cutoff, 10.2b
Cyclotron damping, 11.3, 12.3
Cyclotron frequency, 2.3, 10.1
Cyclotron resonance, 10.4b

Debye length, 1.2
Debye shielding, 1.2
Degenerated electron plasma, 1.1
Deceleration time, 2.6

Diamagnetism, 6.1, 6.3
Dielectric constant, 3.1
Dielectric tensor

of cold plasma, 10.1
of hot plasma, 12.3, C.4

Diffusion, 7.1, 7.2, 7.3, 7.4
Diffusion coefficient, 7.1, 7.2, 7.3, 7.4
Diffusion tensor in velocity space,

16.8a
Dispersion relation

of cold plasma, 10.1
of electrostatic wave, 13.1, 13.4, C.5, C.6
of hot plasma, 12.3, 12.4, 12.5, 12.6

Disruptive instability, 16.3
Dissipative drift instability, 9.2
Distribution function in phase space, 4.1
Divertor, 16.5
Dragged electron, 16.8c
Dreicer field, 2.7
Drift approximation, 2.4
Drift frequency of ion and electron, 8.6, 9.2
Drift instability, 9.2, C.6
Drift velocity of guiding center, 2.4

curvature drift, 2.4
E cross B drift, 2.4
gradient B drift, 2.4

Dynamic friction, coefficient of, 16.8a

Effective collision frequency, 7.2
Electric displacement, 3.1
Electric intensity, 3.1
Electric polaization, 10.1
Electric resistivity, 2.8
Electron beam instability, 13.3
Electron cyclotron current drive, 16.8b
Electron cyclotron heating, 12.6
Electron cyclotron resonance, 10.3
Electron cyclotron wave, 10.4e
Electron plasma frequency, 2.2, 10.1
Electron plasma wave, 2.2
Electrostatic wave, 10.5, 12.5, C.5, C.6
Elliptic coil, 17.2b
Elongated plasma, 16.4
Energy confinement time, 7.0, 16.6, 16.7, 17.2d,

17.3a,17.3d
Energy density of wave in dispersive medium, 12.1
Energy integral, 8.2b, B.1, B.2, B.3
Energy principle, 8.2b
Energy relaxation time, 2.6
Energy-transport equation, 7.0, 16.6, A
Equation of continuity, 5.1
Equation of motion, 5.2
Equilibrium condition in tokamak, 6.1, 6.2, 6.3, 16.2
Equilibrium equation

in axially symmetric system, 6.2
Eta i (ηi) mode, 8.6
Euler’s equation, 8.3
Excitation of waves, 12.0
Extraordinary wave, 10.2a

Fast wave, 10.2a
Fermi acceleration, 2.5
Field particle, 2.6
Fishbone instability, 14.1
Fluctuation loss, 7.3
Flute instability, 8.1a
Fokker-Planck collision term, 4.1, 4.2
Fokker-Planck equation, 4.2
Fusion core plasma, 1.3
Fusion reactor, 1.3, 16.11

Galeev-Sagdeev diffusion coefficient, 7.2
Gradient-B drift, 2.4
Grad-Shafranov equation, 6.2
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Greenward normalized density, 16.3
Greenward-Hugill-Murakami parameter, 16.3
Group velocity, 12.1
Guiding center, 2.4
Gyro Bohm diffusion, 7.3

Hamiltonian, 3.3
Harris instability, 13.4
Heating

additional in tokamak plasma, 16.7
by neutral beam injection, 2.6, 16.7

Helical coil, 17.2a
Helical symmetry, 17.2a
Helical system, See Stellarator
Heliotron/torsatron, 17.2b
Hermite matrix, 12.1
Hermite operator, 8.2b
H mode, 16.7
Hohlraum target, 18.2
Hoop force, 6.3
Hybrid resonance, 10.3, 12.5

Ignition condition, 1.3
Implosion, 18.2
Inertial confinement, 18.1
Interchange instability, 8.1a
Intermediate region, 7.2
Internal (minor) disruption, 16.3
INTOR, 16.11
Ioffe bar, 17.3b
Ion cyclotron resonance, 10.2b
Ion cyclotron range of frequency (ICRF), 12.4
Ion cyclotron wave, 10.4b
Ion-ion hybrid resonance, 12.4
ITER, 16.11

Kaye and Goldston scaling, 16.6
Kink instability, 8.1d, 8.3a(iii)
Kruskal-Shafranov limit, 8.3a(iii)

Lagrangian formulation, 3.3
Landau amplification, 11.1
Landau damping, 11.1, 12.3
Langmuir wave, 2.2
Larmor radius, 2.3
Laplacian, 1.2
Laser plasma. See Inertial confinement, 18
Linearized equaion of magnetrohydrodynamics, 8.2
Line of magnetic force, 3.2
Liouville’s theorem, 4.1
Lithium blanket, 1.3
L mode, 16.6
Longitudinal adiabatic invariant, 2.5
Loss cone

angle, 2.5, 17.3d
instability, 17.3c(ii)

Loss time. See Confinement time
Lower hybrid resonant frequency, 10.4c
Lower hybrid current drive, 16.8a
Lower hybrid wave heating, 12.5
L wave, 10.2a

Macroscopic instability, 8.0
Magnetic axis, 3.5
Magnetic confinement, 14
Magnetic diffusion, 5.3
Magnetic fluctuation, 7.4
Magnetic helicity, 17.1b
Magnetic induction, 3.1
Magnetic intensity, 3.1
Magnetic moment, 2.5
Magnetic probe, 16.1
Magnetic Reynolds number, 5.3
Magnetic surface, 3.2

Magnetic viscosity, 5.3
Magnetic well depth, 8.1b
Magnetohydrodynamic (MHD) equations

of one fluid, 5.2
of two fluids, 5.1

Magnetohydrodynamic
instability, 8.0
instability in tokamak, 16.3
region, 7.2

Magnetoacoustic waves, 5.4
Major axis, 3.5
Major radius, 3.5
Mass defect, 1.3
Maxwell distribution function, 2.1
Maxwell equations, 3.1
Mean free path, 6.1
Microscopic instability, 13.0
Minimum-B field

absolute, 8.1a, 17.3b,
average, 8.1b
stability condition for flute, 8.1b

Minor axis, 3.5
Minor (internal) disruption, 16.3
Minor radius, 3.5
Mirnov coil, 16.1
Mirror field

condition of mirror confinement 2.5, 17.3a
Instabilities in, 17.3c

Mirror instability, 17.3c(iii)
Mode conversion, 12.0, 12.5

Negative ion source, 16.7
Negative dielectric constant, 13.3
Negative energy density, 13.3
Negative mass instability, 17.3c(iv)
Negative shear, 8.5, 16.7, 16.9d
Neoclassical diffusion

in helical field, 17.2c
of tokamak, 7.2

Neoclassical tearing mode, 16.9
Neutral beam injection (NBI), 2.6, 16.7
Neutral beam current drive, 2.6, 16.8c
Noncircular cross section, 16.4

Ohmic heating, 2.8, 5.3
Ohm’s law, 2.8
Open-end magnetic field, 17.3
Orbit surface, 3.6
Ordinary wave, 10.2a
Oscillating field current drive, 17.1d

Paramagnetism, 6.3
Particle confinement time. See also Confinement time
Particle orbit and mgnetic surface, 3.6
Pastukhov’s confinement time, 17.3d
Pellet gain, 18.1
Permeability, 3.1
Pfirsch-Schlüter current, 6.6
Pfirsch-Schlüter factor, 7.1a
Pitch minimum, 17.1b
Plasma dispersion function, 12.3
Plasma parameter, 1.2
Plateau region, 7.2
Poisson’s equation, 3.2
Polarization, 10.2
Poloidal beta ratio, 6.3
Poloidal field, 3.5
Poynting equation, 12.1
Poynting vector, 12.1
Pressure tensor, A

Quasi-linear theory of distribution function, 11.4

Radiation loss, 1.3, 16.6



Index 307

Rayleigh-Talor instability, 8.1a
Ray tracing, 12.2
Relaxation process, 17.1b
Resistive drift instability, 9.2
Resistive instability, 9.1
Resistive wall mode, 16.10
Resonance, 10.2b
Resonant excitation, 12.0
Reversed field pinch (RFP), 17.1

configurations, 17.1a
relaxation, 17.1b

Reversed shear configuration, See Negatve shear
Rotational transform angle 3.5

of helical field, 17.2a
of tokamak, 3.5, 16.4

Runaway electron, 2.7
R wave, 10.2

Safety factor, 6.5, 8.3a(iii), 9.1, 16.4
Sausage instability, 8.1c
Scalar potential, 3.1
Scrape off layer, 16.5
Self-inductance of plasma current ring, 6.3
Separatrix, 16.5, 17.2
Sharfranov shift, 8.5
Shear, 8.3c
Sheared flow, 16.7
Spherical tokamak, 15
Slowing down time of ion beam, 2.6
Slow wave, 10.2a
Small solution, 8.3c
Specific resistivity, 2.8
Specific volume, 8.1b
Sputtering, 16.5
Stability of diffuse-boundary current configuration,

8.3a(iii)
Stability of local mode in torus, 17.1b
Stellarator,

confinement experiments in, 17.2d
devices, 17.2b
field, 17.2a
neoclassical diffusion in, 17.2c
rotational transform angle of, 17.2a
upper limit of beta ratio of, 6.6

Stix coil, 12.4
Strongly coupled plasma, 1.2
Superbanana, 17.2c
Supershot, 16.7
Suydam’s criterion, 8.3c

Tandem mirror, 17.3d
Torsatron/heliotron, 17.2b
Tearing instability, 9.1
Test particle, 2.6
Thermal conductivity, 7.0, 16.5
Thermal barrier, 17.3d
Thermal energy of plasma, 1.3, 16.11
Thermal flux, 7.0
Tokamak 16

conducting shell, 16.2a
confinement scaling, 16.6, 16.7
devices, 16.1
equilibrium condition, 6.2, 16.2
impurity control, 16.5
MHD stability, 16.3
neoclassical diffusion in, 7.2
poloidal field in, 6.4
reactor, 16.11

Toroidal Alfvén eigenmode, 14.2
Toroidicity induced Alfvén eigenmode, 14.2
Toroidal coordinates, 6.3
Toroidal drift, 3.5
Transit-time damping, 11.2, 12.3
Translational symmetry, 3.3

Transport barrier, 16.7
Transversal adiabatic invariant, 2.5
Trapped particle, 3.5b see banana
Trapped particle instability, 13.4
Triangularity of plasma cross section, 16.4, 16.11
Troyon factor, 16.4
Two stream instability, 13.2

Untrapped particles, 3.5a
Upper hybrid resonant frequency, 10.4d

Vector potential, 3.1
Velocity diffusion time, 2.6
Velocity space distribution function, 2.1
Velocity space instability, 13.0
VH mode, 16.7
Virial theorem, 6.7
Vlasov’s equation, 4.2

Wall mirror ratio, 16.3b
Ware pinch, 3.7
Wave

absorption, 12.2
propagation, 12.0, 12.2

Wave heating
electron cyclotron, 12.6
in ion cyclotron range, 12.4
lower hybrid, 12.5

Whistler instability, 17.3c(v)
Whistler wave, 10.4e
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