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PREFACE

A centenary after Einstein’s annus mirabilis it is timely to reconsider the foundations

of physical theories. Quantum mechanics, our best theory, works wherever it has

been applied, in fields ranging from the solid state and quantum chemistry to high

energy physics and the early Universe. Its most modern application is Quantum

String Theory.

Despite all the success, there remains the old question: what is this theory ac-

tually stands for? On the foundational level, it has come hardly much further than

the Feynman quote “nobody understands quantum mechanics”. Up to this date,

quantum effects such as uncertainty, interference and entanglement have become

experimental facts, but their explanation remains puzzling. It was Einstein’s dream

that one day quantum theory would appear to arise from physics at a deeper level,

more precisely, as the statistics of such a world.

Indeed, none of the present theories is capable to describe, even in principle, in-

dividual measurements or individual events. Though it was long agreed that “such

questions should not be posed” their relevance is getting more and more acknowl-

edged. In its July 2005 issue, the journal Science selects among the Top 25 questions

that face scientific inquiry over the next quarter-century: Do Deeper Principles Un-

derlie Quantum Uncertainty and Nonlocality?, together with the probably related

questions What is the Universe Made of? and Can the Laws of Physics be Unified?

During the last couple of years various new results have been reported sup-

porting the possibility of an underlying more deterministic structure: Various argu-

ments in favor of the statistical interpretation of quantum mechanics, deriving rather

than postulating the von Neumann collapse and the Born rule, loopholes in non-

locality arguments, quantum gravity approaches, demonstration of the compatibility

of quantum theory and contextual Kolmogorov probability theory, Bohmian me-

chanics, stochastic electrodynamics, collapse models, the Empiricist interpretation

of quantum mechanics, occurrence of entanglement in classical physics. Stochastic

optics has proposed a local and realistic explanation of entanglement for experi-

ments with photons. Intriguing ideas have been published comparing over-extremal

Kerr-Newman solutions in electrogravity with charged, spinning elementary parti-

cles, which invites to consider topological features of these solutions.

Some of these questions may lead to tests in quantum optics, where entangled

Bell-pairs are routinely made.
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A workshop that would put together and compare these many different ap-

proaches was deemed very timely. Progress can be hoped for by combining the

insights from the communities of the quantum gravity and statistical/empirical in-

terpretations of quantum mechanics with the communities from Stochastic Electro-

dynamics, Stochastic Optics, Stochastic Collapse and Bohm, to focus on questions

such as: Problems and paradoxes in ordinary quantum mechanics and quantum field

theory, including quantum state reduction in relativistic quantum theory; Is there

experimental evidence to go beyond the ordinary quantum theory? What have we

learned from quantum gravity and string theory for these problems? Such questions

were confronted to experimental, mathematical and philosophical insights, and these

proceedings are a written testimony of this confrontation.

In the opening address of the workshop it was stressed that individual measure-

ments give individual outcomes. The statistics of the outcomes of measurements

is described by quantum theory. But since it is the task of theoretical physicists

to describe Nature, they have to find a theoretical description for the underlying

individual events.

To open the proceedings, we may recall the last opening words of the workshop:

Bohr

closed the door

but we now open the floor

for the quantum and much more

Theo M. Nieuwenhuizen, Roger Balian, Ana Maŕıa Cetto,

Gerard ’t Hooft and Andrei Yu. Khrennikov



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

vii

Walter Philipp presenting his “Beyond the Quantum” lecture, May 2006.
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In Memoriam: Walter Philipp (1936–2006)

Walter Philipp was born on Dec. 14, 1936 in Vienna, Austria. He spent most of his

scientific carreer in Urbana, Illinois but kept close contacts always with his friends

in the mathematics department of Vienna. He worked hard and made friends easily.

During the last decade of his life, Walter took up one of the central problems of

quantum mechanics, the Bell inequality. He demanded a clear-headed and critical

analysis of the statistics surrounding this important result, because he found the

standard treatments deficient in fundamental aspects. Throughout the years, his

insights became deeper and his arguments simpler, drawing others closer to his

perspective.

As a person, Walter was easy going and a wise father. He understood well that

it would take time before others joined his insights and was always willing to review

in detail any aspect of his thinking with others. Walter loved to walk. In view of

his age, this was remarkable: with big steps he would easily outwalk others decades

younger than himself. Walter always talked about his hiking trips in his beloved

motherland, Austria. It was here, during his last trip, where he passed away on

July 19, 2006, shortly after having participated in the Lorentz workshop “Beyond

the Quantum” in Leiden.

Walter will be missed for his positive, pleasant and cheerful character and will-

ingness to transmit mathematical knowledge to others.

Karl Hess, Gregg Jaeger, Andrei Khrennikov and Theo Nieuwenhuizen.
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THE MATHEMATICAL BASIS FOR DETERMINISTIC QUANTUM

MECHANICS

G. ’t HOOFT

Institute for Theoretical Physics,Utrecht University,
Leuvenlaan 4, 3584 CC Utrecht, the Netherlands, and

Spinoza Institute
Postbox 80.195, 3508 TD Utrecht, the Netherlands

E-mail: g.thooft@phys.uu.nl

If there exists a classical, i.e. deterministic theory underlying quantum mechanics, an
explanation must be found of the fact that the Hamiltonian, which is defined to be the
operator that generates evolution in time, is bounded from below. The mechanism that
can produce exactly such a constraint is identified in this paper. It is the fact that not
all classical data are registered in the quantum description. Large sets of values of these
data are assumed to be indistinguishable, forming equivalence classes. It is argued that
this should be attributed to information loss, such as what one might suspect to happen
during the formation and annihilation of virtual black holes.

The nature of the equivalence classes is further elucidated, as it follows from the
positivity of the Hamiltonian. Our world is assumed to consist of a very large number
of subsystems that may be regarded as approximately independent, or weakly interacting
with one another. As long as two (or more) sectors of our world are treated as being
independent, they all must be demanded to be restricted to positive energy states only.
What follows from these considerations is a unique definition of energy in the quantum
system in terms of the periodicity of the limit cycles of the deterministic model.

Keywords: Quantum mechanics; Information loss; Hamiltonian; Deterministic model.

1. Introduction

There may exist different versions of deterministic theories underlying Quantum Me-

chanics, usually referred to as “hidden variable theories”. For instance, one may or

may not assume the occurrence of information loss at tiny distance scales. One may

suspect some sort of cellular automaton or a classical system of continuous fields, or

even classical loops, D-branes, or whatever. Instead of quantizing such systems in

the usual manner, we here consider what we will refer to as pre-quantization. With

this term we mean that the physical system is not modified, as in usual quantiza-

tion schemes, which depend on a new constant ~, but only rephrased in a language

suitable for quantum mechanical manipulations at a later stage.

Pre-quantization may be useful when complex systems are handled probabilis-

tically. The probability distribution W is then re-written as the absolute square of

a wave function. The wave function obeys all the axioms of conventional quantum
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mechanics, allowing us to perform all the mathematical tricks known from Quan-

tum Mechanics and Quantum Field Theory, such as group representation theory

and renormalization group transformations.

We suspect that our world can be understood by starting from a pre-quantized

classical, or ‘ontological’, system. However, a serious difficulty is then encountered:

one indeed gets Quantum Mechanics, but the Hamiltonian is not naturally bounded

from below. If time would be assumed to be discrete, the Hamiltonian eigenvalues

would turn out to be periodic, so one might limit oneself to eigenvalues E with

0 ≤ E < 2π/δt, where δt is the duration of a fundamental time step, but then

the choice of a vacuum state is completely ambiguous, unlike the situation in the

real world that one might want to mimic. If time is continuous, the Hamiltonian

eigenvalues tend to spread over the real line, from −∞ to ∞.

In realistic theories, one therefore must impose a “superselection rule”, project-

ing out a subspace of Hilbert space where all energies are non-negative. How exactly

to do this will be described here. At first sight, the freedom to choose phase factors

in wave functions allows one to make such a selection without loss of generality. This

observation, however, is not the solution to the positivity problem of the Hamilto-

nian, since positivity must also be demanded to hold for subsystems, and when such

systems interact, the suppression of negative energy states might cause the violation

of unitarity, or locality, or both.

In this paper, we derive the plausibility of our assumptions from first principles.

First, the formalism is displayed in Section 2. Deterministic systems are shown to

be accessible by quantum mechanical procedures, although this does not turn them

into acceptable quantum mechanical models just yet, because the Hamiltonian is

not bounded from below. Then, we demonstrate that the most basic building blocks

of any deterministic theory consists of units that would evolve with periodicity if

there were no interaction (Section 3). We use the empirically known fact that the

Hamiltonians are all bounded from below both before introducing the interaction

and after having included the interaction. This necessitates our introduction of

equivalence classes (Section 4), such that neither the quantum mechanical nor the

macroscopic observer can distinguish the elements within one equivalence class, but

they can distinguish the equivalence classes.

This procedure is necessary in particular when two systems are considered to-

gether prior to considering any interaction. We are led to the discovery that, besides

the Hamiltonian, there must be a classical quantity E that also corresponds to en-

ergy, and is absolutely conserved as well as positive (Section 5). It allows us to define

the equivalence classes. We end up discovering a precise definition of the quantum

wave function for a classical system (both amplitude and phase), and continue our

procedure from there.

Physical and intuitive arguments were displayed in Ref.1 In that paper, it was

argued that any system with information loss tends to show periodicity at small

scales, and quantization of orbits. It was also argued that some lock-in mechanism

was needed to relate the Hamiltonian with an ontologically observable quantity E
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that is bounded from below. The lock-in mechanism was still not understood; here

however we present the exact mathematical treatment and its relation to informa-

tion loss. Interaction can be introduced in a rather direct manner (Section 6), by

assuming energy not to be directly additive, but then it is difficult to understand

how different energy sectors of the theory can be related to one another.

A more satisfactory picture emerges if one realizes that energy is not directly

locally observable, but determined by the periods of the limit cycles. This is ex-

plained in Section 7. We think that this interpretation is imperative, and it sheds

an interesting new light on the phenomenon we call quantum mechanics. After a

discussion of our results (Section 8) an appendix follows in which we discuss the

‘random automaton’. It allows us to estimate the distribution of its limit cycles,

though we immediately observe that the quantum models it generates are not real-

istic because the energy will not be an extensive quantity. The deterministic models

that might reproduce observed quantum field systems must be very special.

This paper was written while these facts were being discovered, so that it rep-

resents an original train of thought, which may actually be useful for the reader.

2. Variables, Beables and Changeables

Any classical, deterministic system will contain some set of degrees of freedom ~q

that follow some orbit ~q(t) in time. Time might be defined as a discrete variable or

a continuous one, but this distinction is not as fundamental as one might think. If

time is discrete, then the set ~q will have to include a clock that gives a tick at every

time step tn = n δt, or,

d

dt
qclock = 1 ; (1)

qi → q′i(~q) at qclock = 0 mod δt , ∀i 6= clock . (2)

It is not difficult to ascertain that this is just a special case of a more general

equation of motion,

d

dt
~q = ~f(~q) . (3)

For simplicity we therefore omit specific references to any clocka. In general, the

orbit ~q(t) will be dictated by an equation of motion of the form (3).

In the absence of information loss, this will correspond to a Hamiltonian

H =
∑

i

pifi(~q) + g(~q) , (4)

where pi = −i∂/∂qi is the quantum momentum operator. It will be clear that the

quantum equations of motion generated by this Hamiltonian will exactly correspond

aThus, we do, as yet, use an absolute notion of time. Special and general relativistic transformations
are left for future studies.



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

6 G. ’t Hooft

to the classical equation (3). The function g(~q) is arbitrary, its imaginary part being

adjusted so as to ensure hermiticity:

H −H† = −i~∇ · ~f(~q) + 2 i Im(g(~q)) = 0 , (5)

Any observable quantity A(~q), not depending on operators such as pi, and there-

fore commuting with all qi, will be called a beable. Through the time dependence

of ~q, the beables will depend on time as well. Any pair of beables, A and B, will

commute with one another at all times:

[A(t1), B(t2)] = 0 , ∀ t1, t2 . (6)

A changeable is an operator not commuting with at least one of the qi’s. Thus, the

operators pi and the HamiltonianH are changeables. Using beables and changeables

as operators,1 we can employ all standard rules of quantum mechanics to describe

the classical system (3). At this point, one is tempted to conclude that the classical

systems form just a very special subset of all quantum mechanical systems.

This, however, is not quite true. Quantum mechanical systems normally have a

Hamiltonian that is bounded from below; the Hamiltonian (4) is not. At first sight,

one might argue that all we have to do is project out all negative energy states1.2 We

might obtain a physically more interesting Hilbert space this way, but, in general,

the commutator property (6) between two beables is lost, if only positive energy

states are used as intermediate states. As we will see, most of the beables (6) will

not be observable in the quantum mechanical sense, a feature that they share with

non-gauge-invariant operators in more conventional quantum systems with Yang-

Mills fields. The projection mechanism that we need will be more delicate. As we

will see, only the beables describing equivalence classes will survive as quantum

observables.

We will start with the Hamiltonian (4), and only later project out states. Before

projecting out states, we may observe that many of the standard manipulations

of quantum mechanics are possible. For instance, one can introduce an integrable

approximation f
(0)
i (~q) for the functions fi(~q), and write

fi(~q) = f
(0)
i (~q) + δfi(~q) , (7)

after which we do perturbation expansion with respect to the small correction terms

δfi. However, the variation principle in general does not work at this level, because

it requires a lowest energy state, which we do not have.

3. The Harmonic Oscillator

We assume that a theory describing our world starts with postulating the existence

of sub-systems that in some first approximation evolve independently, and then are

assumed to interact. For instance, one can think of independent local degrees of

freedom that are affected only by their immediate neighbors, not by what happens

at a distance, baring in mind that one may have to expand the notion of immediate
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neighbors to include variables that are spatially separated by distances of the order

of the Planck length. Alternatively, one may think of elementary particles that, in

a first approximation, behave as free particles, and are then assumed to interact.

Temporarily, we switch off the interactions, even if these do not have to be small.

Every sub-system then evolves independently. Imagine furthermore that some form

of information loss takes place. Then, as was further motivated in Ref.,1 we suspect

that the evolution in each domain will become periodic.

Thus, we are led to consider the case where we have one or more independent,

periodic variables qi(t). Only at a later stage, coupling between these variables will

have to be introduced in order to make them observable to the outside world. Thus,

the introduction of periodic variables is an essential ingredient of our theory, in

addition to being just a useful exercise.

Consider a single periodic variable:

∂q

∂t
= ω , (8)

while the state {q = 2π} is identified with the state {q = 0}. Because of this

boundary condition, the associated operator p = −i∂/∂q is quantized:

p = 0, ±1, ±2, · · · . (9)

The inessential additive coefficient g(q) of Eq. (4) here has to be real, because of

Eq. (5), and as such can only contribute to the unobservable phase of the wave

function, which is why we permit ourselves to omit it:

H = ω p = ω n ; n = 0, ±1, ±2, · · · . (10)

If we would find a way to dispose of the negative energy states, this would just

be the Hamiltonian of the quantum harmonic oscillator with internal frequency ω

(apart from an inessential constant 1
2ω).

Theorem 3.1.

Consider any probability distribution W (q) that is not strictly vanishing for any

value of q, that is, a strictly positive, real function of q. Then a complex wave

function ψ(q) can be found such that

W (q) = ψ∗(q)ψ(q) , (11)

and ψ(q) is a convergent linear composition of eigenstates of H with non-negative

eigenvalues only.

The proof is simple mathematics. Write

ψ(q) = exp(α(q) + iβ(q)) , z = eiq . (12)

Choose α+iβ to be en entire function within the unit circle of z. Then an elementary

exercise in contour integration yields,

α(q) =
1

2
log(W (q)) ; β(q) = β0 −P

∮
dq′

2π
1 +

cos(q′ − q)
sin(q′ − q) α(q′) , (13)
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where P stands for the principal value, and β0 is a free common phase factor. In

fact, Eq. (13) is not the only function obeying our theorem, because we can choose

any number of zeros for ψ(z) inside the unit circle and then again match (11). One

concludes from this theorem that no generality in the function W is lost by limiting

ourselves to positive energy eigenfunctions only.

In fact, we may match the function W with a wave function ψ that has a zero of

an arbitrary degree at the origin of z space. This way, one can show that the lowest

energy state can be postulated to be at any value of E.

In this paper, however, we shall take a different approach. We keep the negative

energy states, but interpret them as representing the bra states 〈ψ|. These evolve

with the opposite sign of the energy, since 〈ψ(t)| = e+iHt〈ψ(0)|. As long as we keep

only one single periodic variable, it does not matter much what we do here, since

energy is absolutely conserved. The case of two or more oscillators is more subtle,

however, and this we consider in the next section.

In this bra-ket formalism, it will be more convenient to tune the energy of the

lowest ket state at 1
2ω. The kets |n〉 and bras 〈n| have En = (n + 1

2 )ω. The time

evolution of the bras goes as if En = −(n + 1
2 )ω, so that we have a sequence of

energy values ranging from −∞ to ∞.

4. Two (or more) Harmonic Oscillators

As was explained at the beginning of Section 3, we expect that, when two periodic

variables interact, again periodic motion will result. This may seem to be odd. If

the two periods, ω1 and ω2 are incommensurate, an initial state will never exactly

be reproduced. Well, this was before we introduced information loss. In reality,

periodicity will again result. We will show how this happens, first by considering the

quantum harmonic oscillators to which the system should be equivalent, according

to Section 3, and then by carefully interpreting the result.

In Fig. 1, the states are listed for the two harmonic oscillators combined. Let their

frequencies be ω1 and ω2. The kets |n1, n2〉 = |n1〉|n2〉 have n1 ≥ 0 and n2 ≥ 0, so

they occupy the quadrant labelled I in Fig. 1. The bra states, in view of their time

dependence, occupy the quadrant labelled III . The other two quadrants contain

states with mixed positive and negative energies. Those must be projected away.

If we would keep those states, then any interaction between the two oscillators

would result in inadmissible mixed states, in disagreement with what we know

of ordinary quantum mechanics. So, although keeping the bra states is harmless

because total energy is conserved anyway, the mixed states must be removed. This

is very important, because now we see that the joint system cannot be regarded

as a direct product. Some of the states that would be allowed classically, must be

postulated to disappear. We now ask what this means in terms of the two periodic

systems that we thought were underlying the two quantum harmonic oscillators.

First, we wonder whether the spectrum of combined states will still be discrete.

The classical, non interacting system would only be periodic if the two frequencies
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IVIII

II I

2

1

3,1

5,3

1,11,3

Fig. 1. Combining two harmonic oscillators. Tilted lines show sequences of spectral states again
associated to harmonic oscillators. For further explanation, see text.

have a rational ratio: pω1−q ω2 = 0, where p and q are relative primes. The smallest

period would be T = 2πq/ω1 = 2πp/w2, so that we would expect equally spaced

energy levels with spacings ω1/q = ω2/p. Indeed, at high energies, we do get such

spacings also in the quantum system, with increasing degeneracies, but at lower

energies many of these levels are missing. If the frequencies have an irrational ratio,

the period of the classical system is infinite, and so a continuous spectrum would

have to be expected.

When two quantum harmonic oscillators are considered together, this does not

happen. The spectrum is always discrete. In Fig. 1, it is indicated how to avoid

having missing states and variable degeneracies. We see that actually full series of

equally spaced energy levels still exist:

At any given choice of a pair of odd relative primes p and q, we have

a unique series of bra- and ket states with energies ωpq(n + 1
2 ), with

ωpq = pω1 + q ω2.

It is easy to see that these sequences are not degenerate, that all odd relative

prime pairs of integers (p, q) occur exactly once, and that all states are represented

this way:

En1, n2 = (n1 +
1

2
)ω1 + (n2 +

1

2
)ω2 = (n+

1

2
)(pω1 + q ω2) ; (14)

2n1 + 1

2n2 + 1
=
p

q
. (15)

Some of these series are shown in the Figure.

We see that, in order to reproduce the quantum mechanical features, that is,

to avoid the unphysical states where one energy is positive and the other negative,

we have to combine two periodic systems in such a way that a new set of periodic

systems arises, with frequencies ωpq. Only then can one safely introduce interactions

of some form. Conservation of total energy ensures that the bra and ket states cannot
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mix. States where one quantum oscillator would have positive energy and one has

negative energy, have been projected out.

But how can such a rearrangement of the frequencies come about in a pair

of classical periodic systems? Indeed, why are these frequencies so large, and why

are they labelled by odd relative primes? In Fig. 2 the periodicities are displayed

in configuration space, {q1, q2}. The combined system evolves as indicated by the

arrows. The evolution might not be periodic at all. Consider now the (5, 3) mode.

We can explain its short period T53 = 2π/ω53 only by assuming that the points

form equivalence classes, such that different points within one equivalence class are

regarded as forming the same ‘quantum’ state. If all points on the lines shown in

Fig. 2 (the ones slanting downwards) form one equivalence class, then this class

evolves with exactly the period of the oscillator whose frequency is ω53.

2

1

T53

Fig. 2. The equivalence class for oscillators in the case (p, q) = (5, 3). Lines with arrows pointing
right and up: time trajectories of individual points. Solid and broken lines going downwards: (part

of) the (5, 3) equivalence class at t = 0. For further explanation, see text.

In principle, this equivalence class can be formed in one of two ways: the infor-

mation concerning the location of a point on this line is lost, either because there

is an inherent information loss mechanism, implying that two different states may

actually evolve to become the same state, or it could simply be that this information

cannot be transmitted to macroscopically observable quantities. One could imagine

a renormalization group technique that relates microscopic states to states at much

larger distance scales. Not all data are being faithfully transmitted in the procedure.

This latter option will later be dismissed as being impractical; it is highly revealing

to assume explicit information loss.

For the time being, imagine that information loss takes place by means of pro-

cesses that are random, uncontrollable or impossible to follow in detail, that cause

our data point to fluctuate along the line of its equivalence class. The line itself

moves with the deterministic speed of the original oscillators.

Observe in Figure 2 that, in case (p, q) = (5, 3), due to these fluctuations, five

points of system 1 alone now form a single equivalence class, and three points in

system 2. This is because we have assigned 5 quanta of energy to system 1 for every
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three quanta of energy of system 2. More generally, we could represent this situation

with the wave function

ψpq = ei (n+ 1
2 ) (p q1+q q2−ωpqt) e−

1
2 i(q1+q2) , (16)

where both variables q1,2 were taken to be periodic with periods 2π. The (p, q)

equivalence classes appear to be defined by the condition

p q1 + q q2 = Constant , (17)

and this means that the n-dependent part of the wave function (16) has a the same

phase all over the entire equivalence class, if we may assume that the second term

in Eq. (16), arising from the vacuum fluctuations 1
2 ω t, may be ignored.

To describe the equivalence classes it is helpful to introduce time variables ta for

the subsystems a = 1, 2, · · · in terms of their unperturbed evolution law, qa = ωata.

Then, writing E1 = pω1 , E2 = q ω2, one can characterize the equivalence classes

as

E1 δ t1 + E2 δ t2 = 0 , (18)

which means that the reactions that induce information loss cause qa to speed up

or slow down by an amount ±δ ta obeying this equation. One can easily generalize

this result for many coexisting oscillators. They must form equivalence classes such

that fluctuating time differences occur that are only constrained by
∑

a

Ea δ ta = 0 , (19)

which also are the collections of points that have the same phase in their quantum

wave functions. We conclude that, in the ontological basis {|~q 〉}, all states |~q 〉
which have the same phase in the wave function 〈~q|ψ〉 (apart from a fixed, time

independent term), form one complete equivalence class.

5. Energy and Hamiltonian

In the previous section, it was derived that the energies of the various oscillators

determine the shape of the equivalence classes that are being formed. However, this

would require energy to be a beable, as defined in Section 2. Of course, the Hamil-

tonian, being the generator of time evolution, cannot be a beable. It is important

to notice here, that the parameters p and q defining the equivalence classes as in

Section 4, are not exactly the energies of q1 and q2; the Hamiltonian eigenvalues are

H1 = (n+
1

2
)pω1 ; H2 = (n+

1

2
)q ω2 , (20)

with a common integral multiplication factor n + 1
2 . This n indeed defines the

Hamiltonian of the orbit of the equivalence class. Generalizing this, the relation

between the energies Ei in Eqs. (18) and (19) and the Hamiltonian H , is

H = (n+
1

2
)E , (21)
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where n defines the evolution of a single clock that monitors the evolution of the

entire universe.

Now that the relative primes p and q have become beables, we may allow for

the fact that the periods of q1 and q2 depend on p and q as a consequence of some

non-trivial interaction. But there is more. We read off from Fig. 2, that p points

on the orbit of q1 in fact belong to the same equivalence class. Assuming that the

systems 1 and 2 that we started off with, had been obtained again by composing

other systems, we must identify these points. But this forces us to redefine the

original periods by dividing these by p and q, respectively, and then we end up with

two redefined periodic systems that are combined in the one and only allowed way:

p = q = 1 . (22)

Only a single line in Fig. 1 survives: the diagonal.

The picture that emerges is the following. We are considering a collection of

variables qa, each being periodic with different periods Ta = 2π/ωa. They each

are associated with a positive beable Ea, such that Ea = ωa. The interactions

will be such that the total energy E =
∑
aEa is conserved. Now as soon as these

variables are observed together (even if they do not interact), an uncontrollable

mixing mechanism takes place in such a way that the variables are sped up or

slowed down by time steps δta obeying Eq. (19), so that, at any time t, all states

obeying
∑

a

Eata =
(∑

a

Ea

)
t , (23)

form one single equivalence class.

The evolution and the mixing mechanism described here are entirely classical,

yet we claim that such a system turns into an acceptable quantum mechanical theory

when handled probabilistically. However, we have not yet introduced interactions.

6. Interactions

We are now in a position to formulate the problem of interacting systems. Consider

two systems, labelled by an index a = 1, 2. System a is characterized by a variable

qa ∈ [ 0, 2π) and a discrete index i = 1, · · · , Na, which is a label for the spectrum

of states the system can be in. Without the interaction, i stays constant. Whether

the interaction will change this, remains to be seen.

The frequencies are characterized by the values Eia = ωia, so that the periods are

T ia = 2π/ωia. Originally, as in Section 4, we had ωia = paωa, where p1 = p and p2 = q

were relative primes (and both odd), but the periods ωa are allowed to depend on

pa, so it makes more sense to choose a general spectrum to start with.

The non-interacting parts of the Hamiltonians of the two systems, responsible

for the evolution of each, are described by

H0
a |na, i〉 = (na +

1

2
)Eia|na, i〉 , (24)
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where the integer na = −∞, · · · , +∞ is the changeable generating the motion

along the circle with angular velocity ωa. We have

na = −i∂/∂qa . (25)

The total Hamiltonian describing the evolution of the combined, unperturbed,

system is not H0
1 +H0

2 , but

H0
tot = (ntot +

1

2
)(Ei1 +Ej2) , (26)

where i, j characterize the states 1 and 2, but we have a single periodic variable

qtot ∈ [ 0, 2π), and

ntot = −i∂/∂qtot . (27)

In view of Eq. (17), which here holds for p = q = 1, we can define

qtot = q1 + q2 , (28)

while q1 − q2 has become invisible. We can also say,

n1 = n2 = ntot . (29)

An interacting system is expected to have perturbed energy levels, so that its

Hamiltonian should become

H0 +H int = (ntot +
1

2
)(Ei1 +Ej2 + δEij) , (30)

where δEij are correction terms depending on both i and j. This is realized simply

by demanding that the beables Ei1 and/or Ej2 get their correction terms straight

from the other system. This is an existence proof for interactions in this framework,

but, at first sight, it appears not to be very elegant. It means that the velocity

ωij1 of one variable q1 depends on the state j that the other variable is in, but no

matrix diagonalization is required. Indeed, we still have no transitions between the

different energy states i. It may seem that we have to search for a more general

interaction scheme. Instead, the scheme to be discussed next differs from the one

described in this section by the fact that the energies E cannot be read off directly

from the state a system is in, even though they are beables. The indices i, j are

locally unobservable, and this is why we usually work with superimposed states.

7. Limit Cycles

Consider the evolution following from a given initial configuration at t = t0, having

an energy E. Let us denote the state at time t by F (t). The equivalence classes

|ψ(t)〉 defined in Section 4 are such that the state F (t) is equivalent to the state

F (t+ ∆t), where

∆t = h/E , (31)
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in which h is Planck’s constant, or:

|ψ(t)〉 def
= {F (t+ n∆t) , ∀n|n≥n1} , (32)

for some n1. Let us now assume that the equivalence indeed is determined by infor-

mation loss. That the states in Eq. (32) are equivalent then means that there is a

smallest time t1 such that

F (t1 + n∆t) = F (t1) , ∀n ≥ 0 . (33)

Thus, the system ends in a limit cycle with period ∆t.

t0 t1− ∆t
t1

∆t
t0′

Fig. 3. Configuration space showing the limit cycles of an evolving system, indicating the times
t0, t1 and the period ∆t of a limit cycle. The points at t0 and t′0 form one equivalence class.

One now may turn this observation around. A closed system that can only be in a

finite number of different states, making transitions at discrete time intervals, would

necessarily evolve back into itself after a certain amount of time, thus exhibiting

what is called a Poincaré cycle. If there were no information loss, these Poincaré

cycles would tend to become very long, with a periodicity that would increase

exponentially with the size of the system. If there is information loss, for instance

in the form of some dissipation effect, a system may eventually end up in Poincaré

cycles with much shorter periodicities. Indeed, time does not have to be discrete

in that case, and the physical variables may form a continuum; there could be a

finite set of stable orbits such that, regardless the initial configuration, any orbit is

attracted towards one of these stable orbits; they are the limit cycles. The energy of

a state is then simply defined to be given by Eq. (31), or E
def
= h/P , where P = ∆t

is the period of the limit cycle, and h is Planck’s constant.

Since this period coincides with the period of the wave function, we now deduce

a physical interpretation of the phase of the wave function: The phase of a wave

function (in the frame of energy eigenstates) indicates where in the limit cycle the

state will be.

In general, we will have a superposition of many possibilities, and so we add to

this the interpretation of the amplitude of the wave function: the absolute value

of the amplitude in the frame of energy eigenstates indicates the probability that

a particular limit cycle will be reached. Thus, we have reached the exact physical

meaning of a quantum wave function.
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We identified any deterministic system having information loss, with a quantum

mechanical system evolving with a Hamiltonian defined by Eq. (21). However, in

order to obtain a realistic model, one has to search for a system where the energy

is extrinsic. With this, we mean that the universe consists of subsystems that are

weakly coupled. Uncoupled systems are described as in Section 4; weakly coupled

systems must be such that the limit cycles of the combination (12) of two systems

(1) and (2) must have periods P12 obeying

1

P12
≈ 1

P1
+

1

P2
, (34)

which approaches the exact identity in the limit of large systems being weakly

coupled. This is the energy conservation law.

8. Discussion

When we attempt to regard quantum mechanics as a deterministic system, we have

to face the problem of the positivity of the Hamiltonian, as was concluded earlier

in Refs12.3 There, also, the suspicion was raised that information loss is essential

for the resolution of this problem. In this paper, the mathematical procedures have

been worked out further, and we note that the deterministic models that we seek

must have short limit cycles, obeying Eq. (31). Short limit cycles can easily be

obtained in cellular automaton models with information loss, but the problem is to

establish the addition rule (34), which suggests the large equivalence classes defined

by Eq. (17). We think that the observations made in this paper are an important

step towards the demystification of quantum mechanics.

We found that the energy eigenstates of a quantum system correspond to the

limit cycles of the deterministic model. If P is the period of the limit cycle, then

the energy E of this state is E = h/P (see Eq. 31).

In models with more or less random evolution laws, one can guess the distribution

of the periods of the limit cycles. In the Appendix, we derive the distribution of limit

cycles with periods ∆t = P for a “completely random” model, which we define to

be a model where the mapping F (t)→ F (t+ 1) is chosen completely randomly for

every F (t), independently of how many other states F ′(t) might map into the same

state F (t+1). It is found that the distribution of the cycles may then be expected to

be logarithmic, which leads to a logarithmic energy spectrum: the energy eigenstates

are a Poisson distribution on a logarithmic scale:

%(E)dE = dE/E = d logE , (35)

with cutoffs at

Emin = O(h/
√

2N ) , Emax = O(1/δt) , (36)

whereN = O(eV ) is the total number of possible states and δt is some cutoff in time

that our system may have. This is not a realistic energy spectrum for a quantum
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field theory, so we must conclude that realistic models will have to be far from

random.

Cellular automaton models can be written down that show a rapid convergence

towards small limit cycles, starting from any state F (0). Conway’s “game of life”4

is an example, although that also features ‘glider solutions’, which are structures

that are periodic, but they move forward when released in an empty region, so that

they are not limit cycles in the strict sense. It must be emphasized, however, that

Conway’s game of life will not serve as a model generating quantum mechanics.

In a model generating quantum mechanics, the vacuum state is the state with the

longest limit cycle, since it has the lowest energy. Thus, the empty state in Conway’s

game of life would carry more energy than its glider solutions.

The limit cycles of a random model are too long, those of cellular automata

such as Conway’s Game of Life are too short. In the real universe we have a small

number of massless particle species, and many more massive ones, generating a rich

spectrum of energies all very low compared to the Planck energy. If we assume

that the Planck time would be Nature’s natural time scale, then we observe that

there must be many limit cycles whose periods are very long compared to the Planck

time. Our universe appears to be built in such a way that, as soon as several of these

cyclic limiting solutions are allowed to interact, new limit cycles will be reached with

shorter periods, due to information loss.

In cellular automaton models, one might be able to mimic such a situation best

by introducing a nearly conserved, positive quantity resembling energy, which can

be seen statistically to decrease slowly on the average, so that the most chaotic

initial states relax into more organized states that can easily end up in a limit

cycle. The more chaotic the initial state, the smaller the period of its eventual limit

cycle is expected to be, but there are many special initial states with very long limit

cycles: the low energy states.

States of interest, with which we might attempt to describe the universe as we

know it, must be very far away from any limit cycle. They are also far away from the

strictly stationary eigenstates of the Hamiltonian. This means that we do not yet

know which of the numerous possible limit cycles our universe will land into. This

is why we normally use wave functions that have a distribution of amplitudes in the

basis of the Hamiltonian eigenmodes. The squares of these amplitudes indicate the

probability that any particular limit cycle will be reached. Also note that, according

to General Relativity, taking into account the negative energies in the gravitational

potentials, the total energy of the universe should vanish, which means that the

entire universe might never settle for any limit cycle, as is indeed suggested by

what we know of cosmology today: the universe continues to expand. The limit

cycles mentioned in this paper refer to idealized situations where small sections of

the universe are isolated from the rest, so as to be able to define their energies

exactly. Only when a small part of the universe is sealed off from the rest, it is

destined to end up in a limit cycle.

It may be of importance to note that our definition of energy, as being the inverse
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of the period of the limit cycle, supplies us with an absolute scale of energy: it is not

allowed to add a constant to it. Moreover, the energy E in Eq. (21), as opposed to

the HamiltonianH , is a beable. Thus it is allowed to couple it to gravity by imposing

Einstein’s equations. If indeed the vacuum has a limit cycle with a large period, it

carries a very low energy, and this is why we suspect that the true resolution of the

cosmological constant problem5 will come from deterministic quantum mechanics

rather than some symmetry principle.6 Earlier, the cosmological constant has been

considered in connection with deterministic quantum mechanics by Elze.7 The fact

that the observed cosmological constant appears to be non-vanishing implies that

a finite volume V of space will have a largest limit cycle with period

P = 8π
hG

ΛV
, (37)

which is of the order of a microsecond for a volume of a cubic micron. If Λ were

negative we would have had to assume that gravity does not exactly couple to

energy.

Lorentz transformations and general coordinate transformations have not been

considered in this paper. Before doing that, we must find models in which the

Hamiltonian is indeed extensive, that is, it can be described as the integral of

an Hamiltonian density T00(~x, t) over 3-space, as soon as the integration volume

element d3~x is taken to be large compared to the ‘Planck volume’. When that

is achieved, we will be only one step away from generating locally deterministic

quantum field theories.

What can be said from what we know presently, is that a particle with 4-

momentum pµ must represent an equivalence class that contains all translations

xµ → xµ + ∆xµ with pµ ∆xµ = nh, where n is an integer. Note that a limit cycle

having this large transformation group as an invariance group is hard to imagine,

which probably implies that this particular limit cycle will take an infinite time to

be established. Indeed, a particle in a fixed momentum state occupies the entire

universe, and we already observed that the entire universe will never reach a limit

cycle.

In the real world, we have only identified the observable quantum states, which

we now identify with the equivalence classes of ontological states. We note that the

physical states of the Standard Model in fact are also known to be gauge equiva-

lence classes, Local gauge transformations modify our description of the dynamical

variables, but not the physical observations. It is tempting to speculate that these

gauge equivalence classes (partly) coincide with the equivalence discussed in this

paper, although our equivalence classes are probably a lot larger, which may mean

that many more local gauge symmetries are still to be expected.

It is even more tempting to include here the gauge equivalence classes of Gen-

eral Relativity: perhaps local coordinate transformations are among the dissipative

transitions. In this case, the underlying deterministic theory might not be invariant

under local coordinate transformations, and here also one may find novel approaches
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towards the cosmological constant problem and the apparent flatness of our uni-

verse.

Our reason for mentioning virtual black holes being sources of information loss

might require further explanation. Indeed, the quantum mechanical description of

a black hole is not expected to require information loss (in the form of quantum

decoherence); it is the corresponding classical black hole that we might expect to

play a role in the ontological theory, and that is where information loss is to be

expected, since classical black holes do not emit Hawking radiation. As soon as we

turn to the quantum mechanical description in accordance to the theory explained

in this paper, a conventional, fully coherent quantum description of the black hole

is expected.

Although we do feel that this paper is bringing forward an important new ap-

proach towards the interpretation of Quantum Mechanics, there are many questions

that have not yet been answered. One urgent question is how to construct explicit

models in which energy can be seen as extrinsic, that is, an integral of an energy

density over space. A related problem is how to introduce weak interactions between

two nearly independent systems. Next, one would like to gain more understanding

of the phenomenon of (destructive) interference, a feature typical for Quantum Me-

chanics while absent in other statistical theories.

Appendix A.

9. The random deterministic model

For simplicity, take the duration δt of one time step, in Eq. (2), to be 1. Consider

a completely random mapping F (t) → F (t+ 1). This means that, using a random

number generator, some rule has been established to define F (t+ 1) for any given

F (t). The rule does not depend on t. In general, the mapping will not at all be

one-to-one. Let the total number of states F (t) be N . In general, N wil grow

exponentially with the volume V of the system. We claim that the distribution of

limit cycles may be expected to be as described in Section 8. The argument goes as

follows.

At t = 0, take an arbitrary element of the space of states, F (0). The series

F (1), F (2), · · · will end up in a limit cycle, which means that there is a time T that

is the smallest time with the property that F (T ) = F (t1) for some 0 ≤ t1 < T . The

length of the limit cycle is P = T − t1, see Fig. 3. We consider the case that N � 1.

Let Q(x) be the probability that T > x−1, given the state F (0). The probability

that T = x is then equal to (x/N )Q(x), so that

d

dx
Q(x) = − x

N Q(x) , Q(0) = 1 → Q(x) = e−x
2/(2N ) . (A.1)

In general, t1 > 0, so that the state F (0) itself is not a member of the limit cycle.

Apparently the limit cycles contain only a small subset of all states. The probability

that the element F (0) actually happens to sit in the limit cycle with length P (to
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be called C(P ), is the probability that t1 = 0, or

P
(
F (0) ∈ C(P )

)
=

1

N Q(P ) . (A.2)

This is understood as follows: Q(P ) is the chance that the cycle, starting from F (0)

did not close earlier, and 1/N is the probability that the P th state happens to

coincide with F (0).

Since C(P ) contains P states, and the total number of states is N , one derives

that the expectation value of the number of limit cycles with length P is

E(P ) =
1

P
e−P

2/(2N ) . (A.3)

From this, we derive the distribution of periods P to be

%(P )dP =
dP

P
e−P

2/(2N ) . (A.4)

For all periods P that are small compared to
√
N , the exponent can be ignored,

and since E = h/P , Eq. (35) follows. The largest period is of order
√
N , and the

smallest one is the fundamental time unit, which here was taken to be one.
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1. Introduction

My task at this conference was simplified by the organizers: they not only advised

me on the scope of the talk but also provided the title. However, the subject of

quantum gravity is rather old and consequently developments in the field are simply

too numerous to be covered in a single talk. (For a brief historical account see, e.g.,

Ref. [1].) Therefore, I will be able to provide only a flavor of the conceptual challenges

and recent advances through illustrative examples.

Let us begin with a brief introduction to the subject. General relativity and

quantum theory are among the greatest intellectual achievements of the 20th cen-

tury. Each of them has profoundly altered the conceptual fabric that underlies our

understanding of our physical world. Furthermore, each has been successful in de-

scribing the physical phenomena in its own domain to an astonishing degree of

accuracy. And yet, they offer us strikingly different pictures of physical reality. Our

past experience in physics tells us that these two pictures must be approximations,

special cases that arise as appropriate limits of a single, universal theory. That

theory must therefore represent a synthesis of general relativity and quantum me-

chanics. This would be the quantum theory of gravity that we invoke when faced

with phenomena, such as the big bang and the final state of black holes, where the

worlds of general relativity and quantum mechanics must unavoidably meet.
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Remarkably, the necessity of a quantum theory of gravity was pointed out by

Einstein already in 1916. In a paper in the Preussische Akademie Sitzungsberichte

he wrote:

Nevertheless, due to the inneratomic movement of electrons, atoms would

have to radiate not only electromagnetic but also gravitational energy, if

only in tiny amounts. As this is hardly true in Nature, it appears that

quantum theory would have to modify not only Maxwellian electrodynamics

but also the new theory of gravitation.

Ninety years later, our understanding of the physical world is vastly richer but a

fully satisfactory unification of general relativity with quantum physics still eludes

us. Indeed, the problem has now moved to the center-stage of fundamental physics.

A key reason why the issue is still open is the lack of experimental data with

direct bearing on quantum gravity. As a result, research is necessarily driven by

theoretical insights on what the key issues are and what will ‘take care of itself’

once this core is understood. As a consequence, there are distinct starting points

which seem natural. Such a diversity of theoretical approaches existed in the early

stages of our understanding of other fundamental forces as well. However, clear

cut experiments soon became available to weed out ideas which, in spite of their

theoretical appeal, fail to be realized in Nature. We do not yet have this luxury

in quantum gravity. But then, in absence of strong experimental constraints, one

would expect a rich variety of internally consistent theories. Why is it then that we

do not have a single one? The reason, I believe, lies the deep conceptual difference

between the description of gravity in general relativity and that of non-gravitational

forces in other fundamental theories. In those theories, space-time is given a priori,

serving as an inert background, a stage on which the drama of evolution unfolds.

General relativity, on the other hand, is not only a theory of gravity, it is also a

theory of space-time structure. Indeed, in general relativity, gravity is encoded in

the very geometry of space-time. Therefore, a quantum theory of gravity has to

simultaneously bring together gravity, geometry and the quantum. This is a band

new adventure and our past experience with other forces can not serve as a reliable

guide.

For concreteness and brevity, I will focus on loop quantum gravity (LQG), an ap-

proach that attempts to face this challenge squarely (for details, see, e.g., Refs. [2–4]).

Recall that Riemannian geometry provides the appropriate mathematical language

to formulate the physical, kinematical notions as well as the final dynamical equa-

tions of any classical theory of relativistic gravity. This role is now assumed by quan-

tum Riemannian geometry. Thus, in LQG both matter and geometry are quantum

mechanical ‘from birth’.

In the classical domain, general relativity stands out as the best available theory

of gravity. Therefore, it is natural to ask: Does quantum general relativity, coupled

to suitable matter (or supergravity, its supersymmetric generalization) exist as con-

sistent theories non-perturbatively? In particle physics circles the answer is often
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assumed to be in the negative, not because there is concrete evidence which rules

out this possibility, but because of the analogy to the theory of weak interactions.

There, one first had a 4-point interaction model due to Fermi which works quite

well at low energies but which fails to be renormalizable. Progress occurred not

by looking for non-perturbative formulations of the Fermi model but by going to

the Glashow-Salam-Weinberg renormalizable theory of electro-weak interactions, in

which the 4-point interaction is replaced by W± and Z propagators. Therefore, it

is often assumed that perturbative non-renormalizability of quantum general rela-

tivity points in a similar direction. However this argument overlooks a crucial and

qualitatively new element of general relativity. Perturbative treatments pre-suppose

that space-time is a smooth continuum at all scales of interest to physics under con-

sideration. This assumption is safe for weak interactions. In the gravitational case,

on the other hand, the scale of interest is the Planck length and there is no phys-

ical basis to pre-suppose that the continuum approximation should be valid down

to that scale. The failure of the standard perturbative treatments may largely be

due to this grossly incorrect assumption and a non-perturbative treatment which

correctly incorporates the physical micro-structure of geometry may well be free of

these inconsistencies.

Are there any situations, outside LQG, where such physical expectations are

borne out by detailed mathematics? The answer is in the affirmative. There ex-

ist quantum field theories (such as the Gross-Neveu model in three dimensions)

in which the standard perturbation expansion is not renormalizable although the

theory is exactly soluble! Failure of the standard perturbation expansion can occur

because one insists on perturbing around the trivial, Gaussian point rather than the

more physical, non-trivial fixed point of the renormalization group flow. Interest-

ingly, thanks to the recent work by Lauscher, Reuter, Percacci, Perini and others,

there is now growing evidence that situation may be similar with general relativity

(see [5] and references therein). Impressive calculations have shown that pure Ein-

stein theory may also admit a non-trivial fixed point. Furthermore, the requirement

that the fixed point should continue to exist in presence of matter constrains the

couplings in physically interesting ways.6

Let me conclude this introduction with an observation. There is no a priori

reason for a non-perturbative quantum gravity theory to be the ‘final’ theory of all

known physics. In particular, as is the case with classical general relativity, while

requirements of background independence and general covariance do restrict the

form of interactions between gravity and matter fields and among matter fields

themselves, such a theory would not have a built-in principle which determines

these interactions. However, just as general relativity has had powerful implications

in spite of this limitation in the classical domain, quantum general relativity should

have qualitatively new predictions, pushing further the existing frontiers of physics.

In section 3 we will see an illustration of this possibility.a

aIn my talk, I also provided another illustrative application: statistical mechanical definition of
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2. Quantum Riemannian Geometry

A central lesson of general relativity is that gravity is coded in the very geometry

of space-time. The resulting physical nature of geometry constitutes a driving force

for LQG. In the twentieth century we learned that matter and radiation has atomic

structure and their microscopic structure is best described in terms of appropriate

quanta. Since geometry is a physical entity like matter and radiation, we are led to

ask: What are the fundamental quanta of geometry? What is the Hilbert space of its

states? What are the self-adjoint operators that represent geometrical observables?

Do they have discrete eigenvalues? If so, the space-time continuum underlying to-

day’s physics can only be an approximation, obtained by suitable coarse graining.

These issues were analyzed in detail in the mid-nineties.2–4,10–16 Here I will provide

a brief summary, emphasizing the aspects that are important for the application

discussed in section 3.

The starting point of LQG is a Hamiltonian formulation of general relativity

based on spin connections.17 Since all other basic forces of nature are also described

by theories of connections, this formulation naturally leads to an unification of

all four fundamental forces at a kinematical level. Specifically, the phase space of

general relativity is the same as that of a Yang-Mills theory. The difference lies in

dynamics: whereas in the standard Yang-Mills theory the Minkowski metric features

prominently in the definition of the Hamiltonian, there are no background fields

whatsoever once gravity is switched on.

Let us focus on the gravitational sector of the theory. Then, the phase space Γgrav

consists of canonically conjugate pairs (Aia, P
i
a), where Aia is a connection on a 3-

manifold M and P ia a vector density of weight one, both of which take values in the

Lie-algebra su(2). The connection A enables one to parallel transport chiral spinors

(such as the left handed fermions of the standard electro-weak model) along curves in

M . Its curvature is directly related to the electric and magnetic parts of the space-

time Riemann tensor. P ai plays a double role. Being the momentum canonically

conjugate to A, it is analogous to the Yang-Mills electric field. In addition, Eai :=

8πGγP ai , has the interpretation of a frame or an orthonormal triad (with density

weight 1) on M , where γ is the so-called ‘Barbero-Immirzi parameter’ representing

a quantization ambiguity. Each triad Eai determines a positive definite ‘spatial’ 3-

metric qab, and hence the Riemannian geometry of M . This dual role of P is a

reflection of the fact that now SU(2) is the (double cover of the) group of rotations

of the orthonormal spatial triads on M itself rather than of rotations in an ‘internal’

space associated with M .

To pass to quantum theory, one first constructs an algebra of ‘elementary’ func-

tions on Γgrav (analogous to the phase space functions x and p in the case of a

particle) which are to have unambiguous operator analogs. In LQG, the configu-

black hole entropy. This is a fascinating subject because it brings together general relativity,
quantum physics and statistical mechanics. However it turned out to be too difficult to cover it
within the page limitation. For summaries see e.g. Refs. [2,7].
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ration variables are the holonomies he built from Aia which enable us to parallel

transport chiral spinors along edges e. The momentum functions are the fluxes ES,f
of ‘electric fields’ or ‘triads’ (smeared with test fields f) across 2-surfaces S. This

choice is motivated by the absence of background fields: every connection Aia can be

naturally integrated along 1-dimensional edges e to define holonomies he and the

smeared vector densities Eai fi can be naturally integrated along two dimensional

surfaces, both without reference to a background metric.

These functions generate a certain algebra a (analogous to the algebra generated

by operators ̂exp iλx and p̂ in quantum mechanics). The first principal task is to

find representations of this algebra. In that representation, quantum Riemannian

geometry can be probed through the triad operators ÊS,f , which stem from classical

orthonormal triads. Quite surprisingly, the requirement of diffeomorphism covari-

ance on M suffices to single out a unique representation of a8,9! This recent result

is the quantum geometry analog to the seminal results by Segal and others that

characterized the Fock vacuum in Minkowskian field theories. However, while that

result assumes not only Poincaré invariance of the vacuum but also specific (namely

free) dynamics, it is striking that the present uniqueness theorems make no such

restriction on dynamics. The requirement that there be a diffeomorphism invari-

ant state is surprisingly strong and makes the ‘background independent’ quantum

geometry framework surprisingly tight.

This unique representation was in fact introduced already in the mid-

nineties10–14 and has been extensively used in LQG since then. As in familiar

quantum mechanics, the underlying Hilbert space is the space H = L2(Ā, dµo)
of square-integrable functions on the configuration space. However, as in quantum

field theories, because of the presence of an infinite degrees of freedom, the quan-

tum configuration Ā is a certain completion of the classical configuration space A
consisting of smooth connections on M . (Ā is the Gel’fand spectrum of the holon-

omy algebra generated by the functions he on A.) µo is a diffeomorphism invariant,

faithful, regular Borel measure on Ā. The holonomy (or configuration) operators ĥe
act just by multiplication. In the classical theory, by taking suitable derivatives in

M of holonomies he along arbitrary edges e, one can recover the connection from

which the holonomy is built. However, in the quantum theory, the operators ĥe are

discontinuous in their dependence on e and there is no operator Â corresponding to

the connection itself. The momentum operators P̂S,f act as Lie-derivatives. Since

the fields Eai represent orthonormal triads in the classical theory, quantum geom-

etry is built out of the momentum operators P̂S,f . Given a surface S and a region

R one can express the area AS and volume VR using the triads. Although they

are non-polynomial functions of triads, the operators ÂS and V̂R are well-defined

and also have discrete eigenvalues. In this precise sense, Riemannian geometry is

quantized.

Finally, the Hilbert space H and the associated holonomy and (smeared) triad

operators constitute the kinematical framework —the quantum analog of the full
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phase space. Like the classical phase space, this kinematic setup provides a home for

formulating quantum dynamics. In the Hamiltonian framework, the dynamical con-

tent of any background independent theory is contained in its constraints —in our

case the quantum Einstein equations. Thus, to provide quantum dynamics, one has

to first obtain expressions of the constraint operators on H. Physical states belong

to the kernel of these operators. The final task is to endow the space of solutions

with the structure of a Hilbert space, identify physically interesting operators and

interpret the resulting theory. In the next section, I will illustrate this procedure in

the cosmological setting.

3. Application: Homogeneous Isotropic Cosmology

As emphasized in Sec. 1, a central feature of general relativity is its encoding of

the gravitational field in the Riemannian geometry of space-time. This encoding is

directly responsible for the most dramatic ramifications of the theory: the big-bang,

black holes and gravitational waves. However, it also leads one to the conclusion that

space-time itself must end and classical physics must come to a halt at the big-bang

and black hole singularities. A central question is whether the situation improves

when gravity is treated quantum mechanically. Analysis of models within LQG

strongly suggests that the answer is in the affirmative. Because of space limitation,

I will restrict myself to the big bang singularity and that too only in the simplest

setting of homogeneous, isotropic cosmology.b

Let us begin with a list of some of the long-standing questions that any satis-

factory quantum gravity theory is expected to answer:

• How close to the big bang does a smooth space-time of general relativity

make sense? In particular, can one show from first principles that this ap-

proximation is valid at the onset of inflation?

• Is the big-bang singularity naturally resolved by quantum gravity? Or, is

some external input such as a new principle or a boundary condition at the

big bang essential?

• Is the quantum evolution across the ‘singularity’ deterministic? Since one

needs a fully non-perturbative framework to answer this question in the

affirmative, in the pre-big-bang18 and Ekpyrotic/Cyclic19,20 scenarios, for

example, so far the answer is in the negative.

• If the singularity is resolved, what is on the ‘other side’? Is there just

a ‘quantum foam’, far removed from any classical space-time, or, is there

another large, classical universe?

For many years, these and related issues had been generally relegated to the ‘wish

list’ of what one would like the future, satisfactory quantum gravity theory to even-

bThese considerations have been extended to allow for anisotropies and a non-zero cosmological
constant, as well as to the k = 1, closed cosmology. More general models, including those with
inhomogeneities are being investigated.
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tually address. However, Since LQG is a background independent, non-perturbative

approach, it is well-suited to address them. Indeed, starting with the seminal work

of Bojowald some five years ago,21 notable progress has been made in the context

of symmetry reduced, minisuperspaces. In this section I will summarize the state of

the art, emphasizing recent developments. For a comprehensive review of the older

work see, e.g., Ref. [22].

Consider the spatially homogeneous, isotropic, k=0 cosmologies with a massless

scalar field. It is instructive to focus on this model because every of its classical

solutions has a singularity. There are two possibilities: In one the universe starts

out at the big bang and expands, and in the other it contracts into a big crunch. The

question is if this unavoidable classical singularity is naturally tamed by quantum

effects. This issue can be analyzed in the geometrodynamical framework used in

older quantum cosmology. Unfortunately, the answer turns out to be in the negative.

For example, if one begins with a semi-classical state representing an expanding

classical universe at late times and evolves it back via the Wheeler-DeWitt equation,

one finds that it just follows the classical trajectory into the big bang singularity.23,24

In LQC, the situation is very different.23–25 This may seem surprising at first.

For, the system has only a finite number of degrees of freedom and von Neumann’s

theorem assures us that, under appropriate assumptions, the resulting quantum

mechanics is unique. The only remaining freedom is factor-ordering and this is

generally insufficient to lead to qualitatively different predictions. However, for rea-

sons we will now explain, LQC does turn out to be qualitatively different from the

Wheeler-DeWitt theory.26

Because of spatial homogeneity and isotropy, one can fix a fiducial (flat) triad εai
and its dual co-triad ωia. The SU(2) gravitational spin connection Aia used in LQG

has only one component c which furthermore depends only on time; Aia = c ωia.

Similarly, the triad Eai (of density weight 1) has a single component p; Eai =

p (detω) εai . p is related to the scale factor a via a2 = |p|. However, p is not restricted

to be positive; under p → −p the metric remains unchanged but the spatial triad

flips the orientation. The pair (c, p) is ‘canonically conjugate’ in the sense that the

only non-zero Poisson bracket is given by:

{c, p} =
8πGγ

3
, (1)

where as before γ is the Barbero-Immirzi parameter.

Since a precise quantum mechanical framework was not available for full ge-

ometrodynamics, in the Wheeler-DeWitt quantum cosmology one focused just on

the reduced model, without the benefit of guidance from the full theory. A major

difference in Loop quantum cosmology (LQC) is that although the symmetry re-

duced theory has only a finite number of degrees of freedom, quantization is carried

out by closely mimicking the procedure used in full LQG, outlined in section 2. Key

differences between LQC and the older Wheeler-DeWitt theory can be traced back

to this fact.



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

What did We Learn from Quantum Gravity? 27

Recall that in full LQG diffeomorphism invariance leads one to a specific kine-

matical framework in which there are operators ĥe representing holonomies and

P̂S,f representing (smeared) momenta but there is no operator(-valued distribu-

tion) representing the connection A itself.8,9 In the cosmological model now under

consideration, it is sufficient to evaluate holonomies along segments µ εai of straight

lines determined by the fiducial triad εai . These holonomies turn out almost periodic

functions of c —i.e. are of the form N(µ)(c) := exp iµ(c/2)— where the word ‘al-

most’ refers to the fact that µ can be any real number. These functions were studied

exhaustively by the mathematician Harold Bohr, Niels’ brother. In quantum geom-

etry, the N(µ) are the LQC analogs of the spin-network functions of full LQG. In

quantum theory, then, we are led to a representation in which operators N̂(µ) and

p̂ are well-defined, but there is no operator corresponding to the connection com-

ponent c. This seems surprising because our experience with quantum mechanics

suggests that one should be able to obtain the operator analog of c by differentiating

N(µ) with respect to the parameter µ. However, in the representation of the basic

quantum algebra that descends to LQC from full LQG, although the N̂(µ) provide

a 1-parameter group of unitary transformations, it fails to be weakly continuous in

µ. Therefore one can not differentiate and obtain the operator analog of c.

In quantum mechanics, this would be analogous to having well-defined (Weyl)

operators corresponding to the classical functions exp iµx but no operator x̂ cor-

responding to x itself. This violates one of the assumptions of the von-Neumann

uniqueness theorem. New representations (of the Weyl algebra) then become avail-

able which are inequivalent to the standard Schrödinger one. In quantum mechanics,

these representations are not of direct physical interest because we need the operator

x̂. In LQC, on the other hand, full LQG naturally leads us to a new representation,

i.e., to new quantum mechanics. This theory is inequivalent to the Wheeler-DeWitt

type theory already at a kinematical level. In particular, just as we are led to com-

plete the space A of smooth connections to the space Ā of generalized connections

in LQG, in LQC we are led to consider the Bohr compactification R̄Bohr of the

real line representing the ‘c-axis’. The gravitational part of the Hilbert space is

now L2(R̄Bohr, dµBohr), rather than the standard L2(R, dµ) used in the Wheeler-

DeWitt theory26 where dµBohr is the LQC analog of the measure dµo selected by

the uniqueness results8,9 in full LQG. While in the semi-classical regime LQC is

well approximated by the Wheeler-DeWitt theory, important differences manifest

themselves at the Planck scale. These are the hallmarks of quantum geometry.2,22

The new representation also leads to a qualitative difference in the structure of

the Hamiltonian constraint operator: the gravitational part of the constraint is a

difference operator, rather than a differential operator as in the Wheeler-DeWitt

theory. The derivation23,24,26 can be summarized briefly as follows. In the classical

theory, the gravitational part of the constraint is given by
∫
d3x εijke−1Eai E

b
jFab k

where e = | detE|1/2 and F kab the curvature of the connection Aia. The part of

this operator involving triads can be quantized21,26 using a standard procedure

introduced by Thiemann in the full theory.4 However, since there is no operator
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corresponding to the connection itself, one has to express F kab as a limit of the

holonomy around a loop divided by the area enclosed by the loop, as the area shrinks

to zero. Now, quantum geometry tells us that the area operator has a minimum non-

zero eigenvalue, ∆, and in the quantum theory it is natural to shrink the loop only

till it attains this minimum. It is the existence of this ‘area gap’ ∆ that leads one

to a difference equation.

Let us represent states as functions Ψ(v, φ), where φ is the scalar field and the

dimensionless real number v represents geometry. Specifically, |v| is the eigenvalue

of the operator V̂ representing volume (essentially the cube of the scale factor):

V̂ 〉v = K (
8πγ

6
)

3
2 |v| `3Pl 〉v where K =

3
√

3
√

3

2
√

2
(2)

Then, the LQC Hamiltonian constraint assumes the form:

∂2
φΨ(v, φ) = [B(v)]−1

(
C+(v) Ψ(v + 4, φ) + Co(v) Ψ(v, φ) + C−(v) Ψ(v − 4, φ)

)

=: −Θ Ψ(v, φ) (3)

where the coefficients C±(v), Co(V ) and B(v) are given by:

C+(v) =
3πKG

8
|v + 2|

∣∣|v + 1| − |v + 3|
∣∣

C−(v) = C+(v − 4) and Co(v) = −C+(v)− C−(v)

B(v) =

(
3

2

)3

K |v|
∣∣∣∣|v + 1|1/3 − |v − 1|1/3

∣∣∣∣
3

. (4)

Eq. (3) is the quantum Einstein equation —the LQC analog of the Wheeler-DeWitt

differential equation of older quantum cosmology. Our task is to unravel quantum

physics from its solutions.

Now, in each classical solution to the standard Einstein’s equation, φ can be

shown to be a globally monotonic function of time; it can therefore be taken as the

dynamical variable representing an internal clock. In quantum theory there is no

space-time metric, even when the equations of motion are satisfied. But since the

quantum constraint (3) dictates how Ψ(v, φ) ‘evolves’ as φ changes, it is convenient

to regard the argument φ in Ψ(v, φ) as emergent time and v as the physical degree of

freedom. A convenient complete set of observables is then provided by the constant

of motion p̂φ and operators v̂|φo
determining the value of v at the ‘instant’ φ = φo.

Physical states are the (suitably regular) solutions to Eq. (3). The map Π̂ de-

fined by Π̂ Ψ(v, φ) = Ψ(−v, φ) corresponds just to the flip of orientation of the

spatial triad (under which geometry remains unchanged); Π̂ is thus a large gauge

transformation on the space of solutions to Eq. (3). One is therefore led to divide

physical states into sectors, each providing an irreducible, unitary representation

of this symmetry. Physical considerations23,24 imply that we should consider the

symmetric sector, with eigenvalue +1 of Π̂.

To endow this space with the structure of a Hilbert space, one can proceed along

one of two paths. In the first, one defines the action of the observables on the space
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of suitably regular solutions to the constraints and selects the inner product by

demanding that these operators be self-adjoint.27,28 A more systematic procedure

is the ‘group averaging method’.29 The technical implementation23,24 of both these

procedures is greatly simplified by the fact that the difference operator Θ on the

right side of (3) is independent of φ and can be shown to be self-adjoint and positive

definite on the Hilbert space L2(R̄Bohr, B(v)dµBohr).

The final result can be summarized as follows. Since Θ is a difference operator,

the physical Hilbert space Hphy has sectors Hε which are superselected; Hphy =

⊕εHε with ε ∈ (0, 2). The overall predictions are insensitive to the choice of a

specific sector (for details, see [23,24]). States Ψ(v, φ) in Hε are symmetric, Ψ(v, φ) =

Ψ(−v, φ), and have support on points v = |ε| + 4n where n is an integer. Wave

functions Ψ(v, φ) in a generic sector solve (3) and are of positive frequency with

respect to the ‘internal time’ φ: they satisfy the ‘positive frequency’ square root

−i∂φΨ =
√

ΘΨ . (5)

of Eq. (3). The physical inner product is given by:

〈Ψ1 |Ψ2〉 =
∑

v∈{|ε|+4n}
B(v) Ψ̄1(v, φo)Ψ2(v, φo) (6)

and is ‘conserved’, i.e., is independent of the ‘instant’ φo chosen in its evaluation.

On these states, the Dirac observables act in the expected fashion:

p̂φΨ = −i~∂φΨ

v̂|φo
Ψ(v, φ) = ei

√
Θ(φ−φo) vΨ(v, φo) (7)

To construct semi-classical states and for numerical simulations, it is convenient

to express physical states as linear combinations of the eigenstates of p̂φ and Θ. To

carry out this step, it is convenient to consider the older Wheeler-DeWitt theory

first sine it provides a familiar setting with differential operators. Let us begin with

the observation that, for v � 1, there is a precise sense24 in which the difference

operator Θ approaches the Wheeler DeWitt differential operator Θ, given by

ΘΨ(v, φ) = 12πG v∂v
(
v∂vΨ(v, φ)

)
(8)

Thus, if one ignores the quantum geometry effects, Eq. (3) reduces to the Wheeler-

DeWitt equation

∂2
φΨ = −ΘΨ. (9)

Note that the operator Θ is positive definite and self-adjoint on the Hilbert space

L2
s(R,B(v)dv) where the subscript s denotes the restriction to the symmetric

eigenspace of Π and B(v) := Kv−1 is the limiting form of B(v) for large v. Its

eigenfunctions ek with eigenvalue ω2(≥ 0) are 2-fold degenerate on this Hilbert

space. Therefore, they can be labelled by a real number k:

ek(v) :=
1√
2π

eik ln |v| (10)
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where k is related to ω via ω =
√

12πG|k|. They form an orthonormal basis on

L2
s(R,B(v)dv). A ‘general’ positive frequency solution to Eq. (9) can be written as

Ψ(v, φ) =

∫ ∞

−∞
dk Ψ̃(k) ek(v)e

iωφ (11)

for suitably regular Ψ̃(k).

Let us now return to LQC. The complete set of eigenfunctions ek(v) of the

discrete operator Θ is also labelled by a real number k and detailed numerical sim-

ulations show that ek(v) are well-approximated by ek(v) for v � 1. The eigenvalues

ω2(k) of Θ are again given by ω =
√

12πG|k|. Finally, the ek(v) satisfy the standard

orthonormality relations <ek|e′k>= δ(k, k′). A physical state Ψ(v, φ) can therefore

be expanded as:

Ψ(v, φ) =

∫ ∞

−∞
dk Ψ̃(k) e

(s)
k (v) eiω(k)φ (12)

where Ψ̃(k) is any suitably regular function of k, and e
(s)
k (v) = (1/

√
2)(ek(v) +

ek(−v)). Thus, as in the Wheeler-DeWitt theory, each physical state is character-

ized by a free function Ψ̃(k). The difference between the two theories lies in the

functional forms of the eigenfunctions ek(v) of Θ and ek(v) of Θ. While ek(v) is well

approximated by ek(v) for large v, the differences are very significant for small v

and they lead to very different dynamics near the big-bang.

We can now construct states which are semi-classical at late times —e.g., now—

and evolve them numerically ‘backward in time’. There are three natural construc-

tions to implement this idea in detail, reflecting the freedom in the notion of semi-

classical states. In all cases, the main results are the same.23,24 Here I will report

on the results obtained using the strategy that brings out the contrast with the

Wheeler DeWitt theory most sharply.

As noted before, pφ is a constant of motion. For the semi-classical analysis, we

are led to choose a large value p?φ (� ~ in the classical units G = c = 1). In the

closed model, for example, this condition is necessary to ensure that the universe

can expand out to a macroscopic size. Fix a point (v?, φo) on the corresponding

classical trajectory which starts out at the big bang and then expands, choosing

v? � 1. We want to construct a state which is peaked at (v?, p?φ) at a ‘late initial

time’ φ= φo and follow its ‘evolution’ backward. At ‘time’ φ = φo, consider then

the function

Ψ(v, φo) =

∫ ∞

−∞
dk Ψ̃(k) ek(v) e

iω(φo−φ?), where Ψ̃(k) = e−
(k−k?)2

2σ2 (13)

where k? = −p?φ/
√

12πG~2 and φ? = −
√

1/12πG ln(v?) + φo. In the Wheeler-

DeWitt theory one can easily evaluate the integral in the approximation |k∗| � 1

and calculate mean values of the Dirac observables and their fluctuations. One

finds that, as required, the state is sharply peaked at values v?, p?φ. The above

construction is closely related to that of coherent states in non-relativistic quantum
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Fig. 1. The figure on left shows the absolute value of the wave function Ψ as a function of φ
and v. Being a physical state, Ψ is symmetric under v → −v. The figure on the right shows
the expectation values of Dirac observables v̂|φ and their dispersions. They exhibit a quantum
bounce which joins the contracting and expanding classical trajectories marked by fainter lines.
In this simulation, the parameters in the initial data are: v? = 5 × 104, p?

φ
= 5 × 103

√
G~ and

∆pφ/pφ = 0.0025.

mechanics. The main difference is that the observables of interest are not v and its

conjugate momentum but rather v and pφ —the momentum conjugate to ‘time’,

i.e., the analog of the Hamiltonian in non-relativistic quantum mechanics. Now,

one can evolve this state backwards using the Wheeler-DeWitt equation Eq. (9).

It follows immediately from the form (11) of the general solution to Eq. (9) and

the fact that pφ is large that this state would remain sharply peaked at the chosen

classical trajectory and simply follow it into the big-bang singularity.

In LQC, we can use the restriction of (13) to points v = |ε|+4n as the initial data

and evolve it backwards numerically. Now the evolution is qualitatively different (see

Fig. 1). The state does remains sharply peaked at the classical trajectory till the
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matter density reaches a critical value:

ρcrit =

√
3

16π2γ3G2~
, (14)

which is about 0.8 times the Planck density. However, then it bounces. Rather than

following the classical trajectory into the singularity as in the Wheeler-DeWitt the-

ory, the state ‘turns around’. What is perhaps most surprising is that it again

becomes semi-classical and follows the ‘past’ portion of a classical trajectory, again

with pφ = p?φ, which was headed towards the big crunch. Let us summarize the

forward evolution of the full quantum state. In the distant past, the state is peaked

on a classical, contracting pre-big-bang branch which closely follows the evolution

dictated by Friedmann equations. But when the matter density reaches the Planck

regime, quantum geometry effects become significant. Interestingly, they make grav-

ity repulsive, not only halting the collapse but turning it around; the quantum state

is again peaked on the classical solution now representing the post-big-bang, expand-

ing universe. Since this behavior is so surprising, a very large number of numerical

simulations were performed to ensure that the results are robust and not an artifact

of the special choices of initial data or of the numerical methods used to obtain the

solution.23,24

For states which are semi-classical at late times, the numerical evolution in exact

LQC can be well-modelled by an effective, modified Friedman equation :

ȧ2

a2
=

8πG

3
ρ
[
1− ρ

ρcrit

]
(15)

where, as usual, a is the scale factor. In the limit ~→ 0, ρcrit diverges and we recover

the standard Friedmann equation. Thus the second term is a genuine quantum

correction. Eq. (15) can also be obtained analytically from (3) by a systematic

procedure.30 But the approximations involved are valid only well outside the Planck

domain. It is therefore surprising that the bounce predicted by the exact quantum

equation (3) is well approximated by a naive extrapolation of (15) across the Planck

domain. While the essential reason behind this seemingly ‘unreasonable success’ of

the effective equation Eq. (15) is now understood, further work is still needed to

have a full control on this issue.

Finally let us return to the questions posed in the beginning of this section. In

the model, LQC has been able to answer all of them. One can deduce from first

principles that classical general relativity is an excellent approximation till very early

times, including the onset of inflation in standard scenarios. Yet quantum geometry

effects have a profound, global effect on evolution. In particular, the singularity is

naturally resolved without any external input and there is a classical space-time also

in the pre-big-bang branch. LQC provides a deterministic evolution which joins the

two branches.



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

What did We Learn from Quantum Gravity? 33

4. Discussion

The problem of unifying general relativity with quantum physics is quite old. How-

ever, in the last two decades there has been considerable progress in the field espe-

cially in string theory and loop quantum gravity. In my view, the two approaches

are complementary. String theory has provided a fresh strategy for unification of all

interactions while loop quantum gravity has brought new insights into the nature of

quantum geometry and its physical ramifications. But both theories are still very in-

complete. A more satisfactory theory will have to simultaneously address both sets

of problems in a natural fashion. Finally, I would like to emphasize that there are

a number of other approaches. Although progress in addressing physical issues has

been somewhat slower, they contain a variety of fascinating and highly original ideas

that I could not discuss. These include causal dynamical triangulations,31 Euclidean

quantum gravity,5,6 discrete approaches,32 causal sets,33 twistor theory34 and the

theory of H-spaces,35 asymptotic quantization36 and non-commutative geometry.37

In this article, I focussed on quantum cosmology for a number of reasons. First,

this application provides a technically simple setting in which one can face many

of the deep conceptual problems of quantum gravity, most particularly: how does

one do physics in absence of a space-time continuum in the background? We saw

a concrete example in which the ‘emergent time paradigm’ could be realized and

used very effectively. The second reason is that the Big-Bang singularity offers an

outstanding opportunity to see quantum gravity effects in action. Do quantum ef-

fects tame the singularity? The classical space-time ends and classical physics stops

there. What about the quantum space-time and quantum physics? We found that

quantum geometry effects do resolve the singularity and enable us to ‘evolve’ the

quantum state to the past of the putative classical singularity. Finally, in quan-

tum cosmology there can be no external observers. Therefore, it provides an ideal

setting to further develop quantum mechanics of closed systems, ideas associated

with decoherence and mechanisms for spontaneous reduction of the wave function.

Because of this, the discussion of section III may be practically useful for experts

on foundations of quantum mechanics that this workshop brought together.
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BOSE–EINSTEIN CONDENSATES AND EPR QUANTUM

NON-LOCALITY

F. LALOË

Laboratoire Kastler Brossel, ENS, CNRS, UPMC;
24 rue Lhomond, 75005, Paris, France

The EPR argument points to the existence of additional variables that are necessary
to complete standard quantum theory. It was dismissed by Bohr because it attributes
physical reality to isolated microscopic systems, independently of the macroscopic mea-
surement apparatus. Here, we transpose the EPR argument to macroscopic systems,
assuming that they are in spatially extended Fock spin states and subject to spin mea-
surements in remote regions of space. Bohr’s refutation of the EPR argument does not
seem to apply in this case, since the difference of scale between the microscopic measured
system and the macroscopic measuring apparatus can no longer be invoked.

In dilute atomic gases at very low temperatures, Bose–Einstein condensates are well
described by a large population occupying a single-particle state; this corresponds, in
the many particle Hilbert space, to a Fock state (or number state) with large number
N . The situations we consider involve two such Fock states associated to two different
internal states of the particles. The two internal states can conveniently be seen as
the two eigenstates of the Oz component of a fictitious spin. We assume that the two
condensates overlap in space and that successive measurements are made of the spins of
single particles along arbitrary transverse directions (perpendicular to Oz).

In standard quantum mechanics, Fock states have no well defined relative phase:
initially, no transverse spin polarization exists in the system. The theory predicts that it
is only under the effect of quantum measurement that the states acquire a well defined
relative phase, giving rise to a transverse polarization. This is similar to an EPR situation
with pairs of individual spins (EPRB), where spins acquire a well defined spin direction
under the effect of measurement - except that here the transverse polarization involves
an arbitrary number of spins and may be macroscopic. We discuss some surprising fea-
tures of the standard theory of measurement in quantum mechanics: strong effect of a
small system onto an arbitrarily large system (amplification), spontaneous appearance of
a macroscopic angular momentum in a region of space without interaction (non-locality
at a macroscopic scale), reaction onto the measurement apparatus and angular momen-
tum conservation (angular momentum version of the EPR argument). Bohr’s denial of
physical reality for microscopic systems does not apply here, since the measured system
can be arbitrarily large. Since here we limit our study to very large number of particles,
no Bell type violation of locality is obtained.

Keywords: Fock States; Quantum measurement; EPR; Bell inequality.

The famous Einstein-Podolsky-Rosen (EPR) argument1 considers two correlated

particles, located in two remote regions in space A and B, and focuses onto the “el-

ements of reality” contained in these two regions. It starts from three ingredients:
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realism, locality, and the assumption that the predictions of quantum mechanics

concerning measurements are correcta; from these inputs it proves that, to pro-

vide a full description of physical reality, standard quantum mechanics must be

completed with additional variables (often called “hidden variables” for historical

reasons). The EPR argument was refuted by Bohr,2 who did not accept the notion

of realism introduced by EPR; we give more details on his reply in § 1. The pur-

pose of the present article is to transpose the discussion to the macroscopic scale:

we investigate situations that are similar to those considered by EPR but, instead of

single particles, we study Bose–Einstein condensates made of many particles, which

can be macroscopic. For dilute gases, these condensates can be represented as sin-

gle quantum states populated with a large, but well defined, number of particles, in

other words by Fock states (number states) with large N (large, but well defined,

population).

Several authors3–14 have studied the interference between two such condensates;

since the phase of two Fock states is completely undefined according to standard

quantum mechanics, the question is whether or not a well defined relative phase will

be observed in the interference. These authors show that a well defined value of the

relative phase can in fact emerge under the effect of successive quantum measure-

ments. The value taken by this phase is random: it can be completely different form

one realization of the experiment to the next. But, in a given realization, it becomes

better and better defined while the measurements of the position of particles are

accumulated. In other words, a perfectly clear interference pattern emerges from

the measurements with a visible, but completely random and unpredictable, phase.

An interesting variant of this situation occurs if the two highly populated states

correspond to two different internal states of the atoms.15–17 As usual, these two

states can conveniently be seen as the two eigenstates of the Oz component of a

fictitious spin. One can then study for instance the situation shown schematically

in Fig. 1, where the two different internal states with high populations are initially

trapped in two different sites, and then released to let them expand and overlap.

Many other situations are also possible; we will discuss some of them in this article.

In the overlap region, measurements of the spin component of particles along direc-

tions in the xOy plane are sensitive to the relative phase of the two condensates.

A free adjustable parameter for every measurement is the angle ϕ which defines

the direction of measurement in this plane; as discussed in,17 this introduces more

flexibility in choosing a strategy for optimum determination of the phase. Otherwise

the situation is similar to that with spinless particles: initially the relative relative

phase is completely undefined, and nothing can be said about its value. But, as

long as the results of the measurements accumulate, the phase becomes better an

better determined under the very effect of the quantum measurement process. This

aMore precisely, the EPR reasoning only requires that some predictions of quantum mechanics
are correct, those concerning the complete correlations observed between remote mesurements
performed on entangled particles.
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Fig. 1. Two condensates, corresponding to two different internal spin states, expand and over-
lap in a region of space. In this region, particle spin measurements are performed in transverse
directions (perpendicular to the spin directions of the two initial condensates).

eventually creates a transverse spin polarization of the whole system, which can be

macroscopic for large samples.

We consider situations where two single particle states associated with different

internal state of atoms overlap in space, and assume that each of these states has

a large population. Transverse spin measurements are then performed in the region

of overlap. This happens if two Bose-Einstein condensates are trapped in different

sites, and then released to let them expand.

Usually, in the quantum theory of measurement, one emphasizes the role of a

classical macroscopic pointer, the part of the measurement apparatus that directly

provides the information to the human observer. Here we have a curious case where

it is the measured system itself that spontaneously creates a pointer made of a

macroscopic number of parallel spins. Moreover, for condensates that are extended

in space, we will see that this process can create instantaneously parallel pointers

in remote regions of space, a situation is obviously reminiscent of the EPR argu-

ment in its spin version given by Bohm (often called EPRB).18,19 We study in this

article how the EPR argument can be transposed to this case, and show that the

argument becomes stronger, mostly because the measured systems themselves are

now macroscopic. Bohr’s refutation, based on the denial of any physical reality for

microscopic systems (cf. §1), then does not apply in the same way, if it still applies

at all.

In § 1 we recall the main features of the EPR argument, which also gives us the

opportunity to summarize Bohr’s reply and emphasize his fundamental distinction

between microscopic observed systems and macroscopic measurement apparatuses.
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In § 2, we introduce the formalism and generalize the simple calculation of,16 in

particular to include the case where no particle is detected in the region of mea-

surement. This provides us with the general expression of the joint probability for

any sequence of spin measurements performed in the transverse direction, and any

sequence of results. Then § 3 contains a discussion of the physics that is involved:

amplification during quantum measurement, conservation of angular momentum

and recoil effects of the measurements apparatus, quantum non-locality.

1. EPR Argument and Its Refutation by Bohr

The EPR argument120 considers a physical system made of two correlated micro-

scopic particles, assuming that they are located in two remote regions in space A

and B where two physicists can perform arbitrary measurements on them. EPR

specifically discuss situations where quantum mechanics predicts that the result of

a first measurement performed in A is completely random, but nevertheless deter-

mines with complete certainty the result of another measurement performed in B.

They introduce their “condition for the reality of a physical quantity” with the

famous sentence: “if, without in any way disturbing a system, we can predict with

certainty the value of a physical quantity, then there exists an element of physi-

cal reality corresponding to this physical quantity”. As a consequence, just after

the measurement in A (but before the measurement in B), since the result of the

second experiment is already certain, an element of reality corresponding to this

certainty must exist in region B. But, according to locality, an element of reality in

B can not have been created by the first measurement performed in region A, at

an arbitrarily large distance; the element of reality necessarily existed even before

any measurement. Since standard quantum theory does not contain anything like

such a pre-existing element of reality, it is necessarily an incomplete theoryb; the

state vector is not sufficient to describe a single realization of an experiment, but

describes only a statistical ensemble of many realizations

Bohr, in his reply,2 does not criticize the EPR reasoning, but the assumptions on

which it is based, which he considers as unphysical. He states that the criterion of

bHere we give only the part of the EPR argument that is sometimes called EPR-1: we consider
one type of measurement in each region of space, in other words only one experimental setup.
This is sufficient to show that standard quantum mechanics is incomplete (if one accepts the EPR
assumptions). This also justifies the introduction of statistical averages (or of a variable λ that is
integrated over initial conditions) in order to prove the Bell theorem.
In their article, EPR go further and consider several incompatible types of measurements performed
region A. They then prove that variables in region B can have simultaneous realities, even if they
are considered as incompatible in standard quantum mechanics. This provides a second proof of
incompleteness, sometimes called EPR-2. Bohr’s refutation of the EPR argument also emphasizes
the exclusive character of measurements of incompatible observables, and therefore concentrates
onto EPR-2.

In addition, EPR show in their famous article that, in their views, quantum mechanics is not only
incomplete but also redundant: it can represent the same physical reality in region B by several
differents state vectors (EPR-3).
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physical reality proposed by EPR “contains an essential ambiguity when applied to

quantum phenomena” and that “their argumentation does not seem to me to ade-

quately meet the actual situation with which we are faced in atomic physics” (here,

“atomic” is presumably equivalent to “microscopic” in modern language). His text

has been discussed by many authors (for an historical review, see for instance21), but

still remains difficult to grasp in detail (see for instance Appendix I of22). Instead

of concentrating his arguments on the precise situation considered by EPR, Bohr

emphasizes in general the consistency of the mathematical formalism of quantum

mechanics and the “impossibility of controlling the reaction of the object on the

measuring instruments”. But, precisely, the main point of the EPR argument is to

select a situation where these unavoidable perturbations do not exist! EPR locality

implies that a measurement performed in regions A can create no perturbation on

the elements of reality in region B.

Only the second part of Bohr’s article really deals with the EPR argument.

After stating again that the words “without in any way disturbing the system” are

ambiguous, he concedes that “ there is of course in a case like that considered (by

EPR) no question of a mechanical disturbance of the system under investigation

during the last critical stage of the measuring procedure”. Nevertheless, for him

what EPR have overlooked is that “ there is essentially the question of an influence

on the very conditions which define the precise types of predictions regarding the

future behavior of the system” — the sentence is central but difficult; he probably

means “an influence of the measurement performed in A on the conditions which

define the predictions on the future behavior of the system in B, or maybe the

whole system in both A and B”. He then states that these conditions are an essential

element of any phenomenon to which the terms “physical reality”can be attached,

and concludes that the EPR proof of incompleteness is non valid.

J.S. Bell summarizes the reply by writing22 that, in Bohr’s view “there is no

reality below some classical macroscopic level”. For Bohr, it is incorrect to assign

physical reality to one of the two particles, or even to the group of both particles;

physical reality only has a meaning when macroscopic systems are involved, which

here means the measurement apparatuses. He actually attaches physical reality only

to the whole ensemble of the microscopic system and macroscopic measurement

apparatuses, which extends over the two regions A and B of space, and not to

subsystems. Then, the EPR reasoning, which focuses on B only, becomes incorrect.

We remark in passing that Bohr’s refutation hinges on the microscopic character of

the measured system, the two quantum particles.

2. Detecting the Transverse Direction of Spins; calculation

We consider a system composed of particles having two internal states α and β,

which can be seen as the eigenstates of the Oz component of their spin with eigen-

values +}/2 and −}/2. The particles populate two quantum states, | ua, α > (or-

bital variables described by an orbital state | ua >) and | ub, β > (orbital state
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| ub >). Initially, the quantum system is in a “double Fock state”, with Na particles

populating the first single-particle-state and Nb populating the other:

| Φ > =
[
(aua,α)

†
]Na

[
(aub,β)

†
]Nb

| vac. > (1)

where aua,α and aub,β are the destruction operators associated with the two single

particle states, and |vac. > is the vacuum state. With the notation of occupation

numbers, the same initial state can also be written:

| Φ > = | Na : ua, α ; Nb : ub, β > (2)

As in16c, we note Ψµ(r), with µ = α, β, the field operators associated with internal

states α,β. The r dependent local density operator is then:

n(r) = Ψ†
α(r)Ψα(r) + Ψ†

β(r)Ψβ(r) (3)

while the three components of the local spin density are:

σz(r) = Ψ†
α(r)Ψα(r)−Ψ†

β(r)Ψβ(r)

σx(r) = Ψ†
α(r)Ψβ(r) + Ψ†

β(r)Ψα(r)

σy(r) = i
[
Ψ†
β(r)Ψα(r)−Ψ†

α(r)Ψβ(r)
] (4)

The spin component in the direction of plane xOy making an angle ϕ with Ox is:

σϕ(r) = e−iϕΨ†
α(r)Ψβ(r) + eiϕΨ†

β(r)Ψα(r) (5)

Suppose now that one measurement is made of the ϕ component of the spin

of particles within a small region of space ∆r centered around point r. The corre-

sponding operator is:

A(r, ϕ) =

∫

∆r

d3r
′

σϕ(r
′

) (6)

If the volume ∆ of domain ∆r is sufficiently small, the probability to find more than

one particle in this volume is negligible, and A(r, ϕ) has only three eigenvalues, 0

and ±1. The eigenstates corresponding to the eigenvalue η = 0 are all those where

∆r contains no particle; the eigenstates corresponding to the eigenvalues η = ±1

are those for which only one particle is within ∆r, in a product state:

| ∆r, η > = | ∆r > ⊗
1√
2

[
e−iϕ/2 | α > +ηeiϕ/2 | β >

]
(7)

where | ∆r > denotes a single particle orbital state with wave function given by

the characteristic function of domain ∆r (equal to 1 in this domain, 0 elsewhere).

In the limit where the volume ∆ tends to 0, one can ignore states with more than

one particle in ∆r, and the N particle states in question provide a quasi-complete

basis. The projector onto eigenvalue 0 is:

Pη=0(r) = 1−
∫

∆r

d3r
′

n(r
′

) =

∫

∆r

d3r
′

[
1

∆
− n(r

′

)

]
(8)

cTo correct a sign error in this reference, here we interchange α and β.



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

Bose–Einstein Condensates and EPR Quantum Non-Locality 41

On the other hand, the projectors for eigenvalues η = ±1 are:

Pη=±1(r, ϕ) =
1

2

∫

∆r

d3r [n(r) + ησϕ(r)] (9)

We now consider a series of K measurements, the first of a spin along direction

ϕ1 in volume ∆r1 , the second of a spin along direction ϕ2 in volume ∆r2 , etc.,

corresponding to the sequence of operators:

A(r1, ϕ1) ; A(r2, ϕ2) ; A(r3, ϕ3) ; ... ; A(rK , ϕK) (10)

As in,16 we assume assume that all r’s are different and that the regions of mea-

surement ∆r1 , ∆r2 , ..., ∆rK
do not overlap, so that all these operators commute; in

addition, and as already mentioned, we assume that the sequence of measurements

is sufficiently brief to ignore any intrinsic evolution of the system other than the

effect of the measurements themselves. Under these conditions, the probability of

any sequence of results:

η1 = 0,±1 ; η2 = 0,±1 ; ... ηK = 0,±1 (11)

is simply given by the average value in state | Φ > of the product of projectors:

< Φ | Pη1(r1, ϕ1)× Pη2(r2, ϕ2)× ....PηK
(rK , ϕK) | Φ > (12)

When the projectors are replaced by their expressions (8) and (9), with (5),

we obtain the product of several terms, each containing various products of field

operators. In each term, because of the commutation of the measurements, we can

push all Ψ†
α,β(r)’s to the left, all Ψα,β(r)’s to the right. It is then useful to expand

the field operators onto the annihilation operators for single-particle-states | ua, α >
and | ub, β >:

Ψα(r) = ua(r)× aua,α + .... ; Ψβ(r) = ub(r)× ab,β + .... (13)

where the terms +.... symbolize sums over other orbital states that, together with

ua(r), or ub(r), complete a basis in the orbital space state of a single particle. Since

the destruction operators give zero when they act on states that have zero popula-

tion, it is easy to see that all these additional terms simply disappear. Each term

now contains between the bra < Φ | and the ket | Φ > a sequence of creation

operators, (aua,α)
†

or (aub,β)
†
, followed by another sequence of destruction oper-

ators, (aua,α) or (aub,β). If each state, ua, α or ub, β, does not appear exactly the

same number of times in the sequence of creation operators and the sequence of de-

struction operators, one obtains the product of two orthogonal kets, which is zero.

If they appear exactly the same number of times, every creation and destruction

operator introduces a factor
√

(Na,b − q), where q depends on the term considered,

but remains smaller than the number of measurements K. We assume that:

K � Na , Nb (14)

which allows us to approximate, as in,16 all factors
√

(Na,b − q) by
√
Na,b.
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At this point, all operators of Ψ†
α,β(r) are simply replaced by

√
Na,bu

∗
a,b(r),

all Ψα,β(r) by the complex conjugate, but we still have to take into account the

necessity for particle number conservation in each sequence. This can be done by

using the mathematical identity:
∫ 2π

0

dΛ

2π
einΛ = δn,0 (15)

(where n is an integer): if we multiply each Ψα(r) (or
√
Naua(r)) by eiΛ, and

each Ψ†
α(r) (or

√
Nau

∗
a(r)) by e−iΛ, and then integrate Λ over 2π, we express the

necessary condition and automatically ensure particle number conservation.

We remark that neither n(r) nor Pη=0(r) introduce exponentials of Λ, since they

always contain matched pairs of creation and destruction operators; exponentials

only appear in σϕ(r) that is in the projectors Pη(r,ϕ) when η = ±1. We assume that

volume ∆ is sufficiently small to neglect the variations of the orbital wave functions

over all ∆r’s. The probability of the sequence of results (11) is then proportional to

:

∏

i

[
1−∆

(
Na |ua(ri)|2 +Nb |ub(ri)|2

)] ∫ 2π

0

dΛ

2π
× (16)

∏

j

{
∆
[
Na |ua(rj)|2 +Nb |ub(rj)|2 + ηj

√
NaNb

(
ei(Λ−ϕj)ua(rj)u

∗
b(rj) + c.c.

)]}
,

where c.c. means complex conjugate. In this expression, the first line corresponds

to the contribution of all results η = 0 (no particle found in the volumes of detec-

tion) and has no Λ (or ϕ) dependence; the second line corresponds to all positive

detections of spins of particles. It is convenient to introduce the relative phase of

the two wave functions by:

ξ(r) = arg [ua(r)/ub(r)] (17)

so that the brackets in the second line become:
[
Na |ua(rj)|2 +Nb |ub(rj)|2 + 2ηj

√
NaNba |ua(rj)| |ub(rj)| cos (Λ + ξ(rj)− ϕj)

]

(18)

The contrast of the interference pattern is maximal at points rj where√
Na |ua(rj)| =

√
Nb |ub(rj)|, i.e. where the two boson fields have the same intensity.

These are is the result onto which our discussion below will be based; for a

generalization to spin measurements that are not necessarily in the xOy plane, see

the appendix of.17

3. Physical Discussion

3.1. Role of the Λ Integral

Suppose that we consider a sequence where only one spin is detected; the product

over j in Eq. (16) then contains only one bracket, summed over Λ between 0 and
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2π. The contribution of each value of Λ gives nothing but the probability of the two

results, ηj = ±1, for a spin 1/2 that is described by a density matrix ρ given by:

ρ ∝
(
Na |ua(r1)|2

√
NaNbu

∗
a(rj)ub(r1)e

−iΛ
√
NaNbua(r1)u

∗
b(r1)e

iΛ Nb |ub(r1)|2
)

(19)

This is easily checked by calculating the trace of the product of ρ by the projector:
[
1 + η

(
e−iϕσ+ + eiϕσ−

)]
/2 (20)

The Oz component of the spin before measurement is then propor-

tional to Na |ua(r1)|2 − Nb |ub(r1)|2, its transverse component proportional to

2
√
NaNba |ua(r1)| |ub(r1)|, with an azimuthal direction specified by angle Λ− ξ(r1).

Now, since Λ is summed between 0 and 2π, the off diagonal elements disappear from

(19), meaning that this azimuthal direction is initially completely random; the spin

loses its transverse orientation and keeps only its Oz component. This is natural

since we are starting from Fock states with completely undetermined relative phase.

Therefore, for the first transverse measurement the two results ±1 always have the

same probability, and the adjustable parameter ϕ1 plays no role.

Now consider a sequence with two measurements and two results η1,2 = ±1. In

Eq. (16), the Λ integral then introduces correlations. The result of the first mea-

surement provides an information on the probabilities of the results of the second:

this information is contained in a Λ distribution that is given by (18), with ηj re-

placed by the result ±1 of the first measurement, and rj replaced by the point r1 at

which this measurement was made. The information is still not very precise, since

the width of the Λ distribution is of the order of π; but, for instance, if the first

result was +1 and if the two angles of measurements ϕ1 and ϕ2 are close or even

equal, there is more chance to find again +1 than −1 for the result of the second

measurement.

When more and more spin measurements are obtained, the Λ distribution be-

comes narrower and narrower, meaning that more and more information on the

value of Λ is accumulated. Standard quantum mechanics considers that Λ has no

physical existence at the beginning of the series of measurements, and that its de-

termination is just the result of a series of random perturbations of the system

introduced by the measurements. Nevertheless, Eq. (16) shows that all observations

are totally compatible with the idea of a pre-existing value of Λ, which is perfectly

well defined but unknown, remains constant, and is only revealed (instead of being

created) by the measurements. For a more detailed discussion of the evolution of

the Λ distribution, and of the optimum strategy concerning the choice of the angles

of measurement ϕj to better determine Λ, see ref.17

It is interesting to find a situation where an additional (hidden) variable Λ

emerges so naturally from a standard calculation in quantum mechanics. It appears

mathematically as a way to express the conservation of number of particles. In other

words, the role of the additional variable is, by integration, to ensure the conser-

vation of the conjugate variable. This contrasts with usual theories with additional
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Fig. 2. Two different spin states (α = + and β = −) are associated with two orbital wave func-
tions that overlap mostly in a large region B, but also have “fingers” that overlap in a much smaller
region A. The two states are macroscopically populated. Under the influence of a few measure-
ments of the spin of particles performed in region A, a macroscopic transverse spin polarization
appears in region B.

variables, where they are introduced more or less arbitrarily, the only constraint

being that the statistical average over the new variables reproduces the predictions

of standard quantum mechanics.

3.2. Small and Big Condensates; Amplification During

Measurement

In our calculation, we have made no special assumption concerning the orbital

wave functions ua(r) and ub(r) associated with the two highly populated single

particle quantum states; they can overlap much or little in space, and in many

ways. We will consider situations where their configuration leads to the discussion

of interesting physical effects. For simplicity, from now on we assume that the two

wave functions have the same phase at every point of space r, so that ξ(r) vanishes.

This simplification occurs if the two states correspond to stationary states trapped

in a real potential, as often the case in experiments with Bose–Einstein condensates;

it is convenient, but not essentiald.

dFor instance, we exclude the case where two condensates are still expanding, as in figure Fig. 1

and as in the experiment described in ref.24 Much of what we write can nevertheless be transposed
to such cases, in terms of the phase of an helicoidal structure of the spin directions in space, instead
of just parallel spins.
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As a first example, we consider two states such as those represented schematically

in figure Fig. 2. The states are mostly located in a region of space B where they

strongly overlap, but also have “fingers” that overlap in another small region of

space A, where the spin measurements are actually performed. We assume that A

is not too small, and contains an average number of spins (100 for instance) that

remains sufficient to perform several measurements and determine the relative phase

of the two Fock states with reasonable accuracy. On the other hand, the number of

spins in region B may be arbitrarily large, of the order of the Avogadro number for

instance.

In this situation, our preceding calculation applies and predicts that the mea-

surement of the spins in A will immediately create a spontaneous polarization in B

that is parallel to the random polarization obtained in A. In other words, standard

quantum mechanics predicts a giant amplification effect, where the measurement

performed on a few microscopic particles induces a transverse polarization in a

macroscopic assembly of spins. In itself, the idea is not too surprising, even in clas-

sical mechanics: one could see the assembly of spins in B as a metastable system,

ready to be sensitive to the tiny perturbation of a microscopic system in A. In this

perspective, the perturbations created by the measurement in A would propagate

towards B and trigger its evolution towards a given spin direction. But this is not

the context in which we have obtained the prediction: we have not assumed any

evolution of the state vector of the system between one measurement and the next.

In fact, what standard quantum mechanics describes here is not something that

propagates along the state and has a physical mechanism (such as, for instance,

the propagation of Bogolubov phonons in the condensates); it is just “something

with no time duration” that is a mere consequence of the postulate of quantum

measurement (wave packet reduction).

Leggett and Sols25,26 discuss a similar situation in the context of two large

superconductors, which acquire a spontaneous phase by the creation of a Josephson

current between them, which in turn is measured by a tiny compass needle in order

to obtain its phase. Here again we have a small system determining the state of

a much larger system, without any physical mechanism. These authors comment

the situation in the following terms: “can it really be that by placing, let us say, a

minuscule compass needle next to the system, with a weak light beam to read off

its position, we can force the system to realize a definite macroscopic value of the

current? Common sense rebels against this conclusion, and we believe that in this

case common sense is right”. They then proceed to explain that the problem may

arise because we are trying to apply to macroscopic objects quantum postulates that

were designed 80 years ago for the measurements of microscopic objects, because

other measurements were not conceivable then. In other words, we are trying to use

present standard quantum mechanics beyond its range of validity. They conclude

that what is needed in a new quantum measurement theory.

What is interesting to note, as we have already mentioned in the introduction,

is that here we have a case where the measured system itself creates a macroscopic
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Fig. 3. Two highly populated Fock states associated with opposite spin direction (α = + and
β = −) overlap in two remote regions A and B of space. A series of transverse spin measurements
in A triggers the appearance of a well defined transverse orientation in A, and also that of a parallel
macroscopic transverse orientation in B (quantum non locality). This corresponds to an angular
momentum that seems to appear in B from nothing, with no interaction at all.

pointer, made of a large assembly of parallel spins, that directly “shows” the direc-

tion of the spins resulting from the measurements. Usually, in the theory of quantum

measurement, this pointer is the last part of the measuring apparatus, not some-

thing that interacts directly with the measured system itself, or even less is part of

it.

3.3. EPR Non-locality with Fock States

Now suppose that the two condensates have the shape sketched in figure Fig. 3,

extending over a large distances, and overlapping only in two remote regions of

space A and B. Again, the number of particles in both regions is arbitrary, and in

particular can be macroscopic in B. We have a situation that is similar to the usual

EPR situation: measurements performed in A can determine the direction of spins

in both regions A and B. If we rephrase the EPR argument to adapt it to this case,

we just have to replace the words “before the measurement in A” by “before the

series of measurements in A”, but all the rest of the reasoning remains exactly the

same: since the elements of reality in B can not appear under the effect of what

is done at an arbitrary distance in region A, these elements of reality must exist

even before the measurements performed in A. Since the initial double Fock state

of quantum mechanics does not contain any information on the direction of spins

in B, this theory is incomplete.

What is new here is that the EPR elements of reality in B correspond to a system

that is macroscopic. One can no longer invoke its microscopic character to deprive

the system contained in B of any physical reality! The system can even be at our

scale, correspond to a macroscopic magnetization that can be directly observable

with a hand compass; is it then still possible to state that it has no intrinsic physical

reality? When the EPR argument is transposed to the macroscopic world, it is clear
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that Bohr’s refutation does no longer apply in the form written in his article; it has

to be at least modified in some way.

Another curiosity, in standard quantum mechanics, is that it predicts the ap-

pearance of a macroscopic angular momentum in region B without any interaction.

This seems to violate angular momentum conservation. Where does this momen-

tum come from? Usually, when a spin is measured and found in some state, one

considers that the angular momentum is taken as a recoil by the measurement ap-

paratus. When the measured system is microscopic and the apparatus macroscopic,

the transfer of angular momentum is totally negligible for the latter, so that there

is no hope to check this idea; but, at least, one can use the idea as a theoretical

possibility. Here, the situation is more delicate: what is the origin of the angular

momentum that appears in B during measurement? Could it be that the apparatus

in A, because the system in A is entangled with a macroscopic system in B, takes

a macroscopic recoil, even if it measures a few spins only? A little analysis shows

that this is impossible without introducing the possibility for superluminal commu-

nication: the recoil in A would allow to obtain information on B (if the states have

been dephased locally for instance). So, it can not be the measurement apparatus in

A that takes the angular momentum recoil corresponding to B. Then, if we believe

that angular momentum can not appear in a region of space without interactions,

even during operations that are considered as “measurements” in standard quan-

tum mechanics, this leads us to an “angular momentum EPR proof”: we are forced

to conclude that the transverse polarization of the spins in B already existed before

any measurement startede. Since this is not contained in the double Fock state,

standard quantum mechanics is incomplete.

We can make the argument even more convincing by using the scheme sketched

in figure Fig.4. We now assume that the two condensates in internal states α and β

overlap in B but not in A, where they both overlap both with the same third con-

densate in a third internal state γ. We furthermore assume that angular momentum

has matrix elements between α and β, but not between a and γ and between β and

γ (for instance, the parity of γ may be the opposite of that of the two other internal

states): the transverse measurements in A correspond to some observable that has

appropriate matrix elements and parity, electric dipole for instance. We know (see

for instance16) that phase determination in Fock states is transitive: fixing the phase

between a and γ on the one hand, between β and γ on the other, will determine the

relative phase of α and β. Under these conditions, in standard quantum mechanics,

the macroscopic angular momentum that appears in B can be a consequence of

measurements in A of physical quantities that have nothing to to with angular mo-

mentum, so that the measurement apparatuses have no reason to take any angular

eTo avoid this conclusion, one can either give up angular momentum conservation in measurements

(making them even more special physical processes than usually thought!), or take the Everett
interpretation (“relative state” or “many minds” interpretation) where no transverse polarization
ever appears in B, even after the measurements..
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Fig. 4. In a variant of the situation shown in Fig. 3, measurements are performed in region A,
at points A1 and A2, of the relative phase between a small local condensate (in internal state
γ) and two extended condensates (respectively in internal states α and β). By transitivity, this
determines the relative phase of the large condensates, resulting by interference in a transverse
spin polarization in region B. Even if the measurements with the local A condensate do not involve
angular momentum (assumed to have no matrix elements between the overlapping states), this
operation can create a macroscopic angular momentum in region B.

momentum recoil at all. Still, they create a large angular momentum in B. Again, if

we do not accept the idea of angular momentum appearing from nothing, we must

follow EPR and accept that the angular momentum was there from the beginning,

even if we had no way to predict its directionf .

4. Possible Objections

In this text, we have discussed thought experiments, not attempted to propose

feasible experiments. We have just assumed that the states that are necessary for

the discussion can be produced, and that they are sufficiently robust to undergo a

series of measurements, with no other perturbation than the measurements them-

selves; this may require that the sequence of measurements be sufficiently fast. Of

course, one could always object that these double Fock states are fundamentally

not physical, for instance because some selection rule forbids them. This would

be in contradiction with the generally accepted postulate that all quantum states

belonging to the space of states (Hilbert space) of any physical system are accessi-

ble. If this postulate is true, there should be no fundamental reason preventing the

preparation of a double Fock state, even for a system containing many particles.

A second objection could be that these states may exist but be so fragile that, in

practice, it will always be impossible to do experiments with them. In the context of

second order phase transitions and spontaneous symmetry breaking, Anderson27–29

has introduced the notion of spontaneous phase symmetry breaking for superfluid

fAs above, the only other logical possibility is to choose the other extreme: the Everett interpre-
tation, where no angular momentum exists even after the measurements.
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Helium 4 and superconductors. According to this idea, coupled superfluid systems

at thermal equilibrium are not in Fock states: as soon as they become superfluid by

crossing the second order transition, some unavoidable small perturbation always

manages to transform the simple juxtaposition of the two Fock states into a single

coherent Fock state containing all the Na+Nb particles, for which the two quantum

states have a well defined relative phase. This assumption is for example implicit in

the work of Siggia and Ruckenstein,15 where the two condensates are considered as

having a well defined phase from the beginningg.

In our discussion, we have assumed neither the existence of a second order phase

transition nor even thermal equilibrium, just the availability of the large initial

double Fock state. Is there any general mechanism that favours coherent states over

double Fock states? Decoherence may actually inroduce this preference. As in ref.,11

we can introduce the so called coherent “phase states” by:

| φ,N > =
1

(2NN !)
1/2

[
eiφ/2 (aua,α)

†
+ e−iφ/2 (aub,β)

†
]N
| vac. > (21)

in terms of which the ket | Φ > of (2) can be written:

| Na : ua, α ; Nb : ub, β >∝
∫ 2π

0

dφ ei(Nb−Na)φ | φ,N > (22)

If M is large, the phase state (21) have a macroscopic transverse orientation in an

azimuthal direction defined by φ; this orientation is likely to couple to the external

environment, as most macroscopic variable do. For instance, if the spin of particles

is associated with a magnetic moment, the different phase states create different

macroscopic magnetic fields that will affect at least some microscopic particles of

the environment, transferring them into states that are practically orthogonal for

different values of φ. In other words, the basis of phase states is the “preferred

basis” for the system coupled to its environment. As a consequence, the coherent

superposition (22) spontaneously transforms into a superposition where each com-

ponent, defined by a very small φ domain, is correlated with a different state of

the environment. The correlation quickly propagates further and further into the

environment, without any limit as long as the Schrödinger equation is obeyed (this

is the famous Schrödinger cat paradox). As a result, the observation of interference

effects between different φ values becomes more and more difficult, in practice im-

possible. In terms of the the trace of the density operator over the environment, the

coherent superposition (22) decays rapidly into an incoherent mixture of different

φ states. For a general discussion of the observability of macroscopically distinct

quantum states, see for instance ref.30

gIt is interesting to note in passing that, unexpectedly, Anderson’s spontaneous symmetry breaking

concept is so closely related to the old idea of hidden/additional variables in quantum mechanics. A
specificity, nevertheless, is that Anderson sees the additional variables as appearing during second
order superfluid phase transitions.
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Decoherence is unavoidable, but does not really affect our conclusions. It just

means that, when the measurements are performed in region A and determine the

transverse polarization (in the standard interpretation), they fix at the same time

the spin directions in B as well as the state of the local environment. The real

issue is not coherence, or the coupling to the environment; it is the emergence of

a single macroscopic result, which is considered as an objective fact and a result

of the observation in the standard interpretation (but of course not in the Everett

interpretation). In the end, decoherence is not an essential issue in our discussion.

A third objection might be size limitations: are there inherent limits to the size

of highly populated Fock states and Bose–Einstein condensates? Is there any reason

why large sizes should make them extremely sensitive to small perturbations? One

could think for instance of thermal fluctuations that may introduce phase fluctua-

tions and put some temperature dependent limit on the size of the coherent system.

Other possible mechanisms, such as inhomogeneities of external potentials, might

break the condensate into several independent condensates, etc. Generally speaking,

we know that ideal condensed gases are extremely sensitive to small perturbationsh,

but fortunately also that repulsive interactions between the atoms tend to stabilize

condensed systems. They do not only introduce a finite compressibility of the con-

densate, but also tend to stabilize the macroscopic occupation of a single quantum

state.31 This should increase the robustness of large systems occupying a unique

single Fock state, even if extended in space.

Experimentally, Bose–Einstein condensates in dilute gases at very low tempera-

tures provide systems that are very close to being in a highly populated Fock state.

Nevertheless, until now experiments have been performed with gas samples that are

about the size of a tenth of a millimeter; one can therefore not exclude that new

phenomena and unexpected perturbations will appear when much larger conden-

sates are created. In any case, even if the non-local effects that we have discussed

are limited to a range of a tenth of a millimeter (or any other macroscopic length),

they remain non-local effects on which a perfectly valid EPR type argument can be

built!

5. Conclusion

We can summarize the essence of this article by saying that, in some quantum

situations where macroscopic systems populate Fock states with well defined pop-

ulations, the EPR argument becomes significantly stronger than in the historical

example with two microscopic particles. The argument speaks eloquently if favour

of a pre-existing relative phase of the two states - alternatively, if one prefers, of

an interpretation where the phase remains completely undetermined even after the

measurements (Everett interpretation) - but certainly not in favour of the orthodox

hFor instance, condensate in ideal gases tend to localize themselves in tiny regions of space.32

Nevertheless, this is a pathology introduced by the infinite compressibility of the condensate in an
ideal gas; it disappears as soon as the atoms have some mutual repulsion.
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point of view where the phase appears during the measurements. If we stick to this

orthodox view, surprising non-local effects appear in the macroscopic world. These

effects can be expressed in various ways, including considerations on macroscopic

angular momentum conservation, but not in terms of violations of Bell type inequal-

ities (this is because the form of the Λ integral in (16), with positive terms inside it,

automatically ensures that the Bell inequalities are satisfied). In any case, Bohr’s

denial of physical reality of the measured system alone becomes much more diffi-

cult to accept when this system is macroscopic. Of course, no one can predict what

Bohr would have replied to an argument involving macroscopic spin assemblies, and

whether or not he would have maintained his position concerning the emergence of

a single macroscopic result during the interaction of the measured system with the

measurement apparatuses.

Another conclusion is that quantum mechanics is indeed incomplete, not neces-

sarily in the exact sense meant by EPR, but in terms of the postulates related to

the measurement: they do not really specify what is the reaction of the measured

system on the measurement apparatus (“recoil effect”). Ignoring this reaction was

of course completely natural at the time when quantum mechanics was invented:

only quantum measurements of microscopic systems were conceivable at that time,

so that these effects were totally negligible. But now this is no longer true, so that

we need a more complete theory for quantum measurement on a macroscopic sys-

tem “in which all the assumptions about relative energy and time scales, etc.. are

made explicit and if necessary revised”.25 Bose-Eintein condensates in gases seem

to be good candidates to explore this question theoretically and experimentally.
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The measurement of a spin- 1
2

is modeled by coupling it to an apparatus, that consists
of an Ising magnetic dot coupled to a phonon bath. Features of quantum measurements
are derived from the dynamical solution of the measurement, regarded as a process of
quantum statistical mechanics. Schrödinger cat terms involving both the system and the
apparatus, die out very quickly, while the registration is a process taking the apparatus
from its initially metastable state to one of its stable final states. The occurrence of Born
probabilities can be inferred at the macroscopic level, by looking at the pointer alone.
Apparent non-unitary behavior of the measurement process is explained by the arisal of
small many particle correlations, that characterize relaxation.

Keywords: Apparatus; Quantum measurement model; Spin; Registration; Collapse;

Schrödinger cats; Decoherence

1. Introduction

As any new student is taught, the result of a quantum measurement process is coded

in the collapse postulate and the Born rule. Among theorists, this formal approach

has too often led to the opinions that quantum measurements either require a special

theory, or that the measurement process itself is a piece of physics that need not be

worried about — how different is the life of an experimentalist, whose task it is to

perform the measurement!

It is our aim to discuss features of the quantum measurement process along the

lines of a rich enough, realistic, but still solvable model. Most of these points are

well known in literature, while a few other ones are put forward by the solution of

the problem. In particular, it is shown that the collapse is explained by a dynamical

approach relying only on the Schrödinger equation and on statistical properties

issued from the large size of the apparatus.

The most standard theory of measurements is the von Neumann-Wigner theory,

where the apparatus is described in terms of pure states.1,2 We consider that a sen-

sible approach to the problem should rely on quantum statistical physics. Following

other works in the literature ,3–14 we consider an explicit model for the measurement

apparatus.
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We shall first outline the model, and then highlight various relevant aspects of

the process. The measurement that we describe is ideal (or non-demolishing, or of

the first kind) in the sense that the sole perturbation brought to the system by the

dynamical process is von Neumann’s reduction of the state.

We keep aside all derivations and technical details, one or the other can be found

in our earlier papers on this model.14–18

2. The model and its solution

For the tested system S, we take the simplest quantum system, that is, a spin 1
2 .

Its initial state is represented by the 2 × 2 density matrix r̂(0). The observable to

be measured is its third Pauli matrix ŝz with eigenvalues si equal to ±1.

The interaction of S with the apparatus A should trigger A from some initial

state R̂(0) into either one of two possible final states R̂⇑ or R̂⇓, associated with

s↑ = +1 or s↓ = −1, respectively. (Here ⇑ and ⇓ refer to A, while ↑ and ↓ refer to S.)

These states R̂⇑ and R̂⇓ should have no overlap, and should be distinguishable at

our scale by observation of some pointer variable. Registration in either one should

be permanent and insensitive to weak external perturbations. Symmetry between

R̂⇑ and R̂⇓ should prevent any bias.

In order to satisfy these conditions, we take for A a system that can undergo

a phase transition with broken invariance. Attempting to conciliate mathematical

tractability and realistic features, we choose A as the simplest quantum object that

displays two phases, namely a sufficiently large Ising system. Though finite, the

number of degrees of freedom will be sufficiently large so that the relaxation towards

one of the equilibrium states R̂⇑, R̂⇓ is irreversible and that the order parameter has

weak fluctuations in each possible final state. The transition of A from a metastable

state to one of its stable, macroscopic states eliminates the infamous problem of

observers (“Wigner’s friend”, “Mind-body problem”), see e.g. ,1 from the quantum

measurements process: After the measurement, the pointer variable will have a

stable value, and can be read off at any moment, or just not, without causing a

back-reaction on the already finished measurement process.

Our apparatus A = M + B simulates a magnetic dot : the magnetic degrees of

freedom M consist of N � 1 spins with Pauli operators σ̂
(n)
a , (a = x, y, z), while

the non-magnetic degrees of freedom such as phonons behave as a thermal bath

B. Anisotropic interactions between these spins can generate Ising ferromagnetism

below the Curie temperature TC. As pointer variable we take the order parameter,

which is the magnetization in the z-direction, represented (within normalization)

by the quantum observable

m̂ =
1

N

N∑

n=1

σ̂(n)
z . (1)

The initial state R̂ (0) of A is the metastable paramagnetic state (〈m̂〉 = 0), prepared

by first thermalizing A = M+B at a temperature T0 above TC, then suddenly cooling
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B into equilibrium at the temperature T below TC. We expect the final state of the

process to involve for A the two stable ferromagnetic states R̂⇑ or R̂⇓, with broken

invariance. The equilibrium temperature T will be imposed to M by the phonon

bath through weak coupling between the magnetic and non-magnetic degrees of

freedom. Within fluctuations small as 1/
√
N , the order parameter Eq. 1 vanishes in

R̂ (0) and takes two opposite values in the states R̂⇑ and R̂⇓, 〈m̂〉i equal to +mF

for i =⇑ and to −mF for i =⇓. As in real magnetic registration devices, information

will be stored by A in the form of the sign of the final magnetization.

2.1. The Hamiltonian

The full Hamiltonian can be decomposed into terms associated with the system,

with the apparatus and with their coupling:

Ĥ = ĤS + ĤA + ĤSA . (2)

In an ideal measurement the observable ŝ to be measured should not change during

the process, so that it should commute with Ĥ . The simplest self-Hamiltonian that

ensures this property is the trivial one: ĤS = 0. The coupling between the tested

system and the apparatus is a spin-spin coupling,

ĤSA = −gŝz
N∑

n=1

σ̂(n)
z = −Ngŝzm̂ . (3)

Before the measurement and after it, g will be equal to zero.

The apparatus A consists, as indicated above, of a magnet M and a phonon bath

B, and its Hamiltonian can be decomposed into

ĤA = ĤM + ĤB + ĤMB . (4)

The magnetic part is chosen as the long-range Ising interaction,

ĤM = −1

2
JNm̂2 . (5)

The magnet-bath interaction, needed to drive the apparatus to equilibrium, is taken

as a standard spin-boson Hamiltonian

ĤMB =
√
γ

N∑

n=1

(
σ̂(n)
x B̂(n)

x + σ̂(n)
y B̂(n)

y + σ̂(n)
z B̂(n)

z

)
, (6)

which couples each component a = x, y, z of each spin σ̂(n) with some hermitean

linear combination B̂
(n)
a of phonon operators. The dimensionless constant γ � 1

characterizes the strength of the thermal coupling between M and B, which is weak.

The bath Hamiltonian ĤB is a large set of harmonic oscillators. It will be involved

in our problem only through its autocorrelation function in the equilibrium state at

temperature T = 1/β, defined by

1

ZB
trB

[
e−βĤBB̂(n)

a (t) B̂
(p)
b (t′)

]
= δn,pδa,bK (t− t′) , (7)

B̂(n)
a (t) ≡ eiĤBt/~B̂(n)

a e−iĤBt/~, (8)
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in terms of the evolution operator of B alone. We choose for our model as Fourier

transform

K̃ (ω) =

∫ +∞

−∞
dt e−iωtK (t) (9)

of K (t) the simplest expression having the required properties, namely

K̃ (ω) =
~2

4

ωe−|ω|/Γ

eβ~ω − 1
, (10)

known as a quasi-Ohmic spectrum. The temperature dependence accounts for the

quantum bosonic nature of the phonons. The Debye cutoff Γ characterizes the largest

frequencies of the bath, and is assumed to be larger than all other frequencies

entering our problem.

2.2. Disappearance of Schrödinger cats

2.2.1. Dephasing

The full density operator D̂(t) of S+A is initially factorized as

D̂(0) = r̂(0)⊗ R̂(0), (11)

with S described by

r̂(0) =

(
r↑↑(0) r↑↓(0)

r↓↑(0) r↓↓(0)

)
, (12)

and A by R̂(0). D̂(t) evolves according to the Liouville-von Neumann equation.

We have exactly solved this equation, for values of the parameters of the model

satisfying

N � 1, ~Γ� T � γJ � J

N

( g

~Γ

)2

, ~Γ� J > g. (13)

Over the very brief time-scale

τred =
1√
2N

~

g
, (14)

the off-diagonal blocks Π̂↑D̂(t)Π̂↓ and Π̂↓D̂(t)Π̂↑, where Π̂↑ = |↑〉〈↑| and Π̂↓ = |↓〉〈↓|
denote the projection operators on the subspaces s↑ = +1 and s↓ = −1, respectively,

decay to zero. This process takes place on a timescale so short that energy exchange

with the apparatus is negligible, so the bath does not play a role in it. Indeed, what

occurs is a dephasing process caused by the interaction of the tested spin with the

N spins of the apparatus. Just as in a spin-echo setup, due to the phase coherence,

the intial state could in principle be retrieved, but this should not occur if we wish

the process to be used as a quantum measurement. Recurrences might appear on

an extremely long timescale τrecur and, in principle, some mechanism is needed to

exclude them. Thus, the so-called “Schrödinger cat” terms, superposing up and

down projections, that have so much troubled the understanding of the quantum

measurement process, just die out in the initial stage of the process.
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2.2.2. Decoherence

The definitive nature of this process (irreversibility) is ensured by the large number

of degrees of freedom of the apparatus, which prevents recurrences to occur over

any reasonable timescale. In the model this is ensured by the bath. It starts to play

a role at a time scale

τB
irrev =

[
2π~2

Nγg2Γ2

]1/4
. (15)

We choose the parameters of the model, in particular, the coupling γ between

M and B, in such a way that

τred � τirrev � τrecur, (16)

that is,

N � γ~2Γ2

8πg2
� 4

Nπ4
. (17)

These conditions are easy to satisfy for large N .

2.3. Registration of the measurement

Only the diagonal blocks Π̂↑D̂(t)Π̂↑ and Π̂↓D̂(t)Π̂↓ are then left, and it takes a much

longer time,

τreg =
~

γ(J − T )
ln

3mF(J − T )

g
, (18)

for the apparatus to register the measurement through the evolution of these diago-

nal blocks. We find that the final state of the compound system S+A is represented,

at a time tf > τreg, by von Neumann’s reduced density operator

D̂ (tf) = r↑↑(0)|↑〉〈 ↑| ⊗ R̂⇑ + r↓↓(0)|↓〉〈↓| ⊗ R̂⇓ , (19)

where R̂⇑ and R̂⇓ represent the two stable ferromagnetic states of the apparatus.

The success of the measurement also requires the lifetime of the initial, unstable

paramagnetic state R̂(0) of A to be longer than the duration of the measurement,

a condition which is satisfied in the model.18 In earlier work,14–17 we considered a

quartic interaction instead of the quadratic interaction Eq. 5;19 since the transition

is then of first order, the lifetime of the paramagnetic state is even much longer.

The magnetization m is a macroscopic variable, which for large N behaves con-

tinuously with small statistical fluctuations ∼ 1/
√
N . The quantity

p(m; tf) = Tr D̂(tf) δ(m− m̂) = p⇑ δ(m−mF) + p⇓ δ(m+mF), (20)

derived from Eq. 19, can only be interpreted as the probability distribution for m

at the time tf . In repeated measurements, the prefactors

p⇑ = r↑↑(0), p⇓ = r↓↓(0), (21)
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are the frequencies with which we shall observe magnetizations +mF and −mF, re-

spectively. Because of this connection, the measurement is called ideal. Born’s rule

is therefore derived through the dynamical analysis of the measurement process

instead of being posed as a postulate. Indeed, Born probabilities in the frequency

interpretation are obtained straightforwardly from Eq. 20: since this equation refers

to the pointer variable alone, which is a macroscopic variable, only the above iden-

tification can be given for its meaning. After this has been set, the same meaning

must hold for Eq. 19 and for the post-measurement state of the tested system,

r̂(tf) = r↑↑(0)|↑〉〈 ↑|+ r↓↓(0)|↓〉〈↓| =
(
r↑↑(0) 0

0 r↓↓(0)

)
. (22)

This expression thus represents a distribution over an ensemble of measured spins

in the frequency interpretation, a simpler result than anticipated, see e.g. 20–22

It seems incompatible with, e.g., the Copenhagen interpretation or a many world

interpretation.

However, the expression Eq. 19 for the final state of S+A contains additional

information: it exhibits a full correlation between the apparatus and the measured

spin, and involves no Schrödinger cat term. The disappearance of such terms has

resulted from the exact solution of the model, and did not rely on any “collapse

postulate” or “projection”.

3. Microscopic versus macroscopic aspects of quantum

measurement

Several important features of quantum measurements are put forward by the solu-

tion of the above model.

The apparatus A should register the result in a robust and permanent way,

so that it can be read off by any observer. Such a registration, which is often

overlooked in the literature on measurements, takes place during the second stage

of the process as indicated above. It is needed for practical reasons especially since

S is a microscopic object. Moreover, its very existence allows us to disregard the

observers in quantum measurements. Once the measurement has been registered,

the result becomes objective. The literature which attributes a rôle to the mind who

observes S is therefore irrelevant.

Registration also requires an amplification within the apparatus of a signal pro-

duced by interaction with the microscopic system S. For instance, in a bubble cham-

ber, the apparatus in its initial state involves a liquid, overheated in a metastable

phase. In spite of the weakness of the interaction between the particle to be detected

and this liquid, amplification and registration of its track can be achieved owing to

local transition towards the stable gaseous phase. This stage of the measurement

process thus requires an irreversible phenomenon. It is governed by the kinetics of

bubble formation under the influence of the particle and implies a dumping of free

energy in the surrounding liquid, the dynamics of which governs the size of the bub-

ble. Similar remarks hold for photographic plates, photomultipliers or other types
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of detectors. In our model the amplification is ensured by the interaction between

the magnet M and the phonon bath B, which allows the energy exchange and the

entropy increase needed to bring M from the state R̂(0) to R̂⇑ or R̂⇓.

A measurement process thus looks like a relaxation process, but with several

complications. On the one hand, the final state of A is not unique, and the dynam-

ical process can have several possible outcomes for A. The apparatus is therefore

comparable to a material which has a broken invariance, and can relax towards one

equilibrium phase or another, starting from a single metastable phase. This is why

we chose a model involving such a phase transition.

All these features, registration, amplification, existence of several possible out-

comes, thus require the apparatus to be a macroscopic object, whereas S is micro-

scopic.

4. Measurement, a process of quantum statistical mechanics

The large size of A cannot be dealt with by any other means than statistical me-

chanics. Of course, we must treat S+A as a compound quantum system. The use of

statistical mechanics compels us to regard our description of a measurement as rele-

vant to a statistical ensemble of processes, not to an individual process. In particular,

our equation Eq. 19 for the final state D̂ (tf) defines expectation values, correlations,

possibly with small fluctuations, and this feature is imposed both by quantum me-

chanics and by statistical mechanics for A. This is why we have described the above

solution in terms of density operators, not of pure states. In particular, we saw

that the initial, metastable state of A was prepared by controlling a macroscopic

parameter, the temperature of B. It is thus represented in the quantum formalism

by a mixed state, coded in its density operator R̂ (0). (It is impossible in an actual

experiment to make a complete quantum preparation of a large object, and the

assumption that A might lie initially in a pure state and end up in one among some

pure states corresponds to a very unrealistic thought measurement — nevertheless

this assumption is frequent in measurement theory, see e.g.1,2) Likewise, each of

the final states R̂i, characterized by the value of the pointer variable that will be

observed, must again be described by means of a density operator R̂i, and not by

means of pure states as in the von Neumann-Wigner approach, too often followed

in the literature. Indeed, the number of state vectors associated with a sharp value

of the macroscopic pointer variable is huge for any actual measurement: As always

for large systems, we must allow for small fluctuations, negligible in relative value,

around the mean value ±mF of m̂.

However, the evolution of A towards one among its possible final states R̂i
is triggered by interaction with S, in a way depending on the initial microscopic

state of S and, for an ideal measurement, the outcome should be correlated to the

final microscopic state of S, a property exhibited by the form Eq. 19 of the final

state D̂(tf) of S+A. Thus, contrary to theories of standard relaxation processes,

the theory of a measurement process requires a simultaneous control of microscopic
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and macroscopic variables. In order to solve the coupled equations of motion for A

and S which involve reduction and registration, we made use of a kind of coarse

graining, which is adequate for A, becoming exact in the limit of a large A, but we

had to treat the small system S exactly.

Moreover, the final state of S+A keeps memory of the initial state of S, at least

partly. The very essence of a measurement lies in this feature, whereas memory

effects are rarely considered in standard relaxation processes.

5. Irreversibility

A quantum measurement is irreversible for two reasons. On the one hand, the loss

of the off-diagonal blocks, exhibited in the expression Eq. 19 of the final density

of S+A, requires an irreversibility of the process. Even if the initial state were

pure, a final state involving only diagonal projections would be a statistical mixture

– this irreversibility is associated with the loss of specifically quantum correlations

between ŝx or ŝy and A, embedded in the off-diagonal blocks. On the other hand, the

registration by the apparatus requires an irreversible relaxation from the metastable

paramagnetic state R̂(0) towards the stable ferromagnetic states R̂⇑ or R̂⇓, as in

the ordinary dynamics of a phase transition.

The irreversibility of the transformation leading from D̂ (0) to D̂ (tf) is measured

by the entropy balance. The von Neumann entropy of the initial state is split into

contributions from S and A, respectively, as

S
[
D̂ (0)

]
= −trD̂ (0) ln D̂ (0) = SS [r̂ (0)] + SA

[
R̂ (0)

]
, (23)

whereas that of the final state Eq. 19 is

S
[
D̂ (tf)

]
= SS

[
∑

i

Π̂ir̂ (0) Π̂i

]
+
∑

i

piSA

[
R̂i
]

. (24)

The increase of entropy from Eq. 23 to Eq. 24 clearly exhibits the two above-

mentioned reasons. On the one hand, when the initial density operator r̂ (0) involves

off-diagonal blocks Π̂ir̂ (0) Π̂j (i 6= j), their truncation raises the entropy. On the

other hand, a robust registration requires that the possible final states R̂i of A are

more stable than the initial state R̂ (0), so that also their entropy is larger. The

latter effect dominates because the apparatus is large.

An apparatus is a device which allows us to gain some information on the state

of S by reading on A the outcome +mF or −mF. The price we have to pay, for being

thus able to determine the matrix elements r↑↑(0) and r↓↓(0) referring to sz = +1

and −1, are a complete loss of information about the off-diagonal elements r↑↓(0)

and r↓↑(0) of the initial state of S, and a rise in the thermodynamic entropy of the

apparatus.

The solution of our model shows that the so-called “measurement problem”, to

wit, the fact that the final state Eq. 19 does not seem to be related unitarily to

the initial state, has the same nature as the celebrated “paradox of irreversibility”
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in statistical mechanics,23 with additional quantum features. Here too, it is the

large size of the apparatus which produces destructive interferences, thus gener-

ating inaccessible recurrence times; such times behave as exponentials of the level

density, which itself is an exponential of the number of degrees of freedom. As in the

solution of the irreversibility paradox,24 we witness here a cascade of correlations

involving more and more spins of M, towards which the initial order embedded in

the off-diagonal elements of r̂(0) escapes without any possibility of retrieval. Math-

ematically speaking, such correlations should be included in the final state, but the

expression Eq. 19 is physically exact in the sense that many-spin correlations cannot

be detected and have no observable implication.

6. Meaning of von Neumann’s reduction and of Born’s rule

The solution of our model shows that the disappearance of the off-diagonal elements

of D̂(t) is a real dynamical phenomenon, involving an irreversible process. Indeed, we

found the collapsed final state Eq. 19 by merely working out the unitary Liouville-

von Neumann equation, without any other extra ingredient than statistics.

It should be stressed that this disappearance concerns the overall system S+A,

and not S or A separately: von Neumann’s reduction is a property of the compound

system S+A, which arises for an ideal measurement. In fact, if we take the trace

over the system S, which means that we are no longer interested in S after the time

tf but only in the indications of the apparatus as in Eq. 20, off-diagonal blocks of

D̂(t), even if they were present, would drop out. Likewise, tracing over A would

yield as marginal density matrix r̂(t) for S simply the diagonal elements of r̂(0),

even if Eq. 19 had included off-diagonal blocks.

The elimination of the off-diagonal blocks, not only for the marginal density

matrix r̂ of S, but also from the overall density matrix D̂ of S+A, contrasts with

what happens in usual decoherence processes (for a review on decoherence processes

see2,25). There, a weak interaction of a system with its environment, which behaves

as a thermal bath, destroys off-diagonal blocks in the density matrix of the system,

but the back reaction of this system on its environment is usually not considered.

Here, the reduction on the timescale (13) is the result of the interaction (3) of S with

the pointer M, without intervention of the bath B, and the whole properties of S+A

after this process are of interest, including the correlations 〈ŝxm̂k〉 and 〈ŝym̂k〉 for

k ≥ 1, which, after increasing initially, vanish on the reduction timescale. Because

the latter timescale is not related to the bath, it is misleading to regard reduction

as a decoherence process.

Born’s rule also involves both S and A. As exhibited in the expression Eq. 19

of the final state, it means that the outcome of the measurement, namely +mF

associated with R̂⇑, or −mF associated with R̂⇓, is fully correlated in the ideal

measurement that we consider with the final state |↑〉 or |↓〉 of S. We noted more-

over that the frequency p⇑ of the occurrence of +mF in repeated measurements,

exhibited in Eq. 20, is equal to the number r↑↑(0) = TrΠ̂↑r̂(0). For an ideal mea-
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surement it is also equal to the element r↑↑(tf) of the marginal density operator of

S. From the macroscopic character of p⇑ (i.e. being related to the possible values

of the pointer), we can thus infer that r↑↑(0) = r↑↑(tf) can be interpreted as a

probability for the microscopic system S to lie in the +z-direction in the final state.

From p⇑ and p⇓ we also get through r↑↑(0) and r↓↓(0), related by Eq. 21, partial

probabilistic information about the state which describes initially the considered

statistical ensemble.

When a statistical ensemble of quantum systems is described by a pure state, any

sub-ensemble is described by the same pure state. On the contrary, for a mixture, we

can split the statistical ensemble into sub-ensembles described by different states,

pure or not, provided we have collected the information needed to distinguish which

sub-ensemble each system belongs to. This is precisely what happens in the final

state Eq. 19 of our ideal measurement. The outcome registered by A provides us

with the criterion required to sort the successive experiments into subsets labeled

by ↑ or ↓. The ensemble for which S + A has the density operator Eq. 19, is thus

split into sub-ensembles, in each of which S and A are decorrelated and S lies in

the eigenstate | ↑〉 or | ↓〉 of ŝz. It is because the final state of S + A is a mixture,

owing to the physical reduction, and because A relaxes towards either one of the

states Ri without Schrödinger cats, that we can use an ideal measurement process

as a preparation of S, initially in r̂(0), into a new state controlled by the filtering of

the outcome of A.26

7. Relation to the pre-measurement

In a Stern-Gerlach experiment the pre-measurement stage is related to the region

of space where the magnetic field is inhomogenous and the individual particles

“decide” either to the upper or to the lower beam. After this, the detection by a

remote detector is somewhat trivial if only the position and not the spin is measured.

Likewise, in our model, one may look for a stage where it is determined that the

tested particle ends up with its spin either up or down. Clearly, this should happen

in the dephasing process, which is phase coherent and takes place on the shortest

timescale relevant to the measurement, the reduction time τred. Here the single

tested spin interacts with the N � 1 spins of the apparatus, while the bath is still

ineffective.

To produce evidence for this connection with pre-measurement, let us decide

to stop the process after the reduction stage, but before the bath sets in, so on

a timescale τred � τ � τirrev. Clearly, the measurement has not been performed

since no registration has taken place. The apparatus is still in the paramagnetic

state, but small multiparticle corelations have been developed with the tested spin.

Removing the apparatus amounts to trace it out, thus neglecting these anyhow tiny

correlations. However, for the tested spin we end up with the mixture Eq. 22, and

no recurrence will subsequently occur if the coupling with the apparatus is removed.

Comparing with the initial state Eq. 12, it is seen that the Schrödinger cat terms
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have indeed already disappeared in this stage. This implies a physics different from

the initial state. If, after this stop of the measurement, the spin is measured again

along the z-axis with another apparatus, this will still end up as it was described

above. But if in the second measurement the spin is measured along the x-axis, the

outcome for 〈ŝx〉 will not be r↑↓(0) + r↓↑(0), but just zero, and likewise for 〈ŝy〉.
More precisely, we shall find for repeated measurements of sx or sy the values +1

or −1 with the same probability, in contrast with measurements on the initial state

Eq. 12.

8. Statistical interpretation of quantum mechanics

The very concept of a physical quantity is related in quantum mechanics to the

possibility of its measurement. Our model, aimed at understanding measurements

as a quantum dynamical process, has compelled us to work in the framework of

quantum statistical mechanics, using density operators rather than pure states.

The process that we described thus refers to a statistical ensemble of measurements

on a statistical ensemble of systems, not to a single measurement experiment.

It is often argued (“ignorance interpretation”) that a statistical mixture D̂, char-

acterizing only our knowledge of the system, should be interpreted as a collection

of “underlying pure states” |ϕk〉 which would have more “physical reality” than

D̂. Like a microstate of classical statistical mechanics, each |ϕk〉 would be associ-

ated with a particular realization of the ensemble; it would represent an individual

system, occurring in the ensemble with a relative frequency qk (“realist interpre-

tation”, for more on this, see e.g. 27). The probabilities that appear through the

pure states |ϕk〉 and through the weights qk would have two different natures, the

former, “purely quantal”, being a property of the object, and the latter resulting

from our lack of knowledge.

That this is a false idea was stressed by de Muynck.27 On the one hand, contrary

to what happens in classical statistical mechanics, the decomposition into a given

mixture D̂ is in general not unique. For instance, it is impossible to distinguish

whether the unpolarized state of a spin 1
2 describes a population of spins pointing

(with the same weight) in the ±z-directions, or in the ±x-directions, or isotropically

in arbitrary directions. Thus no physical meaning can be given to pure states |ϕk〉
that would underlie D̂, since they cannot be defined unambiguously. On the other

hand, a pure state has no more, no less “physical reality” than a mixture, since it

is also just a mathematical tool which allows us to predict any expectation value

for a statistical ensemble of systems, and to evaluate any probability .28,29 Indeed,

the non-commutativity of the observables which represent the physical quantities in

quantum mechanics entails an irreducibly probabilistic nature of the theory. Within

our quantum approach, we therefore refrain from imagining a more “fundamental”

description which would underlie the statistical interpretation and would apply to
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individual systems.a

Anyhow, even if one wished to deal only with pure initial states, each one leading

through a unitary transformation to a pure final state, all conclusions drawn from

the form Eq. 19 of the final density operator would remain valid in a statistical sense.

We are interested only in generic experiments; very unlikely events will never be

observed, due to the huge value of the recurrence times. The situation is comparable

to that of a classical gas: individual trajectories are reversible, and some of them

may exhibit a pathological behavior. However, the consideration of the whole bunch

of possible trajectories associated with the physical situation leads to statistical

properties that agree with the more feasible theoretical analysis in the language of

statistical mechanics – here of density operators.

Note finally that the lack of off-diagonal blocks in the expression Eq. 19 of the

final state S+A allows us to use for this state a classical probabilistic description,

with classical correlations. In the first stages of the process, the density operator

D̂(t) presents all the singular features of quantum mechanics that arise from the

non-commutativity of the physical quantities. The dynamics of the large system

S+A modifies, as usual in statistical mechanics, the qualitative properties, letting,

for instance, irreversibility emerge from reversible microscopic equations of motion.

Moreover, here, we witness the emergence of standard probabilistic, scalar-like cor-

relations between S and A in the final state from the quantum description in which

D̂(t) behaves as an operator-like probability distribution describing a statistical

ensemble.
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It is the purpose of the present contribution to demonstrate that the generalization of the
concept of a quantum mechanical observable from the Hermitian operator of standard
quantum mechanics to a positive operator-valued measure is not a peripheral issue,
allegedly to be understood in terms of a trivial nonideality of practical measurement
procedures, but that this generalization touches the very core of quantum mechanics,
viz. complementarity and violation of the Bell inequalities.

Keywords: Positive operator-valued measure; Complementarity; Bell inequalities.

1. Introduction

I shall refer to the usual quantum mechanical formalism dealt with in quantum

mechanics textbooks as the standard formalism. In this formalism a quantum me-

chanical (standard) observable is represented by a Hermitian operator, having a

spectral representation consisting of projection operators Em, which constitute an

orthogonal (TrEmEm′ = O, m 6= m′) decomposition of the identity operator,

Em ≥ O, E2
m = Em,

∑

m

Em = I.

The projection operators Em are said to generate a projection-valued measure

(PVM). A generalized observable is represented by a positive operator-valued mea-

sure (POVM), generated by a set of non-negative operators Mm that in general

are not projection operators and constitute a non-orthogonal decomposition of the

identity operator, i. e., in general TrMmMm′ 6= O, and

Mm ≥ O,
∑

m

Mm = I. (1)

In generalized quantum mechanics measurement probabilities are given according

to

pm = TrρMm, (2)

ρ a density operator, and the set {Mm} satisfying (1). In the following generalized

and standard observables will be referred to by their POVM and PVM, respectively.
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Nowadays it is more and more realized that standard quantum mechanics is not

completely adequate for dealing with quantum information, and that it is neces-

sary to consider POVMs. Thus, as is well known, standard observables can only

yield information on diagonal elements of ρ. Since in general the operators Mm of

a POVM need not commute with each other, POVMs may yield information on

off-diagonal elements of ρ, too. Particularly interesting is the existence of complete

POVMs allowing to reconstruct the density operator from the set of probabilities

(2) obtained in a measurement of one single generalized observable. By means of

‘quantum tomography’ state reconstruction can be achieved also in standard quan-

tum mechanics; however, in general this method requires measurement of a large

number of standard observables.

POVMs are obtained in a natural way when applying quantum mechanics to

the interaction of object and measuring instrument. Thus, let ρ(o) and ρ(a) be the

initial density operators of object and measuring instrument, respectively, and let

ρ
(oa)
fin = Uρ(o) ⊗ ρ(a)U †, U = e−

i
~
HT be the final state of the interaction. If in this

latter state a measurement is performed of the pointer observable {E(a)
m }, then the

measurement probabilities are found according to

pm = Troa ρ
(oa)
fin E

(a)
m = Troρ

(o)Mm, (3)

with Mm given by

Mm = Traρ
(a)U †E(a)

m U. (4)

From expression (4) it follows that there is no reason to expect that Mm should be

a projection operator; and in general it isn’t.

The generalization of the mathematical formalism by means of the introduction

of POVMs entails a considerable extension of the domain of application of quan-

tum mechanics. In particular, it is possible that the set of operators {Mm} of a

POVM spans the whole of Hilbert-Schmidt space, in which case we have a complete

measurement. Such complete measurements are experimentally feasible,1–3 and may

have considerable practical importance because of their richer informational con-

tent.

As can be seen from (3) and (4), it is the interaction of object and measuring

instrument which is at the basis of the notion of a POVM. In quantum mechanics

textbooks measurement is generally treated in an axiomatic way, and a detailed

description of it is virtually absent. Bohr was one of the few to take the problem se-

riously, but he was mainly interested in the macroscopic phase of the measurement,

which, according to him, was to be described by classical mechanics. However, not

the macroscopic but rather the microscopic phase of the measurement, in which the

microscopic information is transferred from the microscopic object to the measur-

ing instrument, is crucial for obtaining quantum information. This phase should be

described by quantum mechanics.

The influence of measurement has been of the utmost importance in the early

days of quantum mechanics. In particular has it been a crucial feature at the incep-
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tion of the notion of complementarity. In section 2 it will be shown that POVMs

indeed play a crucial role there. By hindsight it can be concluded that much con-

fusion could have been prevented if at that time it would have been realized that

the standard formalism of quantum mechanics (as laid down, for instance, in von

Neumann’s authoritative book4) is just a preliminary step towards a more general

formalism. As it is evident now, the standard formalism is not even able to yield a

proper description of the so-called thought experiments, at that time being at the

heart of our understanding of quantum mechanics.2

In this contribution the importance of the generalized formalism of POVMs is

demonstrated by means of two examples, the first one elucidating Bohr’s concept

of complementarity in the sense of mutual disturbance of the measurement results

of jointly measured incompatible standard observables (section 2). As a second

example, in section 3 a generalized Aspect experiment is discussed using the POVM

formalism, thus demonstrating that violation of the Bell inequalities can be seen as

a consequence of complementarity rather than as being associated with nonlocality.

2. Complementarity

2.1. The Summhammer, Rauch, Tuppinger experiment

In this section I will now discuss as an example of the double-slit experiment a neu-

tron interference experiment performed by Summhammer, Rauch and Tuppinger.5

Other examples can be found in many different areas of experimental physics.2 Let

us first consider the two limiting cases which can be treated by means of standard

D

D 1

2

2

1

k

k
r

c

Fig. 1. Pure interference measurement.

quantum mechanics, viz. what I shall denote as the ‘pure interference measurement’

(cf. figure 1) and the ‘pure path measurement’ (cf. figure 2). In the figures a neutron

interferometer is schematically represented by three vertical slabs in which Bragg

reflection takes place and interference of the different paths can be realized after a

possible phase shift χ has been applied in one of the paths. Detectors D1 and D2

can be placed either behind the third slab (figure 1), or behind the second one, in

which case the experiment reduces to a ‘which-path’ measurement (in figure 2 this

is realized by putting an ideal absorber in one path, while adding the measurement
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Fig. 2. Pure path measurement.

frequencies of detectors D1 and D2 to obtain the probability p+ the neutron was in

the second path; p− = 1 − p+ is the probability that the neutron was in the path

of the ideal absorber).

The observables measured in the measurement arrangements of figures 1 and

2 are standard observables which can easily be found on the basis of elementary

considerations.6 With ρ the initial (incoming) state we find:

pure interference measurement : pn = TrρQn, n = 1, 2, {Q1, Q2} the PVM of the

standard interference observable;

pure path measurement : pm = TrρPm, m = +,−, {P+, P−} the PVM of the stan-

dard path observable.

It will not be necessary to display these observables explicitly; it is sufficient to

know that the operators Qn and Pm are projection operators, defining PVMs of

standard quantum mechanics.

In the experiment performed by Summhammer, Rauch and Tuppinger5 an ab-

sorber (transmissivity a) is inserted in one of the paths (figure 3). In the limits a = 1

D
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2

2
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k

k
 ar

c

Fig. 3. Neutron interference measurement by Summhammer, Rauch and Tuppinger.

and a = 0 the Summhammer, Rauch, Tuppinger experiment reduces to the pure

interference and the pure path measurement, respectively. The interesting point is

that in between these limits the experiment is no longer described by a PVM, but

by a POVM. Indeed, we find for 0 ≤ a ≤ 1: pi = TrρMi, i = 1, 2, 3, in which i = 3

refers to those events in which the neutron is absorbed by the absorber. It is easily
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seen6 that the operators Mi are given according to




M1 = 1
2 [P+ + aP− +

√
a(Q1 −Q2)],

M2 = 1
2 [P+ + aP− −

√
a(Q1 −Q2)],

M3 = (1− a)P−.
(5)

In the following way the measurement represented by the POVM {M1,M2,M3},
Mi given by (5), can be interpreted as a joint nonideal measurement of the inter-

ference and path observables defined above. Define the bivariate POVM (Rmn) as

follows:

(Rmn) :=

(
M1 M2
1
2M3

1
2M3

)
. (6)

Then the two marginals, {∑mRmn, n = 1, 2} and {∑nRmn,m = +,−}, are easily

found. It directly follows from (5) that these marginals are related to the PVMs

{Q1, Q2} and {P+, P−}, respectively, according to
(∑

mRm1∑
mRm2

)
=

1

2

(
1 +
√
a 1−√a

1−√a 1 +
√
a

)(
Q1

Q2

)
, (7)

(∑
nR+n∑
nR−n

)
=

(
1 a

0 1− a

)(
P+

P−

)
. (8)

The important feature of (7) and (8) is that one marginal contains information only

on the standard interference observable, whereas the other marginal only refers to

the standard path observable. Actually, the bivariate POVM (6) was construed so

as to realize this.

Equations (7) and (8) are applications of a general definition of a nonideal mea-

surement,7 to the effect that a POVM {Mi} is said to represent a nonideal mea-

surement of POVM {Nj} if

Mi =
∑

j

λijNj , λij ≥ 0,
∑

i

λij = 1.

This expression compares the measurement procedures of POVMs {Mi} and {Nj},
to the effect that the first can be interpreted as a nonideal or inaccurate version of

the second, the nonideality matrix (λij) representing the nonideality. A convenient

measure of this nonideality is the average row entropy of the nonideality matrix,

J(λ) := − 1

N

∑

ij

λij ln
λij∑
j′ λij′

, N the dimension of matrix (λij). (9)

As is seen from (7) and (8) the measurement procedure depicted in figure 3 gives

rise to two nonideality matrices, to be denoted by (λmm′ ) and (µnn′), respectively.

Under variation of the parameter a the nonideality matrices (λmm′) and (µnn′) are

seen to exhibit a behavior that is very reminiscent of the idea of complementarity

as presented for the first time by Bohr in his Como lecture:8 in one limit (a = 1)

ideal information is obtained on the standard interference observable, whereas no
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information at all is obtained on the standard path observable; in the other limit

(a = 0) the roles of the standard interference and path observables are interchanged.

For values 0 < a < 1 we have intermediate situations in which information is

obtained on the probability distributions of both standard observables, to the effect

that information on one observable gets less accurate as the information on the

other one gets more ideal. By changing the measurement arrangement so as to also

obtain information on another (incompatible) standard observable, the information

on the first observable gets blurred to a certain extent.

2.2. The Martens inequality

Complementary behavior as discussed above is a rather common feature of quantum

mechanical measurement; many other examples can be given.2 Using the nonideality

measure J(λ) (9) it is possible to give a general account of this complementarity.7

Let a bivariate POVM (Rmn) satisfy

∑
nRmn =

∑
m′ λmm′Pm′ , λmm′ ≥ 0,

∑
m λmm′ = 1,∑

mRmn =
∑

n′ µnn′Qn′ , µnn′ ≥ 0,
∑

n µnn′ = 1,
(10)

in which {Pm} and {Qn} are maximal PVMs. Then the corresponding nonideality
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Fig. 4. Parametric plot of J(λ) and J(µ) for the Summhammer, Rauch,Tuppinger experiment.

measures J(λ) and J(µ) satisfy the Martens inequalitya

J(λ) + J(µ) ≥ − ln{max
mn

TrPmQn}.

aFor nonmaximal PVMs this expression has to be slightly generalized.7
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For the Summhammer, Rauch,Tuppinger experiment we obtain

J(λ) = 1
2 [(1 + a) ln(1 + a)− a ln a],

J(µ) = 1
2 [2 ln 2− (1 +

√
a) ln(1 +

√
a)− (1−√a) ln(1−√a)].

In figure 4 a parametric plot is given of these quantities. The shaded area contains

values of J(λ) and J(µ) forbidden by the Martens inequality. This latter inequality,

hence, does represent the Bohr-Heisenberg idea of complementarity in the sense of

a mutual disturbance of the information obtained in a joint nonideal measurement

of two standard observables.

2.3. Martens inequality versus Heisenberg uncertainty relation

It should be stressed that the Martens inequality is a general feature of quantum

mechanical measurement procedures satisfying (10). In particular it is independent

of the density operator ρ. This feature distinguishes the Martens inequality from

the Heisenberg uncerainty relation

∆A∆B ≥ 1

2
|Trρ[A,B]−|, (11)

A and B standard observables. It is interesting to remember that for a long time

it has been the Heisenberg uncerainty relation (11) that was supposed to describe

complementarity in the sense of mutual disturbance in a joint nonideal measure-

ment of two standard observables. This has been questioned by Ballentine9 to the

effect that the Heisenberg inequalities (11) do not refer to joint measurement of

incompatible observables at all, since they can be tested by separate ideal measure-

ments of the two standard observables in question. According to Ballentine even

“Quantum mechanics has nothing to say about joint measurement of incompatible

observables.”

As far as standard quantum mechanics is concerned, Ballentine is certainly right.

However, as is seen from section 2.2, the generalized quantum mechanics of POVMs

is able to deal with joint nonideal measurement of incompatible observables. The

Martens inequality, rather than the Heisenberg inequality, is representing the con-

comitant complementarity. Although Bohr and Heisenberg had a perfect intuition

as regards the physics going on in a double-slit experiment, they were not able to

give a comprehensive treatment of it, due to the fact that they did not have at

their disposal the generalized formalism of POVMs. As a consequence they were

restricted to a discussion of the limiting cases only (in our example a = 0 and

a = 1). They unjustifiedly thought10 that the Heisenberg inequality (11) was the

mathematical expression of their intuition on the intermediate cases (in our exam-

ple corresponding to 0 < a < 1). However, rather than the Heisenberg inequality

it is the Martens inequality, derived from the generalized formalism, which serves

this purpose. It seems that, due to a too one-sided preoccupation with measure-

ment, Bohr and Heisenberg overlooked the possibility that not only measurement

but also preparation might yield a contribution to complementarity, the Heisenberg

uncertainty relations referring to the latter contribution.
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3. Bell Inequalities

As is well known, the Bell inequalities cannot be derived from standard quantum

mechanics; they were derived by Bell11 from a local hidden-variables theory. As a

consequence, it is generally believed that violation of the Bell inequalities by the

standard Aspect experiments12,13 is a consequence of nonlocality. In this section

it will be demonstrated that our understanding of the Bell inequalities, too, can

considerably be enhanced by applying the generalized formalism.2

3.1. Generalized Aspect experiment

For this purpose the following experiment is considered, to be referred to as the

generalized Aspect experiment (cf. figure 5). In the experiment each photon of a

γ

D

D

Pol θ

Pol θ

γ

D

Pol θ

Pol θD2 2

2

2 1

1

1

1 1

2

Fig. 5. Generalized Aspect experiment.

correlated photon pair impinges on a semi-transparent mirror (transmissivities γ1

and γ2, respectively). In the paths of the transmitted and reflected photon beams

of photon i (i = 1, 2) polarization measurements are performed in directions θi and

θ′i, respectively. Using ideal detectors D1, D′
1, D2 and D′

2, a measurement result

(occurrence or nonoccurrence of a click in each of the four detectors) is obtained

for each individual photon pair. The four (standard) Aspect experiments12,13 are

special cases of the present experiment, satisfying (γ1, γ2) = (1, 1), (1, 0), (0, 1) or

(0, 0), respectively (in each of these experiments the two detectors which are certain

not to click have been omitted).

The generalized Aspect experiment can be analyzed, analogously to the discus-

sion in section 2, in terms of complementarity in the sense of mutual disturbance in

a joint nonideal measurement of incompatible standard observables. Let us first con-

sider the measurement performed in one arm of the interferometer (i = 1 or 2). In

agreement with definition (10) this measurement can be interpreted as a joint non-

ideal measurement of the (standard) polarization observables (PVMs) {Eθi

+ , E
θi

− }
and {Eθ

′
i

+ , E
θ′i
− } in directions θi and θ′i, respectively. Thus, by expressing, for a given i,
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the joint detection probabilities of photon detectors Di and D′
i as pmini

= TrρRγi
mini

,

the bivariate POVM (Rγi
mini

) is defined according to

(Rγi
mini

) =

(
O γiE

θi

+

(1− γi)Eθ
′
i

+ γiE
θi

− + (1− γi)Eθ
′
i

−

)
, i = 1, 2. (12)

The marginals of (Rγi
mini

) are found as
(∑

ni
Rγi

+ni∑
ni
Rγi

−ni

)
=

(
γi 0

1− γi 1

)(
Eθi

+

Eθi

−

)
(detector Di), (13)

(∑
mi
Rγi

mi+∑
mi
Rγi

mi−

)
=

(
1− γi 0

γi 1

)(
E
θ′i
+

E
θ′i
−

)
(detector D

′
i). (14)

As functions of γi, 0 ≤ γi ≤ 1 the nonideality matrices in (13) and (14) show com-

plementary behavior completely analogous to that of (7) and (8), and illustrated

by figure 4. From this complementarity it can be concluded that, for instance, a

measurement result for the polarization in direction θi, obtained in the generalized

Aspect experiment (0 < γi < 1), can be different from one obtained if an ideal

measurement of this standard observable (γi = 1) would have been performed.

Moreover, it follows that this difference is a consequence of changing the measure-

ment arrangement from γi = 1 to γi < 1, or vice versa. It is also seen that for

γi = 1 the marginal (14) is given by {O, I}, which is a completely uninformative

observable, not yielding any information on the state of photon i. This justifies the

omission, referred to above, of the corresponding detector in the standard Aspect

experiment.

The generalized Aspect experiment depicted in figure 5 can be interpreted in an

analogous way as a joint nonideal measurement of the four standard observables

{Eθ1+ , E
θ1
− }, {E

θ′1
+ , E

θ′1
− }, {Eθ2+ , E

θ2
− }, and {Eθ

′
2

+ , E
θ′2
− }, a quadrivariate POVM being

obtained as the direct product of the bivariate POVMs given in (12):

Rγ1γ2m1n1m2n2
= Rγ1m1n1R

γ2
m2n2

. (15)

From this expression it is evident that there is no disturbing influence on the

marginals in one arm of the interferometer by changing the measurement arrange-

ment in the other arm. Since observables referring to different objects do commute

with each other, this is not unexpected. Complementarity in the sense of mutual

disturbance of measurement results is effective in both of the arms separately, dis-

turbance being caused in each arm by changing the measurement arrangement in

that very arm.

3.2. Complementarity and nonlocality as alternative explanations

of violation of the Bell inequalities

The interesting outcome of the present discussion of the generalized Aspect exper-

iment is the existence of a quadrivariate probability distribution

pγ1γ2m1n1m2n2
= TrρRγ1m1n1R

γ2
m2n2

(16)
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for the experimentally obtained measurement results. According to a theorem

proven by Fine,14 and by Rastall,15 the existence of this quadrivariate probabil-

ity distribution implies that the Bell inequalities are satisfied by the four bivariate

marginals pγ1γ2m1m2
, pγ1γ2m1n2

, pγ1γ2n1m2
and pγ1γ2n1n2

which can be derived from (16) for fixed

(γ1, γ2).

It should be noted that this holds true also for each of the standard Aspect

experiments, corresponding to one of the limiting cases (γ1, γ2) = (1, 1), etc.. Ev-

idently, violation of the Bell inequalities by these experiments must be caused by

the fact that no quadrivariate probability distribution exists from which the four

bivariate probabilities pγ1=1γ2=1
n1n2

, pγ1=1γ2=0
n1m2

, pγ1=0γ2=1
m1n2

, and pγ1=0γ2=0
m1m2

can be de-

rived as marginals. So, the question to be answered is, why such a quadrivariate

probability distribution does not exist, even though for each of the standard Aspect

experiments separately one is given by (16).

A step towards answering this question is the observation that the quadri-

variate probability distributions pγ1γ2m1n1m2n2
given by (16) are different for different

(γ1, γ2): they depend on the measurement arrangement, and so, in general, do their

marginals. Hence, changing the measurement arrangement from one standard As-

pect experiment to another yields a disturbance of the measurement probabilities,

preventing the Bell inequalities from being derivable from the existence of a single

quadrivariate probability distribution.

In accepting this explanation we may choose between two different disturbing

mechanisms, viz. nonlocality or complementarity. In the first case it is assumed that

the probabilities in one arm of the interferometer are influenced in a nonlocal way by

changing the measurement arrangement in the other arm. This is the explanation

that is generally accepted. The alternative explanation, based on complementarity,

takes into account the disturbing influence of a change of the measurement arrange-

ment performed in an arm of the interferometer on the measurement probabilities

measured in that same arm, as expressed by (13) and (14).

In deciding which of the alternatives, nonlocality or complementarity, to accept,

it is important to realize that, if four standard observables (PVMs) {E1
i }, {F 1

j },
{E2

k}, and {F 2
` } are mutually compatible, a quadrivariate probability distribution,

viz. TrρE1
i F

1
j E

2
kF

2
` , exists even in the standard formalism. Hence, incompatibility

is a necessary condition for violation of the Bell inequalities. But, since observables

referring to causally disjoint regions of space-time do commute, only observables

referring to the same region can be incompatible. Hence, incompatibility is a local

affair, as, consequently, is violation of the Bell inequalities. It seems that comple-

mentarity can yield a local explanation of violation of the Bell inequalities, based

on mutual disturbance in the joint nonideal measurements of incompatible stan-

dard observables carried out separately in each arm of the interferometer. Such an

explanation could not be given on the basis of the standard formalism since, as

demonstrated in section 2, that formalism is not able to deal with this kind of com-

plementarity. Dependence on the measurement arrangement is only evident when

considering the bivariate probabilities TrρRγi
mini

, derived from (12), which do not
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exist in the standard formalism.
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We review two topics of quantum optics that shed new light on the effect of state re-
duction by a quantum measurement. One topic is the observation of quantum jumps
switching on and off the fluorescence of a trapped atomic ion. The other one is the spon-
taneous decay of a single atom, described by the method of quantum trajectories. This
method is based on the decomposition of the density matrix of an open system into an
ensemble of time-dependent pure state vectors. Here we consider single histories of the
spontaneously emitting atom. It is shown that in both cases the evolution is affected by
a detection with a null result.

Keywords: Null measurement; State reduction; Quantum jumps; Quantum trajectories.

1. Introduction

The probabilistic nature of quantum mechanics implies that identical systems that

are described by identical state vectors can produce different measurement out-

comes. This raises the natural question: what is the cause of these differences? In-

terpretations of quantum mechanics mainly differ in their answer to this question.

Here we distinguish only two possible answers, which gives a rough but broadly

accepted first classification in the possible points of view.

The modest and wise answer to the question for the unknown causes of differ-

ences in measurement results is simply: These differences are caused by something

unknown. This reflects the view of some of the greatest among the founders of quan-

tum mechanics, such as Schrödinger, Einstein, De Broglie and Bohm. It regards the

probabilistic nature of quantum mechanics as arising from uncertainty about the

actual state of the system that is described by a state vector. The differences in

measurement results are viewed as reflecting hidden differences in two systems with

the same state vector. The existence of unknown causes for the quantum indeter-

minacy that is postulated here would imply that quantum mechanics is incomplete,

which leaves room for the exploration of various kinds of hidden variables. This

view allows one to maintain that the outcome of a measurement reflects a property

that the system already had before the measurement. In this sense, this view may

be termed realistic.
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The main alternative answer to the question as to the causes of different mea-

surement outcomes is best summarized by the reply: There is nothing that causes

these differences. This reflects the view of Bohr and Heisenberg, and forms the basis

of what is now termed the Copenhagen interpretation of quantum mechanics. It re-

stores the completeness of quantum mechanics, but the price is non-negligible. When

one holds this view, one can no longer insist that the outcome of a measurement

reflects a property that the system had before and independent of the measurement.

After all, the same system having the same properties could have produced a dif-

ferent outcome. Therefore the measurement result is fundamentally undetermined

prior to the measurement. According to this interpretation, the probabilistic na-

ture of quantum mechanics does not arise from a lack of knowledge. Uncertainty is

replaced by indeterminacy. Presently, this view of quantum mechanics is the most

widely accepted among physicists, even though differences remain in the precise

wording.

The central problem in these considerations is the role of the measurement. In

textbook quantum mechanics, it is normally stated that an observable quantity

corresponds to a Hermitian operator Q̂ on state space, with eigenvectors |φn〉 and

eigenvalues qn, so that Q̂|φn〉 = qn|φn〉. When the state of the system is described

by the normalized state vector |ψ〉, a measurement produces the eigenvalue qn with

probability pn = |〈ψ|φn〉|2, provided that the eigenstates |φn〉 are normalized. After

a measurement with this outcome, the state of the system is described by the

eigenvector |φn〉, which replaces the original state |ψ〉. Here it is tacitly assumed

that a measurement is instantaneous, and has no time duration.

In the present paper we consider two simple cases of detection of a photon

emitted by an atom where the state of the atom changes when no photon is observed.

The first case is the intermittent fluorescence of a strong atomic transition, where

one of the states of the transition is weakly coupled to another non-emitting state.

This has been introduced as a prototype case for the macroscopic observability of

quantum jumps.1–3 Such a jump corresponds to the switch-off or the switch-on of the

fluorescence, and may be viewed as a transition to or from the non-emitting state.

The second case is a single history of an atom that is brought in a superposition

state of the ground state and a decaying excited state. This is probably the simplest

case of a quantum trajectory, which is a single pure-state realization of the history of

an open quantum system.4 In this case, the the trajectories contain a discontinuous

jump to the ground state, that is registered by the detection of an emitted photon.

A common feature of both cases is that a time-dependent state-vector projection

results from the non-detection of a photon.

2. Macroscopic Fluorescence Switching

2.1. Evolution of density matrix

Macroscopically observable quantum jumps can arise in three-state systems with one

weak and one strong transition. A simple example is a V configuration, sketched
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in Fig. 1. The ground state g is coupled to two excited states e and s by driving

e

s

g

Fig. 1. Three-level scheme, with strong transition (solid line) and weak transition (dashed line).

fields, and spontaneous emission from these states produces fluorescence radiation.

The coupling between states g and e is strong, and the natural lifetime of state

e is of the order of nanoseconds. The fluorescence from this transition is directly

observable. However, the transition between the states g and s is weak, and the

state s is metastable, with a macroscopic lifetime, of the order of seconds, say. This

can be the case when the transition g → s is forbidden. Emission by state s is rare,

and the fluorescent photons contribute negligibly to the fluorescence intensity. Then

what is the effect of the presence of this weakly coupled state s on the fluorescence

on the strong transition?

The answer must be based on the behavior of the density matrix ρ̄ of the three-

state atom. In the absence of the coupling to state s, we have effectively a two-

state atom, and when the driving field is sufficiently strong, so that the transition

is saturated, the states g and e have the same population of ρ̄gg ≈ ρ̄ee ≈ 1/2.

The fluorescent intensity expressed in the number of photons per unit time is then

Γeρ̄ee ≈ Γe/2, with Γe the spontaneous decay rate of state e. When the coupling to

state s is switched on, and when this transition is also saturated, in the steady state

the populations of all three states will be the same, so that they are about equal

to 1/3. Notice that the weakness of the transition concerns both spontaneous and

stimulated transitions. For a weak transition the time needed to reach the steady

state is long, but the ratio between the steady-state populations ρ̄gg and ρ̄ss is no

different than for a strong transition driven by light with the same intensity. In

fact, the ratio between spontaneous and stimulated transitions does not depend on

the strength of the atomic transition matrix elements, but only on the intensity

of the driving field, according to Einstein’s discussion of the radiative transition

coefficients. The situation is characterized by a separation of time scales, a short

time scale, of the order of Γ−1
e , and a long time scale, on the order of Γ−1

s . When

both driving fields are switched on simultaneously, on the short time scale the weak

coupling between the states g and s is not yet effective, and the population ρee of

state e rapidly attains the value 1/2. The buildup of the state s only occurs on the

long time scale. Its population ρss grows from zero to its steady-state value 1/3,

while the population ρee of state e decreases from 1/2 to 1/3.
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Since we are accustomed to identify the fluorescence intensity to the product

of a spontaneous decay rate Γ and a population, this suggests that the effect of

the weakly coupled state s is simply that the fluorescent intensity would be Γe/3,

which is less than the value Γe/2 in the absence of the coupling to state s. One

would therefore expect that the weakly-coupled state reveals itself by a weaker

intensity of the steady-state fluorescence. In contrast, Cook and Kimble5 argue

that a transition to the state s switches off the fluorescence on the transition e→ g,

and that (spontaneous or stimulated) decay of the state s switches the fluorescence

on again. The result is a fluorescence signal that is randomly interrupted by dark

periods, in analogy to a random telegraph signal. This raises the question what is

wrong with the suggestion mentioned above. The main point is that the density-

matrix description gives an average of many pure-state histories of the system. In

most cases the difference between the average of a signal as calculated by using the

density matrix and an actual history of the signal is small. When fluctuations of

the signal are large, this is no longer true, and then we need different techniques to

predict the nature of single histories.

2.2. Intensity correlation and waiting-time distribution

A fundamental quantity in the theoretical description is the intensity distribution

f(t), defined as the time-dependent photon emission rate following an earlier emis-

sion at time 0. It is given by

f(t) = Γeρee(t) , (1)

in terms of the matrix element for the state e of the time-dependent density matrix

ρ(t) for the three-level system, with the initial condition that at time zero a fluo-

rescence photon was detected. This implies that the atom was in the ground state

g, so that ρ(0) = |g〉〈g|. The function f(t) can be evaluated by solving the optical

Bloch equations, which are the evolution equations for the density matrix of the

three-state system. For complete saturation, the function f(t) approaches the value

Γ1/2 on the short time scale, and then it decays slowly to the lower value Γ1/3.

It requires some arguing and intuition to conclude from this that the fluorescence

displays dark periods.6,7 It is more convincing to use an alternative time-dependent

function w(t), which is defined as the probability distribution of the time intervals

one has to wait for the first next photon emission after an earlier emission. This

waiting-time distribution can be evaluated by starting from a simplified version of

the optical Bloch equations, where the gain term of the ground-state population

by spontaneous emission from the upper states is omitted.8,9 This gain term cor-

responds to the creation of a fluorescent photon, so that the resulting simplified

density matrix is subjected to the condition that no photon emission took place

since the initial time g. The waiting-time distribution w(t) is just the trace of the

conditional density matrix. According to its definition, w(t) is normalized, in the



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

84 G. Nienhuis

sense that
∫ ∞

0

dt w(t) = 1 . (2)

We may view f(t) as the probability density to have a photon emission at time t.

Since this emission can be the first, or the second, . . . , we can express the relation

between f and w in the form of the Dyson equation

f(t) = w(t) +

∫ t

0

dt′ f(t′)w(t − t′) . (3)

The first term on the right-hand side corresponds to the history where the emission

at time t was the first one since time zero. The second term describes the histories

with emissions in between, the last one at time t′. This relation (3) can be converted

into an algebraic relation

f̂(v) = ŵ(v) + f̂(v)ŵ(v) (4)

for the Laplace transforms, which are defined in the standard way by

f̂(v) =

∫ ∞

0

dt f(t)e−vt , ŵ(v) =

∫ ∞

0

dt w(t)e−vt . (5)

This relation can be used to show that the slow decrease of f(t) on the long time

scale gives rise to a weak long-time tail on the waiting-time distribution w(t).9 This

tail has an exponential behavior characterized by the slow rate Ron, which is the

effective switching rate from the weakly coupled state s to the strongly coupled pair

of states g and e. For short times the behavior of w(t) ≈ wshort(t) is indistinguishable

from the case of the system consisting only of the strongly coupled states g and e.

The long-time behavior of w(t) has the form9

wlong(t) =
RoffRon

Γeρ̄ee
exp(−Ront) , (6)

with Roff the effective switching rate from the strongly coupled pair of states to the

weakly coupled state s.

2.3. Single histories

The interpretation of this expression (6) for the long-time tail is now obvious. After

each photon emission the next photon arrives in most cases within a short time,

determined by the two-state waiting-time distribution wshort(t). The average waiting

time for such a rapid successor is (Γeρ̄ee)
−1. However, there is a small probability

Roff/(Γeρ̄ee) that the atom jumps to the state s, so that one has to wait a long time,

on average (Ron)−1, for the arrival of the next photon. When both transitions are

saturated, the two-state steady state value of the population of state e is ρ̄ee = 1/2.

The fluorescence at rate Γe/2 is interrupted at random instants by a dark period,

which occurs at a rate Roff . The switch-on that ends the dark period occurs at the

rate Ron. On average, all three states have the same population 1/3, and the ratio
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of the switching rates is Ron/Roff = 2, since during a bright period the atom spends

half of the time in the lower state g, from where the coupling to the dark state s

can only arise. Hence, the average duration of the bright period is twice as long as

the duration of a dark period. The long-time decrease of the intensity correlation

from Γe/2 to Γe/3 simply arises from the fact that one third of the time, the atom

passes through a dark period. A typical single history of bright and dark periods is

sketched in Fig. 2.

t

Fig. 2. Single history of bright and dark periods of fluorescence on the long time scale. On the
short time scale, the fluorescence consists of single photon counts

The switching on and off of the fluorescence occurs at random instants whose

precise values are not predicted by quantum mechanics. Therefore quantum mechan-

ics does not describe a single run, only the statistics of many runs. The fluorescence

during a bright period is easily observable, and it is basically a macroscopic signal.

As viewed from the perspective of quantum measurement theory, observation of the

fluorescence intensity is equivalent to measuring whether the atom is in the dark

state s or not. In accordance with the view that the outcome of a measurement

cannot be regarded as a property that the system had before the measurement, we

would have to conclude that the observation that the fluorescence is off projects the

atom in the state s. What happens when no one is looking remains undetermined.

This shows that a macroscopic observation with a null result can be a full-fledged

quantum measurement. The fact that the fluorescence is either off or on depends

on this specific observation of the fluorescence intensity. It is the continuous obser-

vation on the long time scale that projects the atom either in the dark or in the

bright state. Other observations, such as the phase properties of the fluorescence

light, would have a different natural basis of natural states.
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3. Spontaneous Decay as a Quantum Trajectory

We consider now a two-state atom, with ground state g, and excited state e. When

the atom is prepared in the excited state at time 0, it will emit a photon by spon-

taneous emission. The atomic initial state is then denoted as |ψ(0)〉 = |e〉. The

exponential decay law states that N(t) = N(0) exp(−Γt), with N the population

of the excited state e, and Γ the rate of spontaneous decay. However, this law does

not hold for a single history of a single initially excited atom. When we consider

a single atom, initially in e, that is constantly monitored by a (supposedly ideal)

photo-detector, a photon will be observed at some time t0. Then as observers we

will conclude that the atom remained in the excited state e up to time T , and that it

was in the ground state g for times t > T . This implies that N(t) = 1 for t < T , and

N(t) = 0 for t > T . The exponential decay law is reproduced only after averaging

over many runs of the experiment, where the probability distribution over the decay

time T is

w(T ) = Γ exp(−ΓT ) . (7)

This is illustrated in Fig. 3.

t

N

1

0

t

N

1

0

Fig. 3. Exponential decay (left) of excited state population is average over many single runs
(right).

Now suppose that the atom is initially in a superposition of the excited state

and the ground state, so that

|ψ(0)〉 = ae|e〉+ ag |g〉 , (8)

with the normalization condition |ae|2 + |a2
g| = 1. We define the state vector |φ0(t)〉

as describing the state of the atom under the condition that no emission occurred

until time t. Obviously, at time 0 this state must be the initial state, so that |φ0(0)〉 =

|ψ(0)〉. In analogy to the case of an initial excited state one might think that the

state does not change as long as there is no emission. After all, we have seen that the

excited state does not change as long as there is no emission, and the ground state

cannot change. Still, this conclusion is false. In the state |ψ(0)〉, there is a non-zero
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probability |ag|2 that the atom is in the ground state. So with this probability, the

atom will never emit a photon. Conversely, when no photon has been seen after

many lifetimes, we can be pretty sure that the atom is in the ground state. This

shows that |φ0(∞)〉 = |g〉. This shows that the time dependence of |φ0(t)〉 is not

completely trivial. In particular, how can we explain and describe the decay of this

state to the ground state |g〉?
The answer is found by first considering the evolution of an initially excited

atom. The initial atomic state |ψ(0)〉 = |e〉 gives rise to a time-dependent state of

the atom and the radiation field, which we schematically represent as

|Ψ(t)〉 = e−Γt/2|e〉|0〉+ |g〉
∫
d~k B(~k, t)|~k〉 , (9)

where |~k〉 indicates the state of the electromagnetic field with one photon with wave

vector ~k, while |0〉 is the vacuum state of the field. Expressions for the amplitudes

B(~k, t) that determine the time-dependent distribution over the photon momenta

can be directly obtained,10 but we do not need them here. For simplicity, we adopted

the Born-Markov approximation and the interaction representation.

Now we turn to the initial state (8). From the superposition principle, we know

that the corresponding time-dependent state is

|Ψ(t)〉 = |ψ0(t)〉|0〉+ ae|g〉
∫
d~k B(~k, t)|~k〉 , (10)

where the atomic state |ψ0(t)〉 that multiplies the zero-photon state is

|ψ0(t)〉 = aee
−Γt/2|e〉+ ag|g〉 . (11)

Since this state |Ψ(t)〉 does not factorize in an atomic part and a field part, the

state is entangled.

The strength of the state |ψ0(t)〉 is

P0(t) = |ae|2e−Γt + |ag |2 . (12)

Its physical significance is the probability that no photon was emitted before time

t. Its time derivative determines the waiting-time distribution for the emission of a

photon by the relation to w(t) = −dP0(t)/dt, so that

w(T ) = Γ|ae|2e−ΓT . (13)

In the special case that the atom is initially in the excited state (|ae|2 = 1), this

reduces to the expression (7). The time integral W (t) =
∫ t
0 dT w(T ) = 1− P0(t) of

w(T ) is the probability of a photon emission before the time t, which is complemen-

tary to the no-photon probability P0. In the limit t→∞ this gives the probability

that a photon is emitted at any time, which is equal to the initial population |ae|2
of the excited state, as it should be. This confirms that there is a finite probability

|ag|2 = 1− |ae|2 that no photon will be emitted at any time.
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Now we can answer the question raised above for the expression for the condi-

tional state |φ0(t)〉 of the atom when no photon is emitted. It is just the normalized

version of |ψ0(t)〉. We can express it as

|φ0(t)〉 = be(t)|e〉+ bg(t)|g〉 , (14)

with

be(t) = aee
−Γt/2/

√
P0(t) , bg(t) = ag/

√
P0(t) . (15)

From the evolution equation for the state vector |ψ0(t)〉 we find evolution equations

for the amplitudes bg and be in the form11

dbe
dt

= −Γ

2
be|bg|2 ,

dbg
dt

=
Γ

2
bg |be|2 . (16)

These equations determine the physical (normalized) conditional state vector

|φ0(t)〉. It is important to notice that these equations are non-linear. This reflects

the fact that the conditional state |φ0(t)〉 does not obey the superposition principle:

it is not the superposition of the states corresponding to the initial states |e〉 and

|g〉, with amplitudes ae and ag .

In Fig. 4 we plot the decaying probability |be|2 that the atom is in the excited

state during the period that no photon was emitted. The plot has the shape of an

inverted tanh curve.

Fig. 4. Single run of the excited-state population. Up to the instant of the decay, the population
decays with an tanh behavior. The time t0 is the time that the population passes 1/2.

In this case the projection of the atomic state unto the ground state proceeds

continuously during the period that no photon is emitted. This indicates that the

probability that the atom is actually in the ground state increases gradually when

one waits in vain for the photodetector to click. When the detector does click, the
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projection to the ground state is instantaneous, as indicated by the jump instant in

Fig. 4.

This description of spontaneous emission of a single atom is a simple example of

the methods of quantum trajectories. This is a way to describe the density matrix

representing the state of an open system as a distribution over state vectors of

the system. Here the open system is the atom, and the environment (the bath)

is the quantized electromagnetic field. The mixture of states represented by the

density matrix ρ(t) is the statistical average over pure states represented by the

state vector |φ(t)〉. When the average is indicated by pointy brackets, this relation

is simply ρ(t) =< |φ(t)〉〈φ(t)| >. This is the basic idea of the Monte Carlo wave

function method.4,12 In the present case, the quantum trajectories are simply the

normalized states |φ0(t)〉, that are interrupted by a quantum jump to the ground

state, as sketched in Fig. 4. Hence, for a jump instant T , the pure-state history of

the atom is given by |φ0(t)〉 = |g〉 for t > T . Hence, the single histories differ only in

the instant T of the jump. The distribution over these jump instants is provided by

the waiting-time distribution (13). Averaging the expression for |be(t)|2 over these

jump instants reproduces the exponential decay law < |be(t)|2 >= |ae|2 exp(−Γt).

It has been noted11,13 that the evolution of the single histories |φ0(t)〉 before the

emission is identical to the results of the neoclassical radiation history,14 which is

based on the idea that the decay of an excited atom results from classical radiation

reaction. Now we see that the neoclassical description is just incomplete: what is

missing is the quantum jump to the ground state. When the population of the

excited state is small, the probability for a jump is small, and the long-time tail of

decay as described by the tanh law becomes indistinguishable from the exponential

decay law.

4. Discussion

We have discussed quantum jumps that arise for two simple configurations of a single

atom. The first case occurs when one of the states of a driven transition is weakly

coupled to a metastable state. In this case, the fluorescence radiation is switched

off and on at random instants, reflecting the transition of the atom to and from

the metastable state to the strongly coupled pair of states. When the fluorescent

intensity is constantly monitored, the observance of no fluorescence must be viewed

as a quantum measurement of the state of the atom, which projects it onto the

metastable state. The second case is the spontaneous emission of a single two-state

atom that is initially in a superposition of the ground state and the excited state.

In this case, the observation that the atom emits no photon leads to a continuous

decrease of the probability that the atom is in the excited state. When no photon

has appeared after several lifetimes, it becomes unlikely that a photon will ever show

up. This is a continuous version of the state projection that accompanies a quantum

measurement. In both cases, a central concept in the description is the distribution

w(T ) of times that one has to wait for a photon to appear. Also in both cases, the
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state of the atom becomes determined by a measurement which gives a null result:

no photons are observed. In these cases the state projection occurs as time goes

by. Note that in the standard description of a quantum measurement time does

not enter. It is simply stated that the state is projected onto the eigenstate of the

observed quantity when the corresponding eigenvalue is measured. Our examples

demonstrate that simple atomic and optical physics produce cases where this simple

picture is not adequate.
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SOLVING OPEN QUESTIONS IN THE BOSE–EINSTEIN

CONDENSATION OF AN IDEAL GAS VIA A HYBRID MIXTURE

OF LASER AND STATISTICAL PHYSICS

M. KIM, A. SVIDZINSKY and M. O. SCULLY

Institute for Quantum Studies and Dept. of Physics, Texas A&M Univ., Texas 77843
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Fluctuations in the Bose-Einstein condensate (BEC) remain a rich field of study even in
the ideal gas limit. We here present the laser master equation approach to the problem
in the spirit of Eugene P. Wigner who said: “With classical thermodynamics, one can
calculate almost everything crudely; with kinetic theory, one can calculate fewer things,
but more accurately; and with statistical mechanics, one can calculate almost nothing
exactly.”The combination of kinetic theory plus statistical mechanics proves to be a
powerful combination for the calculation of essentially exact BEC equilibrium results.

Keywords: Bose–Einstein condensation; Statistical physics; Optics; Ideal Bose gas; Laser
master equation.

1. Introduction

Historically, Einstein was the first to demonstrate the existence of the “Bose” con-

densate.1,2 After Bose3 followed an extreme “photon as a particle” path to the

famous Planck distribution for the average number of thermal quanta (having fre-

quency ν at temperature T ) given by

n̄ν =
1

e
~ν

kBT − 1
, (1)

Einstein showed atoms can display a similar behavior, he found that

n̄ε =
1

e(ε−µ)/kBT − 1
, (2)

where ε is the kinetic energy of the atom, and µ is the chemical potential (µ = 0

for photons).

Then, in a stroke of genius, Einstein2 went on to show that there is a critical

temperature below which a macroscopic number of atoms would occupy the lowest

energy state of the potential (e.g., a square well) holding the atoms. His simple

analysis yields the average number of atoms in the ground state n̄0

n̄0 = N

[
1−

(
T

Tc

)α]
, α =

{
3/2 square potential

3 harmonic potential
(3)
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in terms of the temperature T , critical temperature Tc, and the number of atoms

in the trap N .

Lively debate followed. Uhlenbeck began the bosonic bickering. He focused on the

region near Tc, where things are most interesting and challenged Einstein’s analysis.4

Indeed for a finite number of atoms there is no sharp “critical point” and he worried

that there didn’t seem to be any way to have a phase transition without a cusp.

For today’s mesoscopic condensates, with N . 103, the problem is of experimental

relevance. In Appendix A we derive n̄0(T ) for a mesoscopic number of particles. We

show, in particular, that the cusp appears if we disregard the chemical potential

µ, while replacement of summation by an integral practically does not change the

answer.

Perhaps, one would think that all problems concerning the ideal Bose gas would

have been solved by Einstein (or Uhlenbeck or . . .) in the 20’s or 30’s. Not so.

Consider the simple problem of the squared variance ∆n2
0 ≡

〈
(n0 − n̄0)

2
〉

of the

number of particles in the ground state. In the late 70’s, Ziff, Uhlenbeck, and Kac

noted that there was a problem with the usual treatment of fluctuations:5

“[When] the grand canonical properties for the ideal Bose gas are derived,

it turns out that some of them differ from the corresponding canonical

properties – even in the bulk limit! . . . The grand canonical ensemble . . .

loses its validity for the ideal Bose gas in the condensed region.”

As late as the end of the 20th century, it was noted that: “The grand canonical

fluctuation catastrophe”5 has been discussed by generations of physicists who have

not solved the problem, see Fig. 1.

Indeed, the canonical partition function for a Bose gas of N particles at tem-

perature T

Z(T,N) =
β

2π

∑

{n}

∫ iπ

−iπ
dµ exp

[
−µ
(
N −

∑

s

ns

)]
e−βE{n}, (4)

has not been so well studied as one might have thought. Herzog and Olshanii in the

late 90’s say:10

“To our knowledge there is no simple analytical expression for the canonical

partition function in [the] case of N bosons in a 3-D trap!”

Motivated by the above (and by suggestions by Willis Lamb), we reconsidered

and extended our previous work on the laser-phase transition analogy to include

BEC. We found a new approach to the problem onN bosons, in thermal equilibrium

below Tc. We emphasize that the present work provides another example in which

steady state (detailed balance) solutions to nonequilibrium equations provides a

useful tool for the study of systems in thermal equilibrium.
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Fig. 1. Variance ∆n0 =
√

〈n2
0〉 − 〈n0〉2 of the condensate particle number as a function of temper-

ature for an ideal Bose gas of N = 200 atoms in an isotropic harmonic trap. Solid line is a solution of

the condensate (laser-like) master equation. Large dots are the exact numerical results obtained in

the canonical ensemble.7 Dot line is a plot of ∆n0 =

√
ζ(2)N
ζ(3)

(
T
Tc

)3
which is obtained in the ther-

modynamic limit.8 Dash line for ∆n0 is the grand canonical answer
√

n̄0(n̄0 + 1) which gives the

catastrophically large fluctuations below Tc. Dash-dot line is a plot of ∆n0 = N−〈n0〉 = N
(

T
Tc

)3
,

which is proposed by D. ter Haar9 in the low temperature regime (adapted to a harmonic trap).
This had the correct zero limit as T → 0, but is not right for higher temperatures.

2. Laser Master Equation Analysis of BEC Statistics

Thus we seek a nonequilibrium equation of motion for the ground state of an ideal

gas in a 3-D harmonic trap coupled to the thermal reservoir, as is shown elsewhere.11

We find that the density matrix obeys the following master equation

ρ̇n0,n0 = −Kn0(n0 + 1)ρn0,n0 +Kn0−1n0ρn0−1,n0−1

−Hn0n0ρn0,n0 +Hn0+1(n0 + 1)ρn0+1,n0+1, (5)

where the cooling and heating coefficients Kn0 and Hn0 are given by

Kn0 =
∑

k

2πWkg
2
k 〈ηk + 1〉 〈nk〉n0

, (6)

and

Hn0 =
∑

k

2πWkg
2
k 〈ηk〉 〈nk + 1〉n0

. (7)
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Here Wk is the heat bath density of states, 〈ηk〉 is the average occupation number

of the kth heat bath oscillator and the 〈nk〉n0
is the average number of atoms in the

kth excited state, given n0 atoms in the condensate. The coefficient Kn0 denotes

the cooling rate from the excited states to the ground state, and similarly Hn0 is

the heating rate for the ground state.

2.1. Low temperature approximation

At very low temperatures the number of non-condensed atoms is very small, we one

can therefore approximate 〈nk〉n0 + 1 by 1 in Eq. (7). Then the heating coefficient

is a constant proportional to the total average number of thermal excitations in the

reservoir at all energies corresponding to the energy levels of the trap

Hn0 ' κ
∑

k

〈η(εk)〉 = κ
∑

l,m,n

1

e(~Ω/kBT )(l+m+n) − 1
. (8)

This is the same sum given in Appendix A, namely

Hn0 ' κ(kBT/~Ω)3ζ(3) = κN(T/Tc)
3. (9)

In addition, at low enough temperatures, the average occupations in the reservoir

are small and ηk + 1 ' 1. Therefore, the cooling term (6) is governed by the total

number of excited state bosons,

Kn0 ' κ
∑

k

〈nk〉n0
= κ(N − n0). (10)

By writing the equation of motion for 〈n0〉 from Eq. (5), using Hn0 and Kn0

from Eqs. (9) and (10), we find

1

κ
ṗn0 = −

[
(N + 1)(n0 + 1)− (n0 + 1)2

]
pn0 + [(N + 1)n0 − n2

0]pn0−1

−N
(
T

Tc

)3

[n0pn0 − (n0 + 1)pn0+1]. (11)

The resulting steady state distribution for the number of condensed atoms is given

by

pn0 =
1

ZN

HN−n0

(N − n0)!
, (12)

where

H = N

(
T

Tc

)3

, (13)

ZN = 1/pN is the partition function, where, from the normalization condition∑
n0
pn0 = 1 we have

ZN = eHΓ(N + 1,H)/N !, (14)
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in which Γ(α, x) =
∫∞
x
tα−1e−tdt is an incomplete gamma-function.

The mean value and the variance can be calculated from the distribution (12)

for an arbitrary finite number of atoms in the Bose gas,

〈n0〉 = N −H +HN+1/ZNN !, (15)

∆n2
0 ≡ 〈n2

0〉 − 〈n0〉2 = H
(
1− (〈n0〉+ 1)HN/ZNN !

)
. (16)

Figure Fig. 2.1 shows the first four central moments for the ideal Bose gas in

an isotropic harmonic trap as calculated via the solution of the condensate master

equation in the low temperature approximation. The approximations (9), (10) and,

therefore, the results (15), (16) are clearly valid at low temperatures, i.e., in the

weak trap limit, T � ε1, where ε1 is an energy gap between the first excited and

the ground levels of a single-particle spectrum in the trap. However, in the case of

a harmonic trap the results (15), (16) show qualitatively correct behavior for all

temperatures, including T � ε1 and T ∼ Tc.12

Fig. 2. The first four central moments for the ideal Bose gas in an isotropic harmonic trap
with N = 200 atoms as calculated via the solution of the condensate master equation in the low
temperature approximation, Eq. (12). The dots are “exact” numerical result obtained from the
canonical ensemble.7

2.2. Quasithermal approximation

In the previous section we saw that < n0 > is well described by the “low tem-

perature” approximation, even at T = Tc. However the higher moments are only
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qualitatively given by this theory. Next we extend the previous, low temperature,

results by making a very reasonable approximation for the average non-condensate

occupation numbers in the cooling and heating coefficients at higher temperatures,

namely

〈nk〉n0 = ηk
∑

k>0

〈nk〉n0/
∑

k′

ηk′ =
(N − n̄0)

(eεk/T − 1)H . (17)

The cooling and heating coefficients in the quasithermal approximation of Eq.

(17) are now given by

Kn0 = (N − n0)(1 + η), Hn0 = H+ (N − n0)η, (18)

where

H =
∑

k>0

1(
eεk/T − 1

) . (19)

Compared with the low temperature approximation (10) and (9), these coefficients

acquire an additional parameter η given by

η =
1

N − n0

∑

k>0

〈ηk〉〈nk〉n0 =
1

H
∑

k>0

1

(eεk/T − 1)2
. (20)

Now, for arbitrary temperatures, the condensate master equation (6) contains

two parameters, H and η,

ṗn0 = −κ{(1 + η)[(N − n0)(n0 + 1)pn0 − (N − n0 + 1)n0pn0−1]

+[H+ (N − n0)η]n0pn0 − [H + (N − n0 − 1)η](n0 + 1)pn0+1}. (21)

The steady-state solution of Eq. (21) is

pn0 =
1

ZN

(N − n0 +H/η − 1)!

(H/η − 1)!(N − n0)!

( η

1 + η

)N−n0

, (22)

and the canonical partition function ZN = 1/pN is

ZN =

N∑

n0=0

(
N − n0 +H/η − 1

N − n0

)( η

1 + η

)N−n0

. (23)

The average number of atoms condensed in the ground state of the trap is now

found to be

〈n0〉 = N −H+ p0η(N +H/η) (24)

and the squared variance can be also calculated analytically yielding

∆n2
0 = (1 + η)H− p0(ηN +H)

(
N −H+ 1 + η

)
− p2

0(ηN +H)2, (25)

where

p0 =
1

ZN

(N +H/η − 1)!

N !(H/η − 1)!

(
η

1 + η

)N
(26)
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is the probability that there are no atoms in the condensate.

Similarly we find the higher order central moments < (n0 − n̄0)
m >. The first

four central moments for the Bose gas in a harmonic trap with N = 200 atoms are

presented in Fig. 3 in the quasithermal approximation.

Fig. 3. The first four central moments for the ideal Bose gas in an isotropic harmonic trap with
N = 200 atoms as calculated via the quasithermal approximation. Dots are “exact” numerical
result obtained in the canonical ensemble.7

3. A Very Accurate Hybrid Approach

In section 2 we gave a good treatment of the first two moments. However the third

moment was not so well treated (see Fig. 3). Here we correct that shortcoming and,

in so doing, point the way to solving for the moments of the weakly interacting Bose

gas.

3.1. Cumulants of BEC fluctuation for an ideal Bose gas

The canonical-ensemble density matrix ρ̂ is given by

ρk(nk) = exp(−nkεk/T )(1− exp(−εk/T )). (27)

Please note that the statistical distribution of the number of excited atoms,

n =
∑

k6=0 nk is a simple “mirror” image of the distribution of the number of
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condensed atoms,

ρ(n) = ρ0(n0 = N − n). (28)

A convenient way to find and to describe this is to use the characteristic function

Θn(u) = Tr{eiun̂ρ̂}, (29)

which upon taking the Fourier transform of Θn(u) yields the probability distribution

ρ(n) =
1

2π

∫ π

−π
e−iunΘn(u)du. (30)

Taylor expansions of Θn(u) and log Θn(u) give the (non-central) moments and

cumulants, or semi-invariants:

Θn(u) =

∞∑

m=0

αm
um

m!
, αm ≡ 〈nm〉 =

dm

dum
Θn(u)|u=0, (31)

log Θn(u) =

∞∑

m=1

κm
(iu)m

m!
, κm =

dm

d(iu)m
log Θn(u)|u=0, Θn(u = 0) = 1.

(32)

The cumulants κr, initial moments αm, and central moments µm ≡ 〈(n− n̄)m〉 are

related to each other by the simple binomial formulas13,14 via the mean number of

the non-condensed atoms n̄ = N − n̄0,

µr =

r∑

k=0

(−1)k
(
r

k

)
αr−kn̄

k, αr =

r∑

k=0

(
r

k

)
µr−kn̄

k,

n̄ = κ1, 〈(n− n̄)2〉 ≡ µ2 = κ2, 〈(n− n̄)3〉 ≡ µ3 = κ3, 〈(n− n̄)4〉 ≡ µ4 = κ4 +3κ2
2,

〈(n−n̄)5〉 ≡ µ5 = κ5+10κ2κ3, 〈(n−n̄)6〉 ≡ µ6 = κ6+15κ2(κ4+κ2
2)+10κ2

3, . . .

(33)

Instead of calculation of the central moments, µm = 〈(n − n̄)m〉, it is more

convenient, in particular for the analysis of the non-Gaussian properties, to solve for

the cumulants κm, which are related to the moments by simple binomial expressions,

the first six are

κ1 = n̄, κ2 = µ2, κ3 = µ3, κ4 = µ4 − 3µ2
2,

κ5 = µ5 − 10µ2µ3, κ6 = µ6 − 15µ2(µ4 − 2µ2
2). (34)

The essence of the BEC fluctuations are given in terms of the “generating cumu-

lants” κ̃m which are related to the cumulants κm by the combinatorial formulas in

Eq. (37),

κ1 = κ̃1, κ2 = κ̃2+κ̃1, κ3 = κ̃3+3κ̃2+κ̃1, κ4 = κ̃4+6κ̃3+7κ̃2+κ̃1, . . . (35)

The main advantage of the cumulant analysis of the probability distribution ρ(n)

is the simple fact that the cumulant of a sum of independent stochastic variables is
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equal to a sum of the partial cumulants, κr =
∑

k6=0 κ
(k)
r . This is a consequence of

the fact that log Θn(u) = log Πk6=0Θnk
(u) =

∑
k6=0 log Θnk

(u). The characteristic

function can be easily calculated from the equilibrium density matrix as follows

Θnk
(u) = Tr{eiun̂k ρ̂k} = Tr{eiun̂ke−εkn̂k/T }

(
1− e−εk/T

)
=
zk − 1

zk − z
. (36)

Here we have introduced the exponential function of the single-particle energy spec-

trum εk, namely zk = exp(εk/T ), and a variable z = exp(iu) which has the charac-

ter of a “fugacity”. As a result, we obtain an explicit formula for the characteristic

function and all cumulants of the number of excited (and, according to the equation

n0 = N − n, also the condensed) atoms in the ideal Bose gas in an arbitrary trap

as:15

log Θn(u) =
∑

k6=0

log
(zk − 1

zk − z
)

=

∞∑

m=1

κ̃m
(eiu − 1)m

m!
=

∞∑

r=1

κr
(iu)r

r!
,

κ̃m = (m− 1)!
∑

k6=0

(
eεk/T − 1

)−m
; κr =

r∑

m=1

σ(m)
r κ̃m. (37)

Here we use the Stirling numbers of the 2nd kind,13

σ(m)
r =

1

m!

m∑

k=0

(−1)m−k
(
m

k

)
kr,

(
ex − 1

)k
= k!

∞∑

n=k

σ(k)
n

xn

n!
, (38)

that yield a simple expression for the cumulants κr via the generating cumulants

κ̃m. The first four moments are summarized in Fig. 4.

3.2. Hybrid approach to condensate fluctuations

We now show how to combine ideas from the canonical ensemble quasiparticle for-

malism15 of section 3.1 (which works well at temperatures not too close to Tc when√
µ2 � n̄0) with the physics of the master equation approach,16 in order to obtain

essentially perfect quantitative agreement with the exact numerical solution of the

canonical partition function at all temperatures for the fluctuation statistics of the

Bose gas. Such a hybrid technique was presented in.17

The central tool used in the ideal gas analysis of16 was the laser-like master

equation Eq. (6) for the probability pn0 of finding n0 atoms in the condensate,

given that there are N total particles

1

κ
ṗn0 = −Kn0(n0 +1)pn0 +Kn0−1n0pn0−1−Hn0n0pn0 +Hn0+1(n0 +1)pn0+1, (39)

where κ is an uninteresting rate constant, Hn0 and Kn0 are heating and cooling

coefficients. In equilibrium the rates of any two opposite processes are equal to each

other, e.g., Kn0(n0 + 1)pn0 = Hn0+1(n0 + 1)pn0+1. The detailed balance condition

yields

pn0+1

pn0

=
Kn0

Hn0+1
. (40)
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Fig. 4. Average condensate particle number < n0 >, its variance ∆n0 =
√

< (n0 − n̄0)2 >, third
and fourth central moments < (n0 − n̄0)m > (m = 3, 4) and fourth cumulant κ4 as a function of
temperature for an ideal gas of N = 200 particles in a harmonic trap. Solid lines show the result
obtained from Eq. (37). Dots are “exact” numerical simulation in the canonical ensemble.

Since the occupation number of the ground state cannot be larger than N there

is a canonical ensemble constraint pN+1 = 0 and, hence, KN = 0. In contrast to

pn0 , the ratio pn0+1/pn0 as a function of n0 shows simple monotonic behavior. We

approximate Kn0 and Hn0 by a few terms of the Taylor expansion near the point

n0 = N

Kn0 = (N − n0)(1 + η) + α(N − n0)
2, (41)

Hn0 = H+ (N − n0)η + α(N − n0)
2. (42)

Parameters H, η and α are independent of n0; they are functions of the occupation

of the excited levels. We derive them below by matching the first three central

moments in the low temperature limit with the result of the previous section. We

note that the detailed balance equation (40) is the Padé approximation18 of the

function pn0+1/pn0 . Padé summation has proven to be useful in many applications,

including condensed-matter problems and quantum field theory.

Eqs. (40)-(42) yield an analytical expression for the condensate distribution

function

pn0 =
1

ZN
(N − n0 − 1 + x1)!(N − n0 − 1 + x2)!

(N − n0)!(N − n0 + (1 + η)/α)!
, (43)
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where x1,2 = (η±
√
η2 − 4αH)/2α and ZN is the normalization constant determined

by
N∑

n0=0
pn0 = 1. In the particular case η = α = 0 Eq. (43) reduces to Eq. (12)

obtained in the low temperature approximation.

Using the distribution function (43) we find that, in the validity range of15 (at

low enough T ), the first three central moments µm ≡< (n0 − n̄0)
m > are

n̄0 = N −H, µ2 = (1 + η)H + αH2, (44)

µ3 = −H(1 + η + αH)(1 + 2η + 4αH). (45)

Eqs. (44), (45) thus yield

H = N − n̄0, η =
1

2

(
µ3

µ2
− 3 +

4µ2

H

)
, (46)

α =
1

H

(
1

2
− µ2

H −
µ3

2µ2

)
. (47)

Substitute for n̄0, µ2 and µ3 in Eqs. (46), (47) their expressions obtained in

the previous section yields the unknown parameters H, η and α. The distribution

function (43) together with Eqs. (46), (47) provides complete knowledge of the

condensate statistics at all T .

Fig. 5 shows the average condensate particle number n̄0, its variance, third and

fourth central moments µm and fourth cumulant κ4 as a function of T for an ideal

gas of N = 200 particles in a harmonic trap. Solid lines are the result of the hybrid

approach (we call it CNB5) which is in remarkable agreement with the “exact”

dots at all temperatures both for µm and κ4. Central moments and cumulants

higher than fourth order are not shown here, but they are also remarkably accurate

at all temperatures. Results of the previous section15 are given by dashed lines

which are accurate only at sufficiently low T . Deviation of higher order cumulants

(m = 3, 4, . . .) from zero indicates that the fluctuations are not Gaussian.

Clearly the hybrid method describes the condensate statistics at all T with flying

colors.
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Fig. 5. Average condensate particle number < n0 >, its variance ∆n0 =
√

< (n0 − n̄0)2 >, third
and fourth central moments < (n0 − n̄0)m > (m = 3, 4) and fourth cumulant κ4 as a function of
temperature for an ideal gas of N = 200 particles in a harmonic trap. Solid lines (CNB5) show
the result of the hybrid approach15,17 yields dashed lines (CNB3). Dots are “exact” numerical
simulation in the canonical ensemble.

Appendix A. Mean number of condensate particles: cusp vs smooth

crossover

Here we find the mean number of condensate particles n̄0 for a three dimensional

(3D) isotropic harmonic trap in different approximations. We use the grand canon-

ical ensemble and write the equation that the total number of particles in the trap

N is equal to the average particle number for the chemical potential µ:

N =

∞∑

k=0

n̄k =

∞∑

k=0

1

exp[β(εk − µ)]− 1
, (A.1)

where for the 3D isotropic harmonic trap εk = ~Ω(kx + ky + kz), Ω is the trap

frequency and β = 1/kBT . Following Eq. (A.1), we can relate the chemical potential

µ to n̄0 as 1 + 1/n̄0 = exp(−βµ). Thus, we have

N =

∞∑

k=0

〈nk〉 =
∞∑

k=0

1

(1 + 1/n̄0) exp(βεk)− 1
. (A.2)
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For the 3D isotropic harmonic trap the degeneracy of the nth energy level is (n +

2)(n+ 1)/2 and we obtain

N = n̄0 +
1

2

∞∑

n=1

(n+ 2)(n+ 1)

(1 + 1/n̄0) exp(βn}Ω)− 1
. (A.3)

Eq. (A.3) is a self-consistent equation for n̄0. For large n̄0 one can neglect the

1/n̄0 as it appears under the sum in (A.3); this is equivalent to the approximation

µ = 0. However, for a mesoscopic number of particles (e.g., a few hundred) such

approximation is not accurate. In Fig. A1 we plot solution of Eq. (A.3) for n̄0 as

a function of temperature for N = 200 and compare it with the answer obtained

assuming µ = 0. If we keep µ 6= 0 the solution shows a smooth crossover near the

critical temperature Tc, while for µ = 0 the curve has a cusp.

Fig. A1. The average condensate particle number versus temperature for N = 200 particles in an
isotropic harmonic trap. Solid line is solution of Eq. (A.3), while the dash line shows the answer
for µ = 0. Dots are obtained numerically in the canonical ensemble.7

Next we replace the sum by an integral in Eq. (A.3)

N = n̄0 +
1

2

∫ ∞

1

(x+ 2)(x+ 1)

(1 + 1/n̄0) exp(xβ}Ω)− 1
dx (A.4)

and solve this integral equation for n̄0 numerically. For N = 200 we find that the

answer is very close to the solution of Eq. (A.3) at all T and also shows a smooth
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crossover near Tc. Thus, replacement of the sum by an integral does not yield a

cusp in n̄0(T ). The cusp appear only if we disregard the chemical potential µ.

In the thermodynamic limit N ≫ 1 one can write
∫ ∞

1

(x+ 2)(x+ 1)

(1 + 1/n̄0) exp(xβ}Ω) − 1
dx ≈

∫ ∞

0

x2

exp(xβ}Ω)− 1
dx = 2

(
kBT

}Ω

)3

ζ(3),

(A.5)

then Eq. (A.4) yields the following analytical formula for n̄0

n̄0(T ) = N

[
1−

(
T

Tc

)3
]
, (A.6)

where

kBTc = }Ω

(
N

ζ(3)

)1/3

(A.7)

is the temperature of BEC transition in the thermodynamic limit. Eq. (A.6) shows

a cusp at T = Tc and is accurate only in the thermodynamic limit in which µ = 0

is a good approximation.

For a mesoscopic number of particles Eq. (A.6) is inaccurate. To improve the

accuracy one can treat Eq. (A.3) in the following way19

N − n̄0 =
1

2
(

1
n̄0

+ 1
)

∞∑

n=1

(n+ 2)(n+ 1)

exp(βn}Ω)− n̄0

n̄0+1

. (A.8)

For n̄0 � 1, the term n̄0/(n̄0 + 1) inside the summation can be approximated by

1. Then we obtain a quadratic equation for the mean number of particles in the

ground state

N − n̄0 =
H

1
n̄0

+ 1
,

whose solution is

n̄0 =
1

2

(
N −H− 1 +

√
(N −H− 1)2 + 4N

)
, (A.9)

here

H =
1

2

∞∑

n=1

(n+ 2)(n+ 1)

exp(βn}Ω)− 1
.

Analytical expression (A.9) shows a smooth crossover near Tc for a mesoscopic

number of particles N . Figure A2 compares Eq. (A.9) obtained in the grand canon-

ical ensemble (solid line) for N = 200 with the numerical calculation of n̄0(T ) from

the exact recursion relations in the canonical ensemble (dots).7 One can see that

for the average particle number both ensembles yield very close answers. Dash line

shows the plot of the solution (A.6), which is valid only for a large number of

particles N .
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Fig. A2. The average condensate particle number versus temperature for N = 200 particles in
an isotropic harmonic trap. Solid line is Eq. (A.9), while the dash line shows the thermodynamic
limit formula (A.6). “Exact” dots are obtained numerically in the canonical ensemble.7
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We present some of our results on multi-mode scattering of entangled photon pairs. We
describe these scattering processes in terms of trace-preserving and non-trace-preserving
local quantum maps. We show that non-trace preserving local maps can lead to appar-
ent violations of causality, when the two-photon states are post-selected by coincidence
measurements.

Keywords: Entanglement; Causality; Quantum maps.

1. Introduction

Quantum non-locality has played a crucial role in the foundations of quantum me-

chanics ever since it was theoretically discovered by Einstein, Podolsky, and Rosen

(EPR) in 1935.1 Bell’s findings (1964) that these quantum non-local correlations,

also referred to as entanglement, could not be explained in terms of classical local

hidden variable models2 triggered a prolific experimental activity, starting by Aspect

et al. (1982),3 who experimentally verified a violation of Bell’s inequalities for the

first time. These successful experiments have formed, in more recent years, the basis

of quantum information science. Within this context it appears to be important to

characterize entanglement and its robustness in different kinds of conditions.

In this spirit, we present some of our recent experimental results on the effects

that different types of scattering processes can have on the degree of polarization-

entanglement of twin-photon pairs. First, we briefly present the set-up used in our

twin-photon scattering experiments. Second, we discuss some of the constraints im-

posed by special relativity (i.e., causality condition) on the possibly allowed experi-

ments. Third, we motivate the description of scattering processes as trace-preserving

and non-trace-preserving quantum maps.4 Specifically, we show that non-trace-

preserving maps can lead to an apparent violation of causality and that this can

be explained in terms of post-selection during the quantum state reconstruction

procedure. Finally we draw our conclusions.
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2. Our experiments

In our experiments we want to analyze the effect that a given multi-mode scattering

process can have over the polarization degrees of freedom of entangled photons. The

pairs of photons (A-B) are initially created in the polarization singlet state by degen-

erate type II spontaneous parametric down conversion (SPDC),5,6 where a pump-

photon from a Krypton-Ion laser at 413.1 nm is split in two twin-photons of half

energy and double wavelength. Then one of the two photons (A) propagates through

a local scattering medium (i.e., a scattering medium acting on only one photon).

The different scattering media we analyzed range from milk to multi-mode polymer

fibers.7 The polarization density matrix (ρAB) of scattered two-photon states are

then reconstructed via a standard quantum tomographic procedure8 (see Fig. 1).

¿From this reconstructed density matrix we extract the entanglement content (i.e.,

the tangle9) and the degree of purity (i.e., the linear entropy10). The measured data

is then displayed in a tangle vs linear entropy plane11,12 (see Fig. 3 below).

Fig. 1. Scheme of our experimental set-up. A high-frequency pump photon is split in two lower-
frequency twin-photons (A-B) by SPDC. Photon A undergoes a local scattering process. The
polarization density matrix of the scattered photon-pair is then reconstructed via a quantum
tomographic procedure.

In the next sections we will show what are the restrictions on any experiment

aiming at quantifying entanglement, and we will discuss whether these restrictions

can apparently be violated by using local scattering media and quantum tomo-

graphic detection.
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3. Causality condition

In any kind of Bell-type measurement there are two logical loopholes that have to

be closed in order to demonstrate that entanglement is a truly non-local feature of

quantum mechanics, which can not be explained in terms of local hidden variable

models. These are the detection loophole and the causality loophole (and it should

be noted that they have not been closed at the same time in any experiment up to

date). The first loophole refers to the detection efficiency and is grounded on the

fact that all experiments so far detect only a small subset of all pairs created.13

Closure of the second loophole demands that the measurement processes of the

two observers A and B (Alice and Bob) are space-like separated events, so that

they cannot signal each other.14 There is thus no way to infer from the result

of a local measurement on one wing of the experiment, which measurement has

been performed on the other wing. This causality condition is also referred to as

‘no-signalling condition’. This idea is schematized in Fig. 2. Consider a pair of

photons initially created in a polarization correlated state (for instance by SPDC),

which propagate in the forwards direction of the space-time diagram. Each of these

photons is then detected at time tD. Each detection event is determined by an

independent choice of the polarizer setting (θi, i = A,B) symbolized by a circle.

The choices of the polarizers settings have to be space-like separated enough so

that their forward cone of events do not intersect before time tD, which is the time

where each photon is absorbed (a click on a detector). Moreover, each individual

detection event has to be registered on both sides independently and compared

only after the whole measurement procedure is finished. This does not exclude the

existence of correlations between A and B, since they could result from common

causes in the overlap region of their backward cone. The overlap regions, where the

two cones intersect, corresponds to systems causally related. Note that in Fig.1 the

arrow of time stops after the detection happens at time tD , since the photons are

irreversibly absorbed during detection. After the irreversible detection process all

that remains is classical information (photon counts). This fact shows dramatically

how information is always at the boundary between the quantum and the classical

world.15 Once recorded, this classical information can be cleverly manipulated; for

instance only a portion of the measured counts can be selected in order to display

the desired quantum correlations. Such a selective procedure (named post-selection),

involves only classical communication between Alice and Bob and is present in any

type of coincidence measurement procedure. In particular it is present in standard

quantum state reconstruction tomographic procedures.

4. Scattering processes as trace-preserving and

non-trace-preserving quantum maps

The mathematical description of a multiple-scattering processes involving a quan-

tum object (such as a photon) is somewhat cumbersome. The appropriate formula-

tion depends among other things on a correct specification of the detection mecha-
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Fig. 2. A pair of twin-photons (A-B) produced by SPDC propagates in the forward direction
of the space-time diagram. The cone of events for each photon is determined by a choice of each
polarizer setting θA,B . In order to satisfy the no-signalling condition the forward cones of photon
A and B should not intersect before the detection time tD .

nism. In its most pedestrian form the state of a scattered photon can be described

as a pure superposition of transverse-spatial modes with different probability am-

plitudes (which depend on the scatterer). If the detection system could resolve each

individual transverse-mode, the state would remain pure, and the whole evolution

would be described by a single unitary operator. In a more realistic scenario, the

polarization state of the scattered photon is detected in a multi-transverse-mode

fashion, so that the spatial mode information is averaged (or traced over) upon de-

tection, and the state of the system is reduced to a statistical mixture (i.e., a density

matrix).16,17 Thus, we can effectively describe the system as if it was open, where

the role of the environment is played by the unobserved internal degrees of freedom

(i.e., the transverse-spatial modes of the photons). In this case the evolution of the

system cannot be described by a single unitary operator. It has to be described in

terms of a set of unitary operators. This set of unitary operators is usually referred

to as “super-operator” or quantum map.4 A quantum map is a quantum operation

that relates input and output density matrices. As much as the evolution operator

for closed systems is considered physical only if it is unitary, a quantum operation

E is a physical map that transforms the input density operators ρin into the output

density operators ρout ≡ E(ρin) if it satisfies:4

• 0 ≤ Tr{E(ρin)} ≤ 1,

• E is a convex-linear map such that:

E(
∑

i

piρi) =
∑

i

piE(ρi) (pi ≥ 0),

• E is a completely positive map.
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The first condition states that 0 ≤ Tr{ρout} ≤ 1. When no irreversible processes

such as measurements (i.e., projections) or dissipation (i.e., anisotropic losses) are

involved the map satisfies the condition Tr{E(ρin)} = 1, and it is called a trace-

preserving map (also referred to as a deterministic map). In the context of polariza-

tion optics a particular kind of irreversible process is given by polarization dependent

losses. This is in fact the case for dichroic media such as polarizers, which transmit

an arbitrary polarization while absorbing the rest. Such type of anisotropic losses

must be described by a non-trace-preserving map such that 0 ≤ Tr{E(ρin)} < 1. We

will next see that these types of maps give rise to interesting questions. The second

condition requires the map to be linear and to preserve probabilities, and finally

the third one guarantees that ρout is positive semi-definite, so that it represents a

legal density matrix.

5. Non-trace-preserving maps and the causality condition

In the context of quantum optics, a common way of proving entanglement between

bipartite systems is by measuring the two-photon density matrix ρAB by means of

quantum tomography and then extracting from it a given entanglement measure

such as the concurrence or the tangle.9 One simply infers from the causality condi-

tion that if a pair of photons are space-like separated in an initial state ρinAB , they

cannot communicate before detection and thus they cannot affect each other states

before detection. This implies that if we act locally on only one of the two photons

(say photon A via a local map EA), and we measure the state of photon B after

the action on photon A took place, we should not see any change in the state of

subsystem B. This condition is so important that it strongly restricts the possible

outcomes we can measure for the two-photon scattered state ρoutAB . In particular, we

have experimentally demonstrated and numerically verified that a two-photon scat-

tered state generated by a local scattering process, in the experimental configuration

shown in Fig 1, can only have a very particular shape; namely, it can only belong

to a generalized class of Werner state (see Fig. 3 (a)). This statement is quite, but

not completely, general. In fact, it is only true when the scattering system applied

on A has no selective losses, in other words when the action upon subsystem A can

be described in terms of a trace-preserving map. On the other hand, we have found

that when selective losses are allowed, as in the case of dichroic scattering media,

a class of sub-Werner states is obtained for the two-photon scattered state ρoutAB
18

(see Fig. 3 (b)).

What happens then when the scattering system involves selective absorption?

So far, we know that this type of scattering media cannot be described by a trace

preserving map. But what is the consequence of that? As we will see, non-trace

preserving maps can lead to apparent violations of causality. Consider as a trivial

example the case of a polarization singlet input state ρinAB = |ψ−〉〈ψ−| where |ψ−〉 =
(|HV 〉 − |V H〉)/

√
2. This state contains maximal information about the bipartite

correlations, but minimal information about the state of each subsystem. So if we
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Fig. 3. (a) Generalized-Werner states generated by trace-preserving maps (b) Sub-Werner states
generated by non-trace-preserving maps and (c) MEMS states generated by non-trace-preserving
maps.

measure the reduced input state of B (ρinB = TrA{ρinAB}) or the reduced input

state of A (ρinA = TrB{ρinAB}) we obtain in both cases a maximally mixed state

(proportional to the 2 × 2 identity). Let’s imagine now that we place a polarizer

(we assume for simplicity that it is oriented in the H direction) in the path of

photon A, this is a typical dichroic system acting locally on subsystem A. If we

then measure the bi-photon output state in a coincidence-count circuit, we will

obtain ρoutAB = |H〉〈H |A ⊗ |V 〉〈V |B , which is a separable pure state. If we now

trace over photon A, we obtain that the output state of B is also fully polarized

in the V direction TrA{ρoutAB} = ρoutB = |V 〉〈V |, so clearly the output state of B

obtained in this way is not equivalent to (ρinB ), so we could claim that photon B was

affected by only acting on A, thus violating causality. The reason why the state of

B has apparently changed without acting on it, is because there has been classical

communication between Alice and Bob (of course the communication was after

detection so there is no violation of causality). Such is the case in a coincidence-

count type of measurement. The state of B has changed only after the tomographic

procedure, which only involves local operations and classical communication.

Besides, on a more sophisticated level, non-trace preserving maps have proved

to be useful for maximally-entangled-mixed state engineering.19 Consider as an ex-

ample the local map proposed in19 to create maximally entangled mixed states

(MEMS) (see Fig. 3 (c)). MEMS are of interest for realistic quantum information

applications.11,12 This map can be implemented by using a medium with anisotropic

losses (i.e., dichroic medium) acting locally on one photon of the pair. A medium

with anisotropic losses naturally performs a kind of post-selective measurement,

since it selectively transmits (or absorbs) a portion of the total number of photons

that passes through it.20 These selective losses introduce a non-trivial renormal-

ization to the measured bipartite output density matrix ρoutAB , in contrast to the

trivial isotropic losses given for instance by isotropic scattering, where only the to-

tal intensity diminishes (in terms of maps, isotropic or random scattering can be

described by a trace preserving map up to an overall renormalization constant).

The reconstructed density matrix of the bipartite output state ρoutAB contains all the

information about the correlations between systems A and B, which was obtained

by performing single photon operations and classical communication. Note that any
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classical communication between distant observers can be considered as a kind of

long range interaction;15 in this way it is apparently possible to affect the state

of B at a distance. But this does not violate the no-signalling condition, since the

communication or the ‘interaction’ occurs after detection, by post-selection of the

counts.

6. Conclusion

In conclusion, we have shown how a scattering process involving twin photons can be

described as a quantum map. In the case of non-trace-preserving maps, as it is the

case for scattering systems with polarization dependent losses, the tomographically

reconstructed bi-photon density matrices can lead to an apparent violation of the

no-signalling condition. This apparent surprise can be overcome when one includes

post-selective detection, which is a procedure that involves classical communication

between distant observers.
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It is shown that the full unknown state of a spin- 1
2

system, S, described by its density
matrix, can be determined with a simultaneous measurement with the help of another
system A, called assistant, whose initial state is known. The idea is to let S and A
interact with each other in a known way during a proper interaction time τ , and then to
measure simultaneously two observables, one of S and one of A and then to determine
their averages and their correlation. One thus determines the three unknown components
of the polarization vector of S by means of repeated experiments using a unique stetting.
In this way one can measure all the non-commutative observables of S at the same time,
which may seem prohibited in quantum mechanics.

Keywords: State determination; Quantum measurement; Two-level system; Coherent
state.

1. Introduction

The determination of the unknown state of a quantum system is one of the most im-

portant issues in the field of quantum information.1,2 This determination involves

a measurement process in which a macroscopic system, apparatus, is coupled to

the quantum system; during this process the state of both the apparatus and the

system is modified.3 For instance, as currently described in many textbooks, the

z-component of the polarization vector of a spin- 1
2 system, S, can statistically be

determined by means of a repeated Stern-Gerlach experiment. In this process, the

x- and y-component of the polarization vector are destroyed as a consequence of

the non-commutation of the spin operator in the transversal directions. Other ex-

perimental settings seem therefore necessary to measure the unknown polarization

vector of S. Its three components are represented by incompatible observables, the

Pauli operators, and their direct determination requires three macroscopic appa-

ratuses, differing through a change of orientation of the magnets and detectors.

Likewise, the state of any two-level system, represented by a 2 × 2 density matrix

ρ̂ can be fully determined only through measurement of three linearly independent

observables which do not commute and cannot be simultaneously measured.

Nevertheless, we will prove that the whole unknown density matrix of such a system

S, in particular the full polarization vector of a spin- 1
2 system, can be determined
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indirectly by means of a set of measurements performed simultaneously on S and

an auxiliary system, A, which we term the assistant. The strategy is the following:

initially S is in the unknown state that we wish to determine, while the assistant A

is in some known state. During some time lapse S and A interact in a known fash-

ion. Their joint state is modified, it involves correlations and keeps memory of the

initial state of S. A simultaneous measurement of one of the observables of S and A

is then performed. Repeating this process provides then three statistical data: the

expectation values of these observables and their correlation. We will show that one

can infer the three components of the initial polarization vector of S from the three

data.

There are two approaches to this problem. Either using another two-level assistant,

for solid state applications5 or using an electromagnetic field as an assistant, for

quantum optics applications.

After defining the general problem, we illustrate, in section 3, the first approach,

i.e. using another spin- 1
2 system as an assistant in a known pure state to determine

the initial state of S. Then, in section 4, we show that it is also possible to use

an electromagnetic field in a coherent state to determine the whole elements of the

unknown density matrix of S.

2. Statement of the Problem

The idea of mapping the state ρ̂ of an unknown spin- 1
2 system, S, onto a single

observable of S+A system by using another system in a known state R̂, A, was first

proposed by D’Ariano.4 It was explicitly implemented in a dynamic form in.5

The state of the composite system S +A, which is tested, is

R̂τ = ÛR̂0Û
†, (1)

where the initial state of S + A is R̂0 = R̂ ⊗ ρ̂ and the evolution operator is

Û = e−iĤτ . Therefore, the dynamics of the system yields the required mixing of ρ̂

and R̂ and the simplest possible non-degenerate observable of the composite system

S+A, Ω̂, can be chosen as a factorized quantity

Ω̂ = ω̂ ⊗ ô, (2)

where the observable ω̂ and ô pertain to S and A respectively. Then the spectral

decomposition of ω̂ and ô can be used to construct the projection operator P̂α of Ω̂

ω̂ =

m∑

i=1

ωiπ̂i, ô =

n∑

a=1

oap̂a, (3)

where p̂a and π̂i are eigen projectors of the observables ô and ω̂ respectively. There-

fore, projection operator P̂α with α ≡ (i, a) takes the form

P̂α ≡ P̂ia = π̂i ⊗ p̂a. (4)
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Repeated measurements of Ω̂ which means repeated simultaneous measurements of

ω̂ and ô, determines the joint probabilities to observe ωi for S and oa for A

Pα ≡ Pia = Tr[R̂τ (π̂i ⊗ p̂a)], (5)

where R̂τ is defined in (Eq. 1). In fact the numbers Pα are the diagonal elements

of Û †(ρ̂⊗ R̂)Û in the factorized basis which diagonalizes ω̂ and ô.

The whole elements of the density matrix ρ̂ can be determined by the mapping

ρ̂ → Pα. Like the idea of finding a universal observable,4 if Ĥ couples S and A

properly, this mapping will be expected to be invertible for n ≥ m. We shall see

that even simple interactions can achieve this condition. For given observables ω̂ of

S and ô of A and for a known initial state R̂, the precision of this procedure relies on

the ratio between the experimental uncertainty of Pα and the resulting uncertainty

on ρ̂, which can be characterized by the determinant, ∆, of the transformation

(5). For ∆ = 0 it is impossible to determine ρ̂ from Pα. This means, the system is

unstable with respect to small errors made during experimental determination of Pα
or equivalently (〈σ̂z〉 , 〈ŝz〉 , 〈ŝzσ̂z〉). Therefore, the Hamiltonian Ĥ and time interval

τ should be chosen so as to maximize |∆| over all possible unitary transformations.

3. Spin-1

2
Assistant in a Known Pure State

In this section we illustrate the above ideas by studying a two-level system S,

namely, an spin- 1
2 system in a known pure state. The density matrix of a spin- 1

2 can

be represented with the help of Pauli matrices. The determination of ρ̂ corresponds

to determination of the elements of the polarization vector, ~ρ. we let S and A

interact during the time interval τ . The observables ω̂ and ô to be measured are

the z-components of spin of S and A and are determined by σ̂z and ŝz respectively.

The projection operators are

π̂i =
1

2
(1̂ + σ̂z), p̂a =

1

2
(1̂ + ŝz), (6)

for i and a equal to ±1. Experiments will determine the four joint probabilities Pα =

P++, P+−, P−+, P−−. These probabilities are related to the three real parameters ~ρ

of ρ̂ by inserting (Eq. 6) and R̂ = 1
2 (1̂ + ŝz) into (Eq. 5).

Pα = uα + ~vα · ~ρ, (7)

where

uα =
1

2
[Û(1̂⊗ R̂)Û †]α,α, ~vα =

1

2
[Û(~̂σ ⊗ R̂)Û †]α,α, (8)

with α = {ia} = {++,+−,−+,−−} and matrix elements have been represented

in the standard representation of the Pauli matrices, ~̂σ and ~̂s. The probabilities Pα
should be positive and normalized for any the density matrix, ρ̂, such that ~ρ 2 ≤ 1.

These conditions imply that

uα ≥| vα |,
∑

α

uα = 1,
∑

α

~vα = 0. (9)
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The determinant of transformation ρ̂→ Pα can be either

~v++ · (~v+− × ~v+−), (10)

or any other permutations of three of the vectors ~v++, ~v+−, ~v−+ and ~v−−. Therefore,

the determinant of the transformation is four times the volume of the parallelepiped

made by three of these vectors. For example,

∆ = 4~v++ · (~v+− × ~v+−). (11)

If the unitary evolution operator Û is such that vectors ~vα are not coplanar, the

transformation (Eq. 7) is invertible and one can determine ~ρ from the set of Pα.

Alternatively, ρ̂ is deduced from < σ̂z >, < ŝz > and < ŝzσ̂z > at time τ . The

notation ŝzσ̂z is used for simplicity instead of ŝz ⊗ σ̂z which lives in the common

Hilbert space of S and A. σ̂z , ŝz and ŝzσ̂z can be simultaneously measured and are

in one to one correspondence with the set of probabilities Pα.

We first look for the upper bound of the determinant of transformation (Eq. 7),

|∆| implied by the conditions (Eq. 9). First we note that |∆| increases with |~vα| for

each α. We therefore maximize ∆2 under the constraints
∑

α

|~vα| = 1,
∑

α

~vα = 0. (12)

This yields a symmetric solution for all these vectors

uα = |~vα| =
1

4
, cos(~vα, ~vβ) =

~vα · ~vβ
|~vα||~vβ |

= −1

3
. (13)

By definition this means that vectors ~vα form a regular tetrahedron. These solutions

are not unique and they follow from one another by rotating in the space of the

spins and permutations of the indexes α. Therefore, the corresponding determinant

for the upper bound is

|∆| = 1

12
√

3
. (14)

Having a non-zero determinant for the proposed procedure, ensures its feasibility.

One simple choice for vectors ~vα is

~v++ =
1

4
√

3
(1, 1, 1), ~v+− =

1

4
√

3
(−1, 1,−1),

~v−+ =
1

4
√

3
(1,−1,−1), ~v−− =

1

4
√

3
(−1,−1, 1). (15)

This yields a specially simple form for the density matrix of S:

ρ1 =
√

3 < σ̂z >, ρ2 =
√

3 < ŝz >, ρ3 =
√

3 < ŝzσ̂z >, (16)

which gives directly the whole elements of the density matrix, ρ̂, in terms of the

expectation values and the correlation of the commuting observables σ̂z and ŝz in

the final state.

Next step is to find out the interaction Hamiltonian and the interaction time τ
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which give such a description of the tested system, S.

This correspondence can be achieved under the action of the Hamiltonian

Ĥ =
1√
2
σ̂x(ŝx cosφ+ ŝz sinφ) +

1

2
[(ŝy − ŝx) sinφ+ ŝz cosφ], (17)

where 2φ is the angle between ~v++ and the z-axis, that is, cosφ = 1√
3
. Noting

that Ĥ2 = sin2 χ, where χ satisfies cosχ = 1/2 cosφ, and taking as duration of the

evolution τ = χ/ sinχ, we obtain Û ≡ exp(−iĤτ) = cosχ− iĤ. The simpler form

Ĥ =
1√
2
σ̂xŝx +

1

2
(ŝy sinφ+ ŝz) (18)

of Ĥ can be obtained by a rotation of ~̂s and also achieves an optimal mapping

ρ̂ → Pα, provided ŝz → ŝx sinφ + ŝz cosφ both in the measured projections p̂a =

1/2(1± ŝz) and in the initial state R̂ = p̂+. The first term in (Eq. 18) describes, in

the spin language, an Ising coupling, while the second term represents a transverse

magnetic field acting on the assistant A.

4. Assistant System as a Coherent State of Light

In this section we discuss the possibility of using light as an assistant to determine

the elements of the density matrix of a spin- 1
2 system. We show that in case of using

an electromagnetic field in coherent state, one can determine the state of S from

the commutative measurements on S and A.

To describe this physical situation we choose the Jaynes-Cummings model,67 a

widely accepted model describing the interaction of matter (two-level atom or spin-
1
2 system) and a single mode of radiation. This model is exactly solvable but still

rather non-trivial and it finds direct experimental realization in quantum optics.

The Hamiltonian reads:6

Ĥ = ĤA + ĤS + ĤSA = ~ωâ†â+
1

2
~ωσ̂z + ~γ(σ̂+â+ σ̂−â

†) (19)

where â† and â are the standard photon creation and annihilation operators of the

field (the assistant A), with commutation relation [â, â†] = 1, σ̂i are the standard

Pauli matrices for the spin of the two level system S. The total Hamiltonian (19)

is the sum of the Hamiltonian of the field ĤA, the Hamiltonian ĤS of the two level

system S and the interaction Hamiltonian ĤSA which can be written as ~γV̂ , with

γ the coupling constant. It can be easily checked that the interaction operator, V̂ ,

and the total number of excitations, N̂ :

V̂ = σ̂+â+ σ̂−â
†, N̂ = â†â+ σ̂+σ̂−. (20)

are two constants of motion. V̂ and N̂ also commute with each other since V̂ 2 = N̂ .
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One can then calculate exactly the relevant observables at time t using the

Heisenberg equations of motion:

˙̂a = −iωâ− iγσ̂−,
˙̂σ− = −iωσ̂− + iγσ̂zâ,

˙̂σz = 2iγ(â†σ̂− − σ̂+â). (21)

We will briefly outline the result. The exact solution of the above set of equations

reads:

â(t) = ei(γV̂−ω)t

[(
cos γK̂t− iV̂ sin γK̂t

K̂

)
â(0)− i sin γK̂t

K̂
σ̂−(0)

]
,

σ̂−(t) = ei(γV̂−ω)t

[(
cos γK̂t+

iV̂ sin γK̂t

K̂

)
σ̂−(0)− i sin γK̂t

K̂
â(0)

]
, (22)

where K̂ =
√
N̂ + 1 =

√
V̂ 2 + 1. Note that K̂ and V̂ commute so that their mutual

ordering is irrelevant.

We study the case in which the electromagnetic field is in a coherent state, a con-

dition that coincides with the common experimental situation of a resonant laser

mode interacting with a spin- 1
2 system. Assuming initial factorization between S

and A, the density matrix of the total system S+A at time t = 0, is:

ρ̂(t = 0) =
1

2
(1 + 〈σ̂i〉σ̂i)⊗

∞∑

k=0

∞∑

m=0

e−|α|2
√
k!
√
m!
αkα∗m|k〉〈m| (23)

where |k〉 denotes the ket for the photon quanta and |α|2 is the average photon

number in the coherent state.

We consider as possible triplets of commuting observables the following:

σ̂z , â†â , σ̂z â
†â

σ̂z , â† ± â , σ̂z(â
† ± â) (24)

σ̂x , â†â , σ̂xâ
†â

but others combinations are possible. A direct evaluation shows that only the third

choice produces a set of independent equations relating the measurements of the

chosen commutating observables at time t > 0, after turning on the interaction, and

the state of the system S at time t = 0. Only in this case then, a reconstruction of

the state of the spin- 1
2 system at time t = 0 is possible . We report here the details

of the calculation only for this relevant choice of observables. We have to calculate

the expectation values of these three observables at time t. In order to perform this

calculation, we will make use of the eigenfunctions of the V̂ operator, which are:

|φ±n 〉 =
|n− 1〉|+〉 ± |n〉|−〉√

2
(n ≥ 1) , |φ±0 〉 = |φ0〉 = |0〉|−〉 (n = 0), (25)

and the operators V̂ and K̂, when applied to these functions, evaluate to:

V̂ |φ±n 〉 = ±
√
n |φ±n 〉, K̂|φ±n 〉 =

√
n+ 1 |φ±n 〉. (26)
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Let us introduce the following notation:

f̂(V̂ ) = ei(γV̂−ω)t ⇒ f±
n = 〈φ±n |f(V̂ )|φ±n 〉 = ei(±γ

√
n−ω)t → f̄±

n = (f±
n )∗

Ŝ(K̂) =
i sin γK̂t

K̂
⇒ Sn = 〈φ±n |S(K̂)|φ±n 〉 =

i sin γ
√
n+ 1t√

n+ 1
→ S̄n = S∗

n

ĝ(V̂ , K̂) = cos γK̂t+ V̂ Ŝ(K̂) ⇒ g±n = 〈φ±n |ĝ(V̂ , K̂)|φ±n 〉
= cos γ

√
n+ 1t±√nSn → ḡ±n = (g±n )∗

where, for the sake of compactness, a bar in some cases is used instead of the asterisk

to indicate the complex conjugation operation. In this notation it holds that:

σ̂+(t) = (σ̂+g
†(V̂ , K̂)− â†S†(K̂))f †(V̂ ) (27)

â†â(t) = (â†g(V̂ , K̂)− σ̂+S
†(K̂))(g†(V̂ , K̂)â− S(K̂)σ̂−)

â†âσ̂+(t) = (â†g(V̂ , K̂)− σ̂+S
†(K̂))(g†(V̂ , K̂)â− S(K̂)σ̂−)(σ̂+g

†(V̂ , K̂)

− â†S†(K̂))f †(V̂ )

For a generic observable Ô we define:

〈Ô(t)〉 = Tr[ρ̂(t = 0)Ô(t)] =
∑∞

n=0

∑
i=±〈φin|ρ̂(t = 0)Ô(t)|φin〉

We can then proceed to evaluate the expectation values at a generic time t of the

chosen triplet of commuting observables. As a first step we have:

〈σ̂+(t)〉 =
∞∑

n=0

e−|α|2 |α|2n

n!

[(
f̄+

n ḡ
+
n − f̄−

n ḡ
−
n

2α

√
n− S̄n

n− |α|2
α

f̄+
n − f̄−

n

2

)
λ1

− S̄n

f̄+
n − f̄−

n

2

α∗√n
α

λ2 +

(
f̄+

n ḡ
+
n + f̄−

n ḡ
−
n

2
− √

nS̄n

f̄+
n − f̄−

n

2

)
λ∗
2 − S̄n

f̄+
n − f̄−

n

2
α∗

]

〈â†â(t)〉 =

∞∑

n=0

e−|α|2 |α|2n

n!

[(
|g+n |2(n− |α|2) − Sn

√
n
g+n − g−n

2
+ |Sn|2

)
λ1

+Sn

g+n + g−n
2

(αλ
∗
2 − α

∗
λ2) + |α|2|g+n |2

]

〈â†âσ̂+(t)〉 =

∞∑

n=0

e−|α|2 |α|2n

n!

[
n

α

(
|g+n |2(

√
n
f̄+

n ḡ
+
n − f̄−

n ḡ
+
n

2
− Sn

f̄+
n ḡ

+
n − f̄−

n ḡ
+
n

2

g+n − g−n
2

+

Sn

f+
n − f−

n

2
(n − |α|2(n + 1)

n
(1 − 1

λ1
)) + Sn

f̄+
n ḡ

+
n + f̄−

n ḡ
−
n

2

g+n + g−n
2

|α|2
n

(1 − 1

λ1
)

+|Sn|2( f̄
+
n ḡ

+
n − f̄−

n ḡ
−
n

2
√
n

+
f̄+

n + f̄−
n

2
Sn − n+ 1√

n

g−n + g+n
2

f̄+
n − f̄−

n

2
+ 2

√
n
g+n − g−n

2
·

f̄+
n + f̄−

n

2
− |α|2√

n

g−n + g+n
2

f̄+
n − f̄−

n

2
)

)
λ1 +

(
n
f̄+

n ḡ
+
n + f̄−

n ḡ
−
n

2
|g+n |2 + Sn

f̄+
n − f̄−

n

2
·

|g+n |2√n+ 2Sn

f̄+
n ḡ

+
n + f̄−

n ḡ
−
n

2

ḡ+n − ḡ−n
2

− |Sn|2(2 g
−
n − g+n

2

f̄+
n − f̄−

n

2
+
n+ 1

n
·

g−n + g+n
2

f̄+
n + f̄−

n

2
+
f̄+

n ḡ
+
n + f̄−

n ḡ
−
n

2n
− f̄+

n − f̄−
n

2
√
n

Sn)

)
λ∗
2 + n

α∗

α

(
|Sn|2 g

−
n + g+n

2
·

f̄−
n + f̄+

n

2
+ Sn(|g+n |2 f̄

+
n − f̄−

n

2

n+ 1√
n

− f̄+
n ḡ

+
n − f̄−

n ḡ
−
n

2

g+n + g−n
2
√
n

)

)
λ2

]
(29)
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where we have also defined:

λ1 =
1 + 〈σ̂z(0)〉

2
, λ2 = 〈σ̂+(0)〉, λ∗2 = 〈σ̂−(0)〉 (30)

From Eqs. (29) it is then easy to derive a system of three equations relating the

three expectation values:

〈σ̂x(t)〉 = 2<[〈σ̂+(t)〉], 〈â†â(t)〉, 〈â†âσ̂x(t)〉 = 2<
[
〈â†âσ̂+t)〉

]
(31)

evaluated at a generic time t, to the variables 〈σ̂x(0)〉, 〈σ̂y(0)〉, 〈σ̂z(0)〉 , i.e. to the

density matrix of the spin- 1
2 system at time t = 0. In order to assess if this system

of equations has solutions, we have to evaluate the determinant of the matrix M̂

made up by the coefficients of 〈σ̂x(0)〉, 〈σ̂y(0)〉, 〈σ̂z(0)〉 appearing in the system of

equations determined by the evaluation of (31). In order to achieve this goal, it is

convenient to define M̂ij =
∑∞
n=0

e−|α|2 |α|2n

n! Mij(n) and then determine the coeffi-

cients Mij(n). Name Aij(n) the same type of coefficients but relative to the matrix

Â made up by the coefficients multiplying the variables λ1, λ2, λ
∗
2 in the system of

equations (29). By replacing the definitions of f±
n , g

±
n , Sn and then simplifying, one

gets:

A11(n) = −i e
iωt

α
(
√
n cos γ

√
n+ 1t sin γ

√
nt+ |α|2 cos γ

√
nt sin γ

√
n+ 1t√

n+ 1
) (32)

A12(n) =
ieiωt
√
n

α
√
n+ 1

sin γ
√
n+ 1t sin γ

√
nt

A13(n) = eiωt cos γ
√
n+ 1t cos γ

√
nt

A21(n) =
(1 + 2n)(1 + n− |α|2)− (1 + n+ |α|2) cos 2γ

√
n+ 1t

2(n+ 1)

A22(n) =
iα cos γ

√
n+ 1t sin γ

√
nt√

n+ 1
, A23(n) = A∗

22(n)

A31(n) = nA11(n), A32(n) = nA13(n), A33(n) = nA12(n)

It is easy to check that these coefficients are related to the coefficients Mij(n) in

the following way :

Mi1(n) = <[Ai1(n)], Mi2(n) = <[Ai2(n)+A∗
i3(n)], Mi3(n) = =[Ai2(n)+A∗

i3(n)]

(33)

If we now calculate the determinant ∆(t) of the matrix M̂ , we obtain:

∆(t) =

∞∑

l=0

∞∑

m=0

∞∑

n=0

e−3|α|2 |α|2(l+n+m)

l!m!n!
εijkM1i(l)M2j(m)M3k(n) (34)

We evaluate this determinant numerically. Convergence within the seventh signifi-

cant figure is reached by keeping in each of the three sums the first 30 terms when

|α|2 ≤ 9. For larger values of |α|2 convergence turns out to be much slower. In

Figure Fig. 1 the temporal evolution of the determinant is shown. We see that as

|α|2 increases, i.e. for larger average number of photons, the determinant has fluc-

tuations of larger amplitude, so that a time with a large enough determinant can be
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chosen to solve for the initial state of the spin- 1
2 system. When the matrix elements

are determined with some experimental uncertainty such a choice is a sensible one

that allows a more accurate determination of the initial state of the spin- 1
2 system

and avoids cases of ill-conditioned matrix inversion.

0 50 100 150 200

-1

0

1

∆(t)

t

Fig. 1. Evolution of the determinant for 0 < t < 200, with the following choice of parameters
of the model: γ = 0.1, ω = 0.1. The continuous line refers to the case |α|2 = 1 the dotted line to
|α|2 = 4, the dashed line to |α|2 = 9, with α real and positive.

5. Conclusions

We have illustrated a procedure which allows to reconstruct the state of a spin- 1
2

system with a simultaneous measurement of the expectation values of three com-

muting observables, by coupling the system to an assistant. We have also illustrated

how the procedure works in the simple case of a spin- 1
2 system coupled to a coherent

laser field. We have shown that in this case, after a proper choice of the commuting

observables, it is always possible to reconstruct the initial state of the spin- 1
2 system.

A radiation source with a large average number of photons allows to implement the

procedure in an experimentally reliable condition, i.e. with a large absolute value of

the determinant of the matrix connecting the expectation values of the commuting

observables at time t to the initial state of the spin- 1
2 system.
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The quite different behaviors exhibited by microscopic and macroscopic systems with
respect to quantum interferences suggest the existence of a borderline beyond which
quantum systems loose their coherences and can be described classically. Gravitational
waves, generated within our galaxy or during the cosmic expansion, constitute a universal
environment susceptible to lead to such a quantum decoherence mechanism. We assess
this idea by studying the quantum decoherence due to gravitational waves on typical
microscopic and macoscopic systems, namely an atom interferometer (HYPER) and
the Earth-Moon system. We show that quantum interferences remain unaffected in the
former case and that they disappear extremely rapidly in the latter case. We obtain
the relevant parameters which, besides the ratio of the system’s mass to Planck mass,
characterize the loss of quantum coherences.

Keywords: Quantum decoherence; Gravitational waves.

1. Introduction

Quantum decoherence is a universal phenomenon which affects all physical systems

as soon as they are coupled to a fluctuating environment. This effect plays an im-

portant role in the transition between quantum and classical behaviors, by washing

out quantum coherences and thus justifying a purely classical description.1–5 This

implies that quantum decoherence should be very efficient for macroscopic systems,

while remaining inefficient for microscopic ones. The quantum/classical transition

would then introduce a borderline between microscopic and macroscopic systems.

Existing experimental observations of quantum decoherence confirm these intu-

itions. Decoherence has only been seen on ‘mesoscopic’ systems for which the deco-

herence time is neither too long nor too short, such as microwave photons stored in
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a high-Q cavity6 or trapped ions.7 In such model systems, the environmental fluctu-

ations are particularly well mastered and the quantum/classical transition has been

shown to fit the predictions of decoherence theory.8,9

It has also been early remarked that Planck mass, that is the mass scale which

can be built up on Planck constant ~, light velocity c and Newton gravitation G,

lies at the borderline between microscopic and macroscopic masses

mP =

√
~c

G
∼ 22µg (1)

That is to say, one may define microscopic and macroscopic values of a mass m by

comparing the associated Compton length `C to the Planck length `P

m ≶ mP ⇔ `P =

√
~G

c3
≶ `C =

~

mc
(2)

It is tempting to consider that this property is not just an accidental coincidence but

rather reveals a general consequence of fundamental gravitational fluctuations.10–13

Then, one is led to study the role that the fluctuating gravitational environment

might play in the transition from quantum to classical behaviors.

Here, we briefly discuss the quantum decoherence due to our local gravitational

environment, namely the stochastic background of gravitational waves surrounding

the Earth. Details can be found in previously published work.14–18 First, taking the

example of the atomic interferometer HYPER, we show that gravitational waves

do not lead to a significant decoherence at the microscopic level. We then show

that, on the contrary, scattering of gravitational waves is the dominant decoherence

mechanism, and an extremely efficient one, for macroscopic systems such as the

Moon around the Earth. We also go beyond the simple scaling arguments just given

above by providing estimates of gravitational quantum decoherence depending not

only on the mass of the system, but also on its velocity, on its geometry and on the

noise spectrum characterizing the gravitational fluctuations.

2. Gravitational Environment

We first describe the fundamental fluctuations of space-time which originate from

our gravitational environment and which are bound to play a crucial role in quantum

decoherence. For current quantum systems which are only sensitive to frequencies

lying far below Planck frequency, general relativity provides the appropriate de-

scription of gravitational phenomena,19 even if it may ultimately be replaced by

a theory of quantum gravity. It follows that the relevant spacetime fluctuations

which constitute our gravitational environment are simply the gravitational waves

predicted by the linearized theory of gravity20–22 and which are thoroughly studied

in relation with the present development of gravitational wave detectors.23–26

Gravitational waves correspond to perturbations of the metric field and can be
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written in the transverse traceless (TT) gauge

gµν = ηµν + hµν , ηµν = diag(1,−1,−1,−1)

h00 = hi0 = hi
i = 0 (3)

i = 1, 2, 3 stands for the spatial indices whereas 0 will represent the temporal index;

the spatial components hµν of the metric tensor are directly connected to the Rie-

mann curvature. Gravitational waves are conveniently described through a mode

decomposition in space-time (coordinates (xµ), x0 ≡ ct)

hµν (x) =

∫
d4k

(2π)
4 hµν [k] e−ikλx

λ

, hµν [k] = Σ±

(
ε±µ ε

±
ν√
2

)∗
h± [k] (4)

Each Fourier component is a sum over the two circular polarizations h±, which are

obtained as products of the polarization vectors ε± well-known from electromagnetic

theory. Gravitational waves correspond to wavevectors k lying on the light cone

(k2 = kµk
µ = 0), they are transverse with respect to this wavevector (kµε±µ = 0)

and the metric perturbation has a null trace ((ε±)2 = 0).

We consider for simplicity the case of stationary, unpolarized and isotropic back-

gounds. Then, a given metric component, say h ≡ h12, is a stochastic variable

characterized by a noise spectrum Sh

〈h (t)h (0)〉 =
∫

dω

2π
Sh [ω] e−iωt (5)

Sh is the spectral density of strain fluctuations considered in most papers on gravi-

tational wave detectors (see for example24). It can be written in terms of the mean

number ngw of gravitons per mode or, equivalently, of a noise temperature Tgw with

kB the Boltzmann constant and G the Newton constant

Sh =
16G

5c5
~ωngw =

16G

5c5
kBTgw (6)

Knowledge on gravitational wave backgrounds comes from studies estimating

the probability of events which might be observed by interferometric detectors of

gravitational waves. An important component is constituted by the ‘binary confu-

sion background’, that is the estimated level for the background of gravitational

waves emitted by unresolved binary systems in the galaxy and its vicinity. This

‘binary confusion background’ leads to a nearly flat function Sh, that is also to a

nearly thermal spectrum, in the µHz to 10mHz frequency range23

10−6Hz <
ω

2π
< 10−4Hz Sh ∼ 10−34Hz−1 (7)

With the conversion factors given above, this corresponds to an extremely large

equivalent noise temperature Tgw ' 1041 K. It is worth stressing that this is only

an effective noise temperature. Such a value, larger than Planck temperature (∼
1032 K), does not correspond to an equilibrium temperature and is allowed by the

weakness of gravitational coupling.
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Previous estimations correspond to the confusion background of gravitational

waves emitted by binary systems in our Galaxy or its vicinity. Because of the large

number of unresolved and independent sources, and as a consequence of the central

limit theorem, they lead to a stochastic noise obeying gaussian statistics. There

also exist predictions for gravitational backgrounds associated with a variety of

cosmic processes,24 which are however model dependent and have a more speculative

character. Associated temperatures vary rapidly with frequency and are dominated

by the confusion binary background in the frequency range considered here.

3. Quantum Decoherence of Atomic Interferometers

Atoms used in interferometry appear as particularly interesting microscopic systems

for studying quantum decoherence, as it has recently been suggested that matter-

wave interferometers could reveal the existence of intrinsic spacetime fluctuations,

through an induced Brownian motion.27,28 Although it has not been possible to

observe such an effect in existing matter-wave interferometers, instruments are now

being designed, like the atomic interferometer HYPER for measuring the Lense-

Thirring effect in space, which possess a very high sensitivity to gravitation fields.29

It is thus important, in order to confirm the viability of such instruments, to obtain

quantitative estimates of potential decoherence effects, in particular those associated

with spacetime or gravitation fluctuations.

We shall consider the atomic field of the matter-wave interferometer HYPER as

a typical example of a microscopic system affected by quantum decoherence (see for

instance30–32 for details on atomic interferometry ). HYPER is an interferometer

with a rhombic geometry which is used as a gyrometer, that is to say, its rotation

with respect to inertial frames is measured through the observation of a Sagnac

effect. The Sagnac dephasing Φ is proportional to the mass mat of the (non rela-

tivistic) atoms, to the area A of the interferometer and to the rotation frequency

Ω

Φ =
1

~

∮
pidx

i =
2matA

~
Ω, pµ = gµνmatv

ν
at, A = v2

atτ
2
at sinα (8)

gµν is the metric field in the frame of the rotating interferometer, vat is the atomic

velocity, and the area A is given by the length vatτ of the rhomb side and the

aperture angle α (τat is the time of flight on one rhomb side).

According to general relativity, a local inertial frame in the neighborhood of a

rotating massive body differs from the celestial frame determined by the ‘fixed stars’

as a consequence of the dragging of inertial frames. This gravitomagnetic (Lense-

Thirring) effect in the Earth neighborhood is measured by HYPER interferometer,

by comparing the local inertial measurement performed by the atoms to the indi-

cation of a star tracker. A map of the Lense-Thirring effect around the Earth is

obtained by recording the dephasings and building the corresponding interferogram

for each position of the satellite on its orbit.
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Gravitational waves, like other gravitational perturbations such as the Lense-

Thirring effect, induce a dephasing of the matter waves within the two arms of the

interferometer and thus affect the interference fringes33

δΦgw =
mat

2~

∮
hijv

i
atv

j
atdτ =

2matA

~
δΩgw (9)

Metric components are evaluated in the TT (transverse traceless) gauge. Using the

symmetry of the rhomb, this expression may be obtained from the derivative of the

metric component h12 lying in the spatial plane defined by the interferometer

δΩgw(t) = −1

2

dh12

dt
, h12(t) =

∫
h12 (t− τ) g (τ) dτ (10)

The linear filtering function g has a triangular shape which reflects the distribution

of the time of exposition of atoms to gravitational waves inside the rhombic inter-

ferometer. The square of its Fourier transform, which describes linear filtering in

frequency space, is an apparatus function characterizing the interferometer16

|g̃ [ω] |2 =

(
sin ωτat

2
ωτat

2

)4

(11)

We now consider the degradation of fringe contrast obtained by averaging over

stochastic dephasings. This evaluation16 can be shown to be equivalent to the other

approaches to decoherence (see for example34). Stochastic gravitational waves with

frequencies higher than the inverse of the averaging time identify with the unob-

served degrees of freedom which are usually traced over in decoherence theory (see8

and references therein). When δΦgw is a gaussian stochastic variable, the degraded

fringe contrast is read as

〈exp (iδΦgw)〉 = exp

(
−∆Φ2

gw

2

)
, ∆Φ2

gw =
〈
δΦ2

gw

〉
(12)

Using the expression of δΦgw in terms of the averaged time derivative of h12 we

write the variance ∆Φ2
gw as an integral over the noise spectrum Sh (5). Particularly

interesting is the case of an approximately flat or thermal spectrum Sh (6) which,

as discussed in previous section, is approximately realized by the binary confusion

background on a significant frequency range. With a white noise assumption, the

variance is found to be proportional to the constant value of the noise spectrum Sh

∆Φ2
gw =

(
2matv

2
at

~
sinα

)2

Sh 2τat (13)

After substitution of the numbers corresponding to HYPER,29 we deduce that the

decoherence due to the scattering of gravitational waves is completely negligible

∆Φ2
gw ∼ 10−20 � 1 (14)

We have discussed here the decoherence effect on atomic fields. In fact, it ap-

pears that the decoherence effect affecting the laser fields, involved in the stimulated
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Raman processes used for building up beam splitters and mirrors for matter waves,

provides a larger contribution.16 But this changes neither the mechanism of quan-

tum decoherence which has been discussed here, nor its incidence on the instrument

sensitivity. The phase noise induced by the scattering of gravitational waves remains

completely negligible with respect to the phase noise induced by mechanical vibra-

tions of the mirrors. In the real instrument, decoherence is expected to be induced

by instrumental fluctuations rather than by fondamental fluctuations.

4. Quantum Decoherence of Planetary Systems

After discussing the microscopic case on the example of atomic interferometers, we

come to a case which lies at the opposite end, as it can be considered as extremely

macroscopic, namely the planetary system built by the Moon orbiting around the

Earth. The classicality of such a system may be expected to result from the strong

efficiency of decoherence mechanisms acting on it, contrarily to the case of micro-

scopic systems. Indeed, as we show, gravitational waves lead to an extremely rapid

decrease of quantum coherences for such macroscopic systems. Moreover, although

decoherence may usually be attributed to collisions of residual gaz, to radiation

pressure of solar radiation or, even, to the scattering of electromagnetic fluctua-

tions in the cosmic microwave background, we show that, in the case of planetary

motions, it is dominated by the scattering of stochastic gravitational waves.

The Earth and Moon constitute a binary system with a large quadrupole mo-

mentum, so that its internal motion is highly sensitive to gravitational waves. For

the sake of simplicity, we shall describe the Earth-Moon system as a circular plan-

etary orbit in the plane x1x2. The reduced mass m, defined from the masses of the

two bodies, will be used, such as the radius ρ, that is the constant distance between

the two masses, so that the orbital frequency Ω, the normal acceleration a on the

circular orbit and the tangential velocity v obey usual relations

a = ρΩ2 =
v2

ρ
(15)

Gravitational waves will be represented as metric perturbations hµν , taken in the

TT gauge (3), so that they will be related to Riemann curvature (R0i0j = ∂2
t hij ≡

ḧij). The gravitational wave perturbation on the relative position xi in the binary

system amounts to a tidal force δF which may also be seen as a geodesic deviation

δṗi(t) = δFi(t) = mc2R0i0jx
j(t) (16)

The stochastic background of gravitational waves then induces a Brownian motion

on the relative position of the Moon, which may be characterized by a momentum

diffusion with a variance varying linearly with the time of exposition τ

< δp2(t) >= 2Dgwτ (17)

The momentum diffusion coefficient Dgw is determined by the correlation function



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

Quantum Decoherence and Gravitational Waves 131

of gravitational waves (5,6)14

Dgw = mΓgwkBTgw, Γgw =
32Gma2

5c5
(18)

Tgw is the effective noise temperature of the gravitational background, evaluated at

twice the orbital frequency, and Γgw is the damping rate associated with the emission

of gravitational waves. One recovers with equations (18) the fluctuation-dissipation

relation on Brownian motion35 and the quadrupole formula for gravitational wave

emission36 determined by Einstein. Although gravitational damping can be observed

in the case of strongly bound binary systems,37 it appears to be extremely small

for the Moon (Γgw ≈ 10−34 s−1), with a negligible impact on its mean motion.

Moreover, it can be seen to be much smaller than the damping due to other envi-

ronmental fluctutations, such as electromagnetic radiation pressure or Earth-Moon

tides. The latter appear to give the dominant contribution to damping38

Γgw � Γem < Γtides (19)

However, as we show now, decoherence processes do not follow the same hierarchy.

Quantum decoherence may be evaluated by considering two neighbouring inter-

nal motions of the planetary system which correspond to the same spatial geometry

but slightly different values of the epoch, the time of passage at a given space point.

For simplicity, we measure this difference by the spatial distance ∆x between the

two motions, which is constant for uniform motion. The variation of momentum

(16) results in a perturbation of the quantum phase one may associate with the

relative position in the binary system

δΦgw(t) =
δpi(t)

~
∆xi (20)

The difference of phase between two neighboring motions then undergoes a Brown-

ian motion,14 resulting in a random exponential factor eiδΦgw . Averaging this quan-

tity over the stochastic effect of gravitational waves, still supposed to obey gaussian

statistics, one obtains a decoherence factor

〈
eiδΦgw

〉
= exp

(
−∆Φ2

gw

2

)
(21)

The decoherence factor may be expressed in terms of the variables characterizing

the Brownian motion (17) and the distance between the two motions ∆x

∆Φ2
gw =

2Dgw∆x2τ

~2
(22)

Relation (22) agrees with the result expected from general discussions on decoher-

ence:2 decoherence efficiency increases exponentially fast with τ and ∆x2.

Relation (22) may be rewritten in terms of the gravitational waves spectrum (6)

and the geometric parameters of the binary system (15)

∆Φ2
gw =

(
2mv2

~
sinα

)2

Sh 2τ, sinα =
∆x

2ρ
(23)
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2mv2

~
sinα is a frequency determined by the kinetic energy of the Moon and sinα

is the aperture angle of the equivalent interferometer. In the case of the Earth-

Moon system, one finds an extremely short decoherence time up to extremely short

distances ∆x (in the 10µs range for ∆x of the order of the Planck length)

Dgw

~2
≈ 1075 s−1m−2 (24)

The gravitational contribution to decoherence appears to be much larger than

the contributions associated with tide interactions and electromagnetic scattering

Dgw � Dtides > Dem (25)

When compared with contributions to damping (19), decoherence contributions

obey a modified hierarchy. This results from their further dependence on the level

of noise induced by the environment and from the fact that gravitational waves

constitute the environment with the largest effective noise temperature (7). To

be precise, the ratio
Γgw

Γtides
of the damping constants associated with gravitational

waves and tides is of the order of 10−16, while the ratio
Tgw

Ttides
is of the order of

1038. It follows that the ratio
Dgw

Dtides
remains very large and that the gravitational

contribution to decoherence dominates the other ones.

The dominant mechanism leading to the classical behavior of very macroscopic

systems appears to be due to gravitational waves, originating either from the confu-

sion binary background in our galaxy or from extragalactic sources in a larger region

of the universe. It is remarkable that the classicality and the ultimate fluctuations

of very macroscopic systems appear to be determined by the classical gravitation

theory which also explains their mean motion.

5. Gravitational Quantum Decoherence

The results obtained in the previous sections for gravitationally induced decoher-

ence are reminiscent of the qualitative discussions of the Introduction. For micro-

scopic probes, such as the atoms or photons involved in atomic interferometers,

decoherence is so inefficient that it can be ignored with the consequence that quan-

tum mechanics remains the appropriate description.. For macroscopic bodies on the

contrary, such as the Moon-Earth system, decoherence is extremely efficient with

the consequence that potential quantum coherences between different positions can

never be observed, leading to an appropriate purely classical description..

The scale arguments sketched in the Introduction may also be associated with

precise expressions. In both the microscopic (13) and macroscopic (23) cases, the

decoherence factor e−
∆Φ2

gw
2 induced by the gravitational environment takes a same

form. It involves as an essential factor the gravitational spectral density Sh (6),

which may be expressed as an effective noise temperature, putting into evidence its
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dependence on Planck mass mP

Sh ' Θgw t2P, t2P =
~G

c5
=

(
~

mPc2

)2

, Θgw '
kBTgw

~
' 1052s−1 (26)

Θgw is the temperature of the background measured as a frequency. Relations (13)

and (23) may then be rewritten

∆Φ2
gw

2
'
(

2mv2 sinα

mPc2

)2

Θgwτ (27)

The ratio m2

m2
P

confirms the preliminary arguments of the Introduction, namely that

the Planck mass effectively plays a role in the definition of a borderline between

microscopic and macroscopic masses. However, other factors in the formula imply

that the scaling argument on masses is not sufficient to obtain correct quantitative

estimates. The ratio of the probe velocity over light velocity, the equivalent aperture

angle α and the frequency Θgw, measuring the gravitational noise level, enter the

quantum decoherence time on an equal footing. In particular, the very large value

of the gravitational noise level implies that the transition between quantum and

classical behaviors could in principle be observed for masses smaller than Planck

mass. Another interesting feature is that the parameter to be compared with Planck

energymPc
2 is the kinetic energymv2 of the probe rather than its mass energymc2.

Finally, formula (27) provides a valuable insight into the way to design systems

aiming at observing the quantum/classical transition induced by intrinsic gravita-

tional fluctuations. The transition region ∆Φ2
gw ∼ 1 seems to be best approached

by using heavy and fast particles in a matter-wave interferometer. At present, inter-

ference patterns have been observed on rather large molecules.39,40 But one checks

that, in these experiments, the kinetic energy of the molecules, the area and aperture

angle of the interferometer are such that the gravitational quantum decoherence re-

mains negligible, as in HYPER. Increasing these sensitive parameters so that the

transition could be approached appears as a formidable experimental challenge18

(see41,42 for using fast molecules). Alternatively, one could consider using quantum

condensates,43,44 an approach however requiring further technological progress.
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We discuss the current status of the black hole information loss paradox and propose a
plan for its solution based on analogies with solid state physics and the irreversibility
problem. In a recent paper Hawking has argued that there is no information loss in
black holes in asymptotically AdS spacetimes. We remind that there are several types
of information (entropy) in statistical physics – fine grained (microscopic) and coarse
grained (macroscopic) ones which behave differently under unitary evolution. We suggest
that the coarse grained information of the rest of the Universe is lost while fine grained
information is preserved. A possibility to develop in quantum gravity an analogue of the
Bogoliubov derivation of the irreversible Boltzmann and Navier - Stokes equations from
the reversible mechanical equations is discussed.

Keywords: Black holes; Information paradox; Black body; Hawking radiation.

1. Introduction

In 1976 Hawking has argued that the black hole creation and evaporation could

lead to an evolution of a pure state into a mixed state, which is in contradiction

with the rules of quantum mechanics.1 This has become known as the black hole

information loss problem (or black hole information paradox), for a discussion see2–5

and references therein.

In a recent paper Hawking6 has suggested that there is no information loss in

black holes in asymptotically AdS (anti-de Sitter) spacetimes. The central point in

his argument is the assertion that there is no information loss if one has a unitary

evolution. Then, since the AdS quantum gravity is dual to a unitary conformal field

theory,7–9 there should be no information loss.

In more detail the proposal looks as follows. Black hole formation and evap-

oration is considered as a scattering process when all measurements are made at

infinity. The evolution operator is defined by means of the path integral for the

partition function. In the sum over topologies in the path integral there are trivial
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topologies, which lead to the unitary evolution, and nontrivial black hole topologies.

Information is lost in topologically non-trivial black hole metrics, but their contri-

bution decays to zero at large times, at least for each separate mode,10 As a result

one gets a unitary evolution at large times and the information is preserved in that

limit.

We make two remarks concerning this proposal.

(i) Actually it is proposed that we can make observations only at such large time

scales where small black holes either do not form yet or have already evaporated.

In any case black holes are not present then.

(ii) An important point in the argument is the assertion that, if one considers a

theory with a unitary dynamics, there is no information loss problem.

Concerning the point (i) there is a question of how information gets out of a black

hole. In fact it is one of the main questions in the whole discussion of the information

paradox. Hawking’s answer is that there is no sense in asking this question because

its answer would require to use a semi-classical metric, which has already lost the

information. We discuss this argument below.

About the point (ii) we remind that the problem of how a unitary reversible

dynamics can lead to an irreversible behavior (i.e. to information loss) is the subject

of numerous studies in statistical physics. One specific application is the problem

of relaxation: Even though quantum evolution, believed to describe all condensed

matter, is unitary, we observe relaxation in every day life.12 It is thus clear that

much of the irreversible behavior, including probably the expansion of the Universe,

should be compatible with unitary quantum mechanics. Point (ii) is the main point

which will be discussed in this note.

We consider the black hole information problem as a particular example of the

fundamental irreversibility problem in statistical physics. We point out that similar

problem occurs when we study ordinary gas or the formation of the ordinary black

body and its thermal radiation. Actually, one has to give a quantum mechanical

explanation for the emergence of the second law of thermodynamics in macroscopic

systems.

The irreversibility problem was much studied by Boltzmann and many other

authors. There is not yet a complete solution but a deep understanding of the

problem has been achieved11-.20

Information is usually quantified as entropy with a minus sign. There are two

classes of entropies in statistical physics – the fine grained (microscopic) one and

several coarse grained (macroscopic) ones. They behave differently under unitary

evolution. For a given model, unitary dynamics might increase one or more coarse

grained entropies while preserving the fine grained one. Whether there is an increase

of a certain coarse grained entropy (i.e. loss of this information) is a dynamical

question and its answer comes for a given model from a thorough investigation

of its dynamics, which should show a sort of instability or ergodicity and mixing.

Alternatively, coupling to a bath would suffice. This is relevant for the black hole

situation, where the “bath” is the rest of the Universe.
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We note that the properties of the coarse grained (in particular thermodynam-

ical) entropy are important in statistical physics while the fine grained entropy is

not so significant since typically it cannot be determined and, remaining conserved,

would not reflect a specification of the dynamical evolution.

2. Different Kinds of Entropies

Let us split up our degrees of freedom in two classes, those of the black hole and

those of the rest of the Universe. The latter we call “bath”, since for a proper

formulation of thermodynamics of black holes, the rest of the Universe indeed plays

the role of the thermal bath in condensed matter problems. The density matrix of

the total system ρ has several marginals. The reduced density matrix of the black

hole is

ρBH = TrB ρ

while the reduced density matrix of the bath is

ρB = TrBH ρ

This brings us three von Neumann entropies: the “fine grained” entropy of the total

system,

Sfine
total = −Tr ρ ln ρ.

This quantity is conserved in time for unitary motion. If one starts out from a pure

state of incoming matter and bath, it vanishes at all times. Next there is the fine

grained von Neumann entropy of the black hole,

Sfine
BH = −TrBH ρBH ln ρBH

and the fine grained von Neumann entropy of the bath,

Sfine
B = −TrB ρB ln ρB

When starting from a pure state, entangled or not, the latter two will be equal

at all times. Though then vanishing at t = 0 they become positive at later times,

Sfine
BH (t) = Sfine

B (t) > 0. At large times one expects them to go to zero again.25 For

Sfine
BH the reason is simply that matter is radiated, making it smaller and smaller,

so that with the matter its entropy evaporates. For Sfine
B it theoretically expected,

because, in the final absence of the hole, it just reflects the purity of the state.

But physically it is a surprising and counter-intuitive result, since this vanishing

entropy clearly does not reflect the energy radiated into this bath by the black hole

evaporation.

Coarse graining can be done at larger and larger scales. Thus there is still another

entropy to consider, namely the coarse grained entropy of the bath, where one

neglects all correlations between bath modes. One first has to define the reduced
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density matrix of a given mode, ρmode = Trall other modes ρ and from it the von

Neumann entropy

Scoarse
B =

∑

mode

Smode =
∑

mode

−Trmode ρmode ln ρmode

This is the one entering quasi-classical discussions of the black hole information

paradox. Since it probably does not vanish at large times, it is a candidate for

our “natural” association of entropy with a measure of disorder. It is then obvious

that Sfine
B , which does vanish at large times, takes the correlations between different

modes, neglected in Scoarse
B , into account in a very subtle manner.

Boltzmann’s famous formula for the entropy reads

S = kB logW

The W in this formula is the number of microstates compatible with the macroscopic

state. Therefore this formula defines a coarse grained entropy. There is a remarkable

computation by Strominger and Vafa of the Bekenstein–Hawking coarse grained

entropy by counting of microscopic BPS states in string theory.21

Black hole thermodynamics is a problem with two temperatures: the Hawking

temperature of the hole and the 3K back ground temperature .22,23 These dis-

tinctions automatically show up in condensed matter analogs of the black hole

evaporation problem, that we plan to discuss elsewhere.24

The thermodynamic entropy of a system in contact with a bath at temperature

T is defined in terms of added heat dQ by the Clausius inequality

dQ ≤ TdS (1)

taken as an equality, so dS = dQ/T . The “classical intuition” of entropy arose when

Bolztmann showed that this thermodynamic entropy agrees with his measure of

disorder, more precisely, the logarithm of the number of states. For a closed system,

this quantity cannot decrease. For systems with two temperatures a generalized

Clausius inequality may hold when there are also two well separated time scales,

leading to two different entropies, that enter as: dQ ≤ T1dS1 + T2dS2. This applies

to glasses26 and black holes.22

For nanoscopic and mesoscopic systems, one has led to uncover the field of

“quantum thermodynamics”.27

Page has discussed the microcanonical and canonical entropies of black holes.28

The first one does not reflect its environment, the second one assumes it to be at

the Hawking temperature, which is the case only for a specific black hole size and,

moreover, an unstable situation.

We have discussed various entropies which are used to describe the classical ca-

pacity of a quantum channel. To describe the quantum channel capacity the quantum

mutual entropy29 and the quantum coherent information30 are used. It would be

interesting to investigate the role of these entropies in quantum gravity.
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3. On the Black Hole Information Paradox

Our proposal for the investigation of the black hole information loss problem is the

following. One of the mentioned entropies is the coarse grained bath entropy. It

increases during the evolution. In this sense there is information loss. But it does

not mean that there is loss of the fine grained information (entropy). The whole

picture of the black hole formation and evaporation is similar to the formation and

radiation of a black body.

In a specific model the increase of coarse grained entropy has to be demonstrated

if the black hole evaporation indeed behaves as a thermodynamic problem.

The next step in the program is to develop in quantum gravity an analogue of

the Bogoliubov derivation of the Boltzmann and Navier - Stokes equations from the

Liouville equation.11,13,14 We shall sketch that in the last section. In quantum field

theory one derives quantum stochastic differential equations.15 But we should stress

that a much better understanding of the irreversibility problem in various models

is required.

It would also be interesting to investigate the role of the quantum mutual en-

tropy29 and of the quantum coherent information30 in quantum gravity.

4. Information Loss in Gases

Consider a classical or quantum gas of N particles in a box of the volume V which

is described by the Hamiltonian

HN =

N∑

i=1

p2
i

2m
+
∑

i<j

Φ(xi − xj).

Here xi are positions, pi are momenta, m is mass and Φ(x) is the interaction

potential between a pair of particles.

One has a reversible classical dynamics and a unitary quantum dynamics. Hence,

in neither situation there is a loss of the fine grained information.

However, it is well known that the kinetic theory of gases is based on the Boltz-

mann equation which reads13,14

∂f

∂t
+

p

m
· ∂f
∂x

+ F · ∂f
∂p

= J(f). (2)

Here f = f(x,p, t) is the one-particle distribution function, t is time, F = F(x, t)

is the force, and J(f) is a bilinear functional in f .

The coarse grained Boltzmann entropy is defined by

SB(t) = −
∫
f(x,p, t) ln f(x,p, t)dxdp.

Boltzmann has proven (H-theorem) that

dSB(t)

dt
≥ 0
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Moreover the entropy is constant only for an equilibrium distribution function. For

a non-equilibrium state the Boltzmann entropy increases and therefore one gets

information loss.

Now one can ask the same question as for the black hole information loss prob-

lem. How is it possible that one gets information loss and irreversibility for a system

of N particles which is described by a reversible dynamics?

An important progress in investigation of this question was achieved by Bogoli-

ubov.11,13,14 He considers a system of equations for s-particle correlation functions

fs(ξ1, ..., ξs, t)

where ξi = (xi,pi), i, s = 1, 2, ..., N . The system of equations (BBGKI-chain) is

equivalent to the Liouville equation and is reversible.

Then for the dilute gases Bogoliubov introduces a kinetic relaxation time scale

τ0 and uses the thermodynamical limit (N, V → ∞, N/V = const) and the fac-

torization of the s- particle correlation functions fs in terms of the one particle

distribution function f :

fs(ξ1, ..., ξs, t)→
s∏

i=1

f(ξi, t), t > τ0, s = 2, 3, ..., N (3)

In this way he was able to obtain the Boltzmann equation. Then one can use

the Boltzmann equation to derive the hydrodynamical Navier - Stokes equation.

We write the Boltzmann equation Eq. (2) symbolically as

δf

δσ
= J(f) (4)

where σ = (t, ξ).

Bogoliubov used a similar approach also for derivation of quantum kinetic equa-

tions. In this case one uses the correlation functions

fsk(x1, ...,xs;y1, ...,yk ; t) = Tr[ρtψ(x1)...ψ(xs)ψ
+(y1)...ψ

+(yk)]

Here ρt is the density operator at time t and ψ(x), ψ+(y) are annihilation and

creation operators satisfying the usual commutation relations [ψ(x), ψ+(y)] = δ(x−
y). To derive quantum kinetic equation one uses an approximation similar to the

Bogoliubov approximation Eq. (3). It is a kind of the mean field approximation.

There are other models in which an irreversible behavior from reversible dynamics

was derived, 15,16 Mathematical studying of these questions is also the subject of

ergodic theory where for certain dynamical systems the properties of ergodicity and

mixing were established and where the notions of classical and quantum Anosov

and K-systems and the Kolmogorov - Sinai entropy play an important role.17–20

It was demonstrated by Pauli, von Neumann, van Hove, and Prigogine that in

quantum mechanics the coarse grained entropy increases as a result of the unitary

dynamics.

The transition from the BBGKI chain of equations for the family of correlation

functions {fs} to the Boltzmann equation for the one particle distribution function
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f is the transition from the fine grained reversible description to the irreversible

coarse grained description. We loose information when we describe a gas by means

of only the one-particle distribution function f(x,p, t), or hydrodynamical variables,

which are integrals of f with some weights.

In quantum gravity we interpret the distribution f [g, π] of the classical metric

gµν(x) and its conjugate πµν(x) as an analogue of the one particle distribution

f(x,p, t) or hydrodynamical variables. To get insight into the black hole information

loss problem, one has to develop in quantum gravity an analogue of the Bogoliubov

derivation of the Boltzmann equation from the Liouville equation. In quantum field

theory one derives quantum stochastic differential equations.15

5. Information Loss in Quantum Gravity

One can use the Euclidean6 or the Wheeler - De Witt 31 approach to quantum grav-

ity. Each one has its own advantages and disadvantages. One of problems with the

Euclidean approach is that one can define there the Green functions and the parti-

tion function but not the scattering matrix. Moreover, path integrals are convenient

to write down semiclassical expansion but one can not use this “sane” formalism to

solve spectral problems, even to compute the spectrum of the hydrogen atom.

The transition amplitude between configurations of the three-metric h′
ij and

field Φ′ on an initial spacelike surface Σ′ and a configuration h′′ij and Φ′′ on a final

surface Σ′′ is

< h′′, φ′′,Σ′′|h′, φ′,Σ′ >=

∫
e

i
~
S[g,Φ] DΦDg,

where the integral is over all four-geometries and field configurations which match

given values on two spacelike surfaces, i.e. Φ|Σ′ = φ′, g|Σ′ = h′, Φ|Σ′′ = φ′′, g|Σ′′ =

h′′.
The problem of creation of black holes in quantum theory is considered in 32-.35

The role of boundary conditions in the path integral describing the creation of black

holes is discussed in.34

We are interested in the process of black hole creation. Therefore Σ′ is a partial

Cauchy surface with asymptotically simple past in a strongly asymptotically pre-

dictable space-time and Σ′′ is a partial Cauchy surface containing black hole(s), i.e.

Σ′′ − J−(T +) is non empty.

Black holes are conventionally defined36 in asymptotically flat (or AdS) space-

times by the existence of an event horizon H . The horizon H is the boundary

J̇−(I+) of the causal past J−(I+) of future null infinity I+. The black hole region

B is B = M−J−(I+) and the event horizon H = J̇−(T +). This definition depends

on the whole future behavior of the metric. There is a different sort of horizon,

trapped horizon, which depends only on the properties of space-time on the surface

Σ(τ).2,36

We discussed the transition amplitude (propagator) between definite configu-

rations of fields, < h′′, φ′′,Σ′′|h′, φ′,Σ′ >. The transition amplitude from a state
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described by the wavefunction Ψin[h′, φ′] to a state Ψout[h′′, φ′′] reads

< Ψout|Ψin >=

∫
Ψ̄out[h′′, φ′′] < h′′, φ′′,Σ′′|h′, φ′,Σ′ > Ψin[h′, φ′]Dh′Dφ′Dh′′Dφ′′.

Consider a family of asymptotically flat spacetimes. A wave function is a func-

tional of the 3-geometry and the matter fields Ψ[hij , φ]. It satisfies the Wheeler -

De Witt equation

HΨ = 0

where H is the density of the Hamiltonian constraint.

Let ρΣ be the density operator of the Universe at the surface Σ. One defines the

fine grained entropy

Sfine(Σ) = −Tr ρΣ ln ρΣ

and correlation functions

f
(s)
i1j1...isjs

(x1, ..., ys; Σ) = Tr[ρΣĝi1j1(x1)...π̂isjs(ys)]

where ĥij , π̂ij operators of metric and its canonically conjugate.

The correlation functions satisfy a system of equations in superspace. The equa-

tions are complicated. We can assume that there is a sort of unitary dynamics which

preserves the fine grained entropy but there is no way to determine it. This is similar

to the gas dynamics which was discussed in the previous section. But let us try to

derive an analogue of the Boltzmann equation. We consider an approximation:

f
(s)
i1j1...isjs

(x1, ..., ys; Σ)→
∏

r

firjrmrnr
(xr, yr; Σ), Σ > Σ0,

where

firjrmrnr
(xr , yr; Σ) = Tr[ρΣĝirjr (xr)π̂mrnr

(yr)]

This is similar to the Bogoliubov approximation Eq. (3). Quantum Boltzmann equa-

tion in quantum gravity will have the form

δf

δσ
= J(f)

where f = firjrmrnr
(xr , yr; Σ) and σ = (x, y, g, π,Σ). The problem is to determine

an explicit form of the functional J(f).

The coarse grained entropy is

Scoarse(Σ) = −
∫
trf(·; Σ) ln f(·; Σ)

where an appropriate normalization for f is assumed.

Further, if we make also the semiclassical approximation, or assume the coherent

pure states, then, in principle, we could get the classical Einstein equations for the

metric gµν(x). However the form of classical equations depend on the chosen state.
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For classical gravity the known laws of black hole thermodynamics are valid.

In this case the entropy, which is proportional to the area of horizon, is a coarse

grained entropy. This entropy increases during the classical evolution, so one gets a

loss of the coarse grained information.

We speculate that the coarse grained entropy which is obtained in the Bogoliubov

approximation increases in the classical regime. Note that the Hamiltonian in mini–

superspace31 is an N - particle hamiltonian but it has a form more complicated then

the Hamiltonian for gases. One can try to study this problem for the Matrix model.37

Note however that the irreversibility problem is a rather difficult problem even for

such a simple and well studied system as quantum baker‘s map.38

On later times the evaporation is the only relevant but slow process (quantum

regime). Then the black hole looses matter and its coarse grained entropy decreases.

This matter will go to the bath, so its coarse grained entropy is expected to increase

such that the total coarse grained entropy also increases.

6. Conclusions

The information paradox of the black hole problem has bothered scientists since

the discovery of the evaporation process. It has often not been realized, however,

that “the” entropy of a system does not exist. The thermodynamic entropy of

a system in contact with a bath at temperature T is defined in terms of added

heat dQ as dS = dQ/T . The “classical intuition” of entropy arose when Boltzmann

showed that this thermodynamic entropy agrees with a measure of disorder, namely

the logarithm of the number of relevant states. For a closed system, this quantity

cannot decrease. On the other hand, it is known in quantum mechanics that the

von Neumann entropy of a closed system is a constant due to unitary motion. This

is the quantum analog of the classical fine grained entropy, which is also conserved

in time.

A second complicating factor it that the setup for black hole thermodynamics

is one of systems far from equilibrium.22 Thus the evaporation process is a problem

of thermodynamics far from equilibrium, to which Gibbsian thermodynamics does

not apply and for which, in general, few tools are available.

The problem of black hole evaporation is one of the field of quantum thermody-

namics: the target system is small (the hole), but the bath is large (the rest of the

Universe) and also the work source is large (here it would stand for the incoming

matter, or work done externally on the hole), see e.g.27 In this field one can imag-

ine a condensed matter analog where, starting from a ground state, work is from

the outside put into a certain degree of freedom (“ growing of a toy black hole”),

that is later taken out (its disappearance). In this process, not all work can be re-

covered due to Thomson’s formulation of the second law: cyclic processes done on

an equilibrium system (here: in its ground state) cannot yield work, and typically

will cost work. This work will end up as phonons running away in the infinite con-

densed matter bath, in the very same way as matter and photons evaporated from
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the black hole will run in the otherwise empty, infinite Universe. We plan to dis-

cuss this setup in future, considering the separate entropies in detail.24 The recent

work on a realistic quantum measurement39 shows that measurement problems are

probably disconnected from black holes issues.

There is a little hope that quantum gravity or string theory could help to get an

insight into the fundamental irreversibility problem until the further progress in the

considerations of simple models will be achieved. However we should remind that

Boltzmann has predicted the cosmological Big Bang just from the consideration of

the irreversibility problem.16 Not only the black hole problem but also the recent

discovery of the cosmological acceleration and the mystery of dark energy indicates,

it seems, to the necessity of the unified treatment of the basic problems in cosmology,

quantum gravity/string theory, high energy physics, statistical physics and quantum

information theory.

As to the black hole problem itself, we have outlined how to derive an equiv-

alent of the Boltzmann entropy for gravitation. Also this subject deserves further

attention. One outstanding question is to show that, taken together with the coarse

grained bath entropy, it is non-decreasing.
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Recent investigations of correlations within compound physical systems are considered
in the broad context, which includes “superquantum” correlations, namely, those that
are stronger than predicted by standard quantum mechanics. Although the significance
of these results in the search for deeper principles underlying quantum physics remains
uncertain, the results do improve our understanding of quantum correlations.
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1. Introduction

In the history of mechanics, it has been useful to consider correlations of physical

systems in successively broader contexts. The strength of correlations of properties

between microscopic subsystems allowed by quantum mechanics was found by Bell,

Einstein, Podolsky, and Rosen, Schrödinger, and others, somewhat surprisingly,

to surpass that allowed by local causal correlations.1 Recently, it was noted that

the range of causally allowed correlations includes not only the realm of quantum

correlations, that is, those correlations stronger than can be produced within the

constraints of local realism, but also to include “superquantum” correlations, which

are stronger than those predicted by the standard quantum formalism.2,3 Taking a

perspective in this sense “beyond the quantum” allows one to better understand the

principles underlying quantum mechanics and to better understand the relationship

between physical systems and the communication and information processing tasks

they can perform.2 This understanding may also provide information based on which

possible successor theories of microphysics may be constructed.
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2. Quantum Correlations

John Bell helped distinguish quantum behavior from classical physical behavior

by deriving an inequality that must be obeyed by local realistic physical systems,

which are characteristic of classical physics.4 Bell considered local physical models

as local hidden-variables theories, for situations similar to those earlier considered

by Einstein, Podolsky, and Rosen,5 who doubted the completeness of the quantum-

mechanical formalism, as having every complete physical state assign a definite

probability to a positive measurement outcome for a bivalent property of one sub-

system, when the hidden parameter describing it takes a given value independently

of measurements performed on the other.

John Clauser, Michael Horne, Abner Shimony, and Richard Holt (CHSH) mod-

ified Bell’s original treatment so as to be applicable to any practical experimental

arrangement that could be described as performing coincidence measurements of

bivalent properties, for example particle polarization, in particle pairs such as Bell

considered, to obtain the CHSH inequality,

|S| ≤ 2 , (1)

for S ≡ E(θ1, θ2) +E(θ′1, θ2) +E(θ1, θ
′
2)−E(θ′1, θ

′
2) , (2)

where the Es are expectation values of the products of measurement outcomes given

parameter values θi and θ′i of the two different directions n̂i for the same one side i

of the two sides jointly constituting the joint-detection apparatus6 The correlation

coefficients contributing to S in terms of experimental detection rates from which

S is obtained are

E(θi, θj) =
C(θi, θj) + C(θ⊥i , θ

⊥
j )− C(θi, θ

⊥
j )− C(θ⊥i , θj)

rC(θi, θj) + C(θ⊥i , θ
⊥
j ) + C(θi, θ⊥j ) + C(θ⊥i , θj)

, (3)

where the C(·, ·) are coincidence detection count rates, i is the index for particle 1,

j the index for particle 2, and the parameter θ⊥ is the direction perpendicular to θ

in the plane normal to particle propagation in this scheme.

The value of S characterizes just how “quantum mechanical” the system ob-

served is. Quantum mechanics provides a maximum violation of this inequality by a

factor of
√

2, which is achievable when, for example, one prepares the quantum state

|Φ+〉 = 1√
2

(
|00〉+ |11〉

)
, and measures with θ1 = π

4 , θ′1 = 0, θ2 = π
8 , and θ′2 = 3π

8 .

For this set of parameters, one finds |S| = 2
√

2. Once |S| exceeds 2, the behavior

of a system is no longer considered classical in nature but is instead considered

quantum mechanical. This quantity is an example of the sort of quantity useful for

placing quantum mechanics in a broader context. Indeed, it has been shown that

such states allow communications tasks to be performed with improved efficiency.7,8

3. Super–Quantum Correlations

Popescu and Rohrlich first explicitly considered the possibility of broadening the

context even further, by considering theories exceeding the maximum quantum-
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mechanical value of S by introducing the “non-local box” schema.2 These “boxes”

were taken up specifically for the purpose of considering the question of whether

quantum mechanics is uniquely distinguished by its reconciliation of nonlocality

and causality. As it turns out, they answered the question in the negative. Much

as Bell himself had constructed an explicit hidden-variables model violating the as-

sumptions of von Neumann’s putative proof of the nonexistence of hidden-variables

theories underlying quantum mechanics in order to sharpen the analysis the as-

sumptions underlying quantum theory,9 so Popescu and Rohrlich constructed the

nonlocal box to find that the reasonable, that is, causally acceptable violation of

the Bell inequality is not sufficient to characterize all nonlocal causal physical de-

scriptions. Although Bell had not asserted that causal violation of his inequality

distinguishes quantum mechanics uniquely, the question is certainly an important

one. Notably, Popescu and Rohrlich referred to correlations stronger than those of

quantum mechanics as “superquantum.”

As Shimony put the matter, “nonlocality plus no signalling plus something else

simple and fundamental” might then help one get at what are the basic conceptual

underpinnings of quantum mechanics.10 This initial foray into the realm of super-

quantum correlations took place one decade ago. More recently, after the ascension

of quantum information science as a field of its own,11,12 these correlations have

once again been studied, this time virtually as an end in themselves and with the

tools made available by this new area of study.13–16 It turns out that particularly

pertinent in this endeavor is the structure of communication complexity theory

under the assumption of the availability of both quantum7 and super-quantum

correlations as shared “resources” for communication.17

The results of Bell and CHSH can be reformulated in the following form, which

is more convenient than the original versions. Any local realistic hidden-variables

theory describing a joint system AB must obey an inequality of the form

s =
∑

x,y∈Z2

p(mA
x +mB

y ≡ x · y) ≤ 3 , (4)

where p(mA
x +mB

y ≡ x·y) is the probability of obtaining measurement outcomesmA
x ,

mB
y ∈ Z2 summing (mod 2) to the product of “measurement setting” parameters

x and y in Z2, that is, {0, 1}. Quantum mechanics violates such an inequality by

reaching the value s = 3.41 = 2 +
√

2. As it turns out, by sharing a Bell state,

two agents Alice and Bob are able to approximate nonlocal boxes with probability

cos2 π
8 ≈ 0.854.18

4. The Collapse of Super–Quantum Complexity Theory

There are many ways to probe theoretical alternatives to quantum mechanics. Our

concern here is what may be understood in the realm of correlations “beyond the

quantum.” The non-local box of Popescu and Rohrlich causally providing nonlocal

correlations is defined by the characteristic that if the two-bit string xy is a member

of {00, 01, 10} then p(mA
x = 0,mB

y = 0) = 1
2 and p(mA

x = 1,mB
y = 1) = 1

2 , and
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when xy takes the remaining possible value 11 then p(mA
x = 0,mB

y = 1) = 1
2 and

p(mA
x = 1,mB

y = 0) = 1
2 , all other pertinent probabilities being zero. For this

schema, on the left-hand side of the above inequality, one sees that the value 4 can

be achieved. This “box” still obeys causality because the outcomes on one side of

the coincidence-counting apparatus still occur locally at random, as they do in the

case of Bell states such as the singlet state of spin, for example, but with stronger

correlations between joint measurement outcomes than in any quantum state.

If one chooses, as Popescu and Rohrlich did, the most natural route of super-

quantum correlations, one finds that nonlocal causal correlations are, in the sense

of the distributed computations this enables, too powerful. The area in which such

ideas are explicated, communication complexity theory, is based on the amount of

information that must necessarily be communicated in order to obtain the value of

a function f distributed between at least two parties.19 Directly pertinent here are

situations where f is a Boolean function from Z×2
2 to Z2. To be specific, allowing

maximally nonlocal such correlations to two spacelike separated agents, Alice and

Bob, allows them to perform all distributed computations with perfect accuracy

given a trivial amount of communication, namely, one bit; that one bit is necessary

for preserving causality.20 This result is due to van Dam, who reduced all possible

distributed functions in the standard inner-product form and proceeded to show that

the correlations provided by nonlocal boxes allowed the inner-product functions to

be solved with just one bit of communication, with a maximum of an exponential

amount of prior-shared nonlocal boxes.

Given the fundamental role of communication complexity theory, such a col-

lapse of the classes of communication problems seems remarkable. Indeed, van Dam

points out that this classification of communications problems, along with that of

computational complexity theory, is fundamental to theoretical computer science,

and that “their absence. . . goes squarely against the worldview and experience of

probably all researchers in the field of complexity theory”.17 It is natural then

to ask whether what distinguishes quantum mechanics is not causality—a physi-

cal constraint—but rather nontrivial quantum complexity theory—an information-

theoretic constraint—or something physical associated with it, as Shimony’s “some-

thing else.” This result certainly does suggest that nonlocal boxes themselves de-

scribed correlations that don’t exist on the grounds of computer science rather than

physics. On the other hand, presumably most researchers in theoretical computer

science have little experience even with previously shared quantum correlations

much less nonlocal correlations constrained only by causality. Furthermore, the as-

sociated “collapse” of communication complexity might be prevented by its being

based not simply on the number of bits that need to be communicated but also the

quantity of shared resources required. The connection between information theory

and physics in this situation bears further scrutiny.
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5. Beyond the Quantum

The primary concern for physicists at this juncture is the original question posed

by Shimony and investigated by Popescu and Rohrlich: what physical principle

can, within the constraint of causality, provide nonlocal correlations of the strength

predicted by quantum mechanics but only that strength. Recently, a bound has

been demonstrated as following from the requirement of nontrivial computational

complexity, but one still beyond the strength of quantum correlations, namely, the

theorem that “In any world in which it is possible, without communication, to

implement an approximation to the [nonlocal box] that works correctly with prob-

ability greater than 3+
√

6
6 ≈ .908, every Boolean function has trivial probabilistic

communication complexity”.18 This result is to be considered in light of the fact

that a quantum Bell state approximates a nonlocal box with probability 0.854.

This result leaves a gap of about 5 percent that may yet be closed. Nonetheless,

even should this gap be closed, there still remains the question of the physical

concept associated with a trivial communication complexity hierarchy.

6. The Simulation of Quantum Correlations

To develop a better understanding of the nature of the remarkable communication

power associated with nonlocal boxes, it is valuable to consider the relationship

between prior-shared nonlocal boxes and better known information-theoretic re-

sources. Because entanglement (as in the form of prior-shared Bell states of two

quantum bits), the quantum property associated with violation of Bell-type theo-

rems, has been proven to constitute an information-theoretic resource surpassing

local classical resources, such as shared randomness (as in the form of prior-shared

random bit strings), one may hope to also to gain inside into the constitution

of quantum mechanics “from the outside” by considering the relationship between

prior-shared nonlocal boxes, prior-shared Bell states of qubit pairs, and prior-shared

random bits.

In 2003, the question of the resources necessary for simulating the correlations

arising from prior-shared Bell states, that is “Bell correlations” by means not quan-

tum mechanical in nature, was taken up.13 Bell’s theorem establishes that local

theories cannot cannot simulate the behavior of outcomes of measurements on a

singlet without communication. It was demonstrated, however, that one bit of (su-

perluminal) communication and prior-shared classical randomness are sufficient to

produce such correlations. In 2005, it was shown that a single prior-shared nonlo-

cal box is capable to simulating all outcomes of projective measurements on a Bell

state without communication.15 Quantitative relationships between these resources

are clear because the resource of one shared Bell singlet state has been formally

identified, namely, the “e-bit,” which was done by Schumacher.21 The above re-

sult establishes that the nonlocal box information unit, the “nl-bit,” is a stronger

resource than the e-bit.14,22 Of all the information-theoretic resources under con-

sideration, one bit of superluminal communication is the strongest resource, since
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that bit, unlike a nonlocal box, is not constrained by causality. However, this unit is

nonphysical. Whether physicists or theorists in computer science should be partic-

ularly concerned about the implications of shared super-correlations is, therefore,

suspect.

What has been established by the investigation of correlations in the broad con-

text that has emerged from the study of nonlocal boxes is that both groups of scien-

tists do need to find out what in physics corresponds to nontrivial communication

complexity, and whether this is quantum mechanical or “beyond” quantum me-

chanical. Causality is one example of a physical concept pertinent to both physics

and information theory; this may be another. The physical correspondent of the

information-theoretic concept of non-trivial communication complexity may help

provide the physical principle that is the missing element of the set of principles

underlying quantum mechanics, or at least to aid in the identification of the physical

“something else” the study of the foundations of quantum theory yet requires. It

therefore requires our attention.
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The interpretation of quantum mechanics (or, for that matter, of any physical theory)
consists in answering the question: How can the world be for the theory to be true? That
question is especially pressing in the case of the long-distance correlations predicted
by Einstein, Podolsky and Rosen, and rather convincingly established during the past
decades in various laboratories. I will review four different approaches to the understand-
ing of long-distance quantum correlations: (i) the Copenhagen interpretation and some
of its modern variants; (ii) Bohmian mechanics of spin-carrying particles; (iii) Cramer’s
transactional interpretation; and (iv) the Hess–Philipp analysis of extended parameter
spaces.
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1. Introduction

In one of his thought-provoking discussions of the two-slit experiment, Feynman1

expressed the view that “it is safe to say that no one understands quantum me-

chanics. [. . . ] Nobody knows how it can be like that.” Yet 80 years of research in

the foundations of the theory have led a growing number of investigators not to

share Feynman’s fatalism. They, in fact, have turned his assessment into a chal-

lenge, by asking “How can the world be for quantum mechanics to be true?” I have

argued elsewhere,2 following others,3 that interpreting the theory consists in provid-

ing a precise answer to this question. Moreover, I believe that providing more than

one possible and consistent answer, far from introducing confusion, brings instead

additional understanding, and may even stimulate the imagination.

Long-distance quantum correlations, first pointed out by Einstein, Podolsky

and Rosen (EPR),4 and sharply investigated by Bell,5 have long been considered

paradoxical and in need of explanation. It is the purpose of this contribution to

briefly review and analyze four different approaches through which one can make

sense of them.
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2. Long-Distance Correlations

Following Bohm,6 I consider two spin 1/2 particles prepared in the singlet state |χ〉
and leaving in opposite directions (Fig. 1). On each side, an apparatus can measure

the component of the spin of the associated particle either along axis n̂ or along

axis n̂′.

������ �
�	��
 �
��
� �

�
���

�
���

�� ������ ����

Fig. 1. Two particles prepared in the singlet state and leaving in opposite directions.

In a nutshell, the paradoxical features of the arrangement can be expressed as

follows:

(1) Quantum mechanics predicts, and experiments confirm, that there is perfect

anticorrelation when the spins of both particles are measured along the same

axis.

(2) This seems to suggest, against conventional quantum mechanics, that all spin

components have values even before they are measured. This assertion is an

instance of local realism.

(3) Quantum mechanics predicts, and experiments confirm, that the spin correla-

tions are in general given by

〈χ|~σ1 · n̂⊗ ~σ2 · n̂′|χ〉 = −n̂ · n̂′. (1)

(4) Conventional wisdom holds that local realistic theories imply, against quantum

mechanics, that the spin correlations satisfy the Bell inequalities. These are

inconsistent with Eq. 1 and are experimentally violated.

3. Copenhagen and Related Views

In his reply to the EPR paper, Bohr7 emphasized the holistic aspect of measurement.

For him, the whole experimental setup is inseparable. The measurement of a physical

quantity on one side fundamentally alters the conditions of the measurement of

a conjugate variable on the other side. It prevents the definition of meaningful

“elements of reality” pertaining to one part of a system only. Since no value can

be ascribed to an observable outside its measurement context, the inference from

statement (1) to statement (2) in the last section is, for Bohr, unwarranted.

Among the leading exponents of the Copenhagen interpretation, Heisenberg8

has expressed the view that the state vector represents knowledge rather than the

state of an independent object. The development of quantum information theory

has led to renewed interest in this epistemic view of quantum states. To quote a
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recent column,9 “the time dependence of the wave function does not represent the

evolution of a physical system. It only gives the evolution of our probabilities for

the outcomes of potential experiments on that system.” In the epistemic view, or at

least in the more radical variants of it, there are no microscopic carriers of elements

of reality. The state vector is simply a device to predict correlations between distant

local measurements. The correlations don’t stand in need of further explanation.

That quantum mechanics is about information is also stressed in the relational

view advocated by Rovelli.10,11 In relational quantum mechanics, all systems (in-

cluding apparatus) are quantum mechanical. An observable can have a value with

respect to an observer and not with respect to another.

Specifically, spin ~σ2 · n̂′ has a value for observer O1 only if O1 measures it,

or measures the result obtained by O2. The meaningful correlations are not those

between ~σ1 · n̂ measured by O1 and ~σ2 · n̂′ measured by O2, but (say) those between

~σ1 · n̂ and ~σ2 · n̂′ both measured by O1. Hence there is no problem with locality.

The price one has to pay for this resolution of the paradox is, however, a rather

significant weakening of realism. Specifically, statements like “the measurement of

this observable has yielded that value” no longer hold in an absolute way.

4. Bohmian Mechanics

The Schrödinger wave function for two spinless particles can be written as

Ψ(~r1, ~r2, t) = ρ(~r1, ~r2, t) exp

{
i

~
S(~r1, ~r2, t)

}
. (2)

In Bohmian mechanics, the particles follow deterministic trajectories governed

by12,13

~v1 =
1

m1

~∇1S, ~v2 =
1

m2

~∇2S. (3)

The statistical predictions of quantum mechanics are recovered by postulating that

the particles are drawn from an ensemble with probability density |Ψ|2 = ρ2.

For a factorizable wave function like

Ψ(~r1, ~r2, t) = ψ1(~r1, t)ψ2(~r2, t), (4)

we get S(~r1, ~r2, t) = S1(~r1, t)+S2(~r2, t), and the motion of particle 1 is independent

of what happens to particle 2. But for an entangled wave function like

Ψ(~r1, ~r2, t) =
∑

k

ψ
(k)
1 (~r1, t)ψ

(k)
2 (~r2, t), (5)

the function S(~r1, ~r2, t) does not break up into the sum of a function of ~r1 and a

function of ~r2. What happens to particle 2 instantaneously affects the motion of

particle 1. From this one may be tempted to conclude that Bohmian mechanics will

allow for superluminal transfer of information. This is indeed the case if state prepa-

ration is not suitably restricted.14 But if particles are prepared with a probability
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density |Ψ(~r1, ~r2, t0)|2 at time t0, they evolve into a density |Ψ(~r1, ~r2, t)|2 at any

time t, and one can show that no superluminal transfer of information is possible.

To incorporate spin in Bohmian mechanics, one adds spinor indices to the wave

function, in such a way that Ψ → Ψi1i2 . There can be several ways to associate

particle spin vectors with the wave function,12 but one way or other they involve

the expressions

~s1 =
~

2Ψ†Ψ
Ψ†~σ1Ψ, ~s2 =

~

2Ψ†Ψ
Ψ†~σ2Ψ. (6)

In the singlet state, the initial wave function typically has the form

Ψ = ψ1(~r1)ψ2(~r2)
1√
2
(u1+u2− − u1−u2+), (7)

in obvious notation. With such wave function, it is easy to show that ~s1 = 0 and

~s2 = 0. That is, both particles initially have spin zero. This underscores the fact

that in Bohmian mechanics, values of observables outside a measurement context

do not in general coincide with operator eigenvalues.

Spin measurement was analyzed in detail in Refs. 15 and 16. In the EPR context,

in particular, Dewdney, Holland and Kyprianidis first wrote down the two-particle

Pauli equation adapted to the situation shown in Fig. 1. With Gaussian initial

wave packets ψ1 and ψ2, the equation can be solved under suitable approximations.

Bohmian trajectories can then be obtained by solving Eq. 3. These involve the

various components of the two-particle wave function in a rather complicated way,

and must be treated numerically.

Suppose that the magnetic field in the Stern–Gerlach apparatus on the left of

Fig. 1 is oriented in the n̂ direction. Consider the case where particle 1 enters that

apparatus much before particle 2 enters the one on the right-hand side. What was

shown was the following. When particle 1 enters the apparatus along a specific

Bohmian trajectory, the various forces implicit in Eq. 3 affect both the trajectory

and the spin vector, the latter building up through interaction with the magnetic

field. The beam in which particle 1 eventually ends up depends on its initial position.

If particle 1 ends up in the upper beam of the Stern–Gerlach apparatus, its spin

becomes aligned with n̂. Meanwhile there is an instantaneous action on particle 2,

simultaneously aligning its spin in the −n̂ direction. Similarly, if particle 1’s initial

position is such that it ends up in the lower beam, its spin becomes aligned with

−n̂, and the spin of particle 2 simultaneously aligns in the n̂ direction.

Thus the nonlocal forces inherent in Bohmian mechanics have, once the mea-

surement of the spin of particle 1 has been completed, resulted in particle 2 having

a spin exactly opposed. It is then easy to see that if particle 2 later enters a Stern–

Gerlach apparatus with magnetic field oriented in the n̂′ direction, its deflection in

the upper or lower beam will precisely reproduce the correlations of Eq. 1.
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5. The Transactional Interpretation

Cramer’s transactional interpretation17,18 is inspired by the Wheeler–Feynman elec-

tromagnetic theory, in which advanced electromagnetic waves are as important as

retarded waves.

In this interpretation, a quantum process (e.g. the emission of an α particle, fol-

lowed by its absorption by one of several detectors) is held to involve the exchange of

offer waves (solutions of the Schrödinger equation) and confirmation waves (complex

conjugates of the former). The confirmation waves propagate backward in time.

Suppose that D, at point ~r, is one of a number of detectors that can absorb

the particle. The offer wave, emitted at t0 from the α particle source, will arrive

at D with an amplitude proportional to ψ(~r, t), the Schrödinger wave function. The

confirmation wave produced by D is stimulated by the offer wave, and Cramer argues

that it arrives back at the source with an amplitude proportional to ψ(~r, t)ψ∗(~r, t)
= |ψ(~r, t)|2. Similar offer and confirmation waves are exchanged between the source

and all potential detectors, and all confirmation waves reach the source exactly at t0,

the time of emission. Eventually, what Cramer calls a transaction is established

between the source and one of the detectors, with a probability proportional to the

amplitude of the associated confirmation wave at the source. The quantum process

is then completed.

Fig. 2 is a space-time representation of an EPR setup, in the transactional

interpretation. Arrows pointing in the positive time direction label offer waves, and

those pointing in the negative direction label confirmation waves. Two particles are

emitted by the source, and in Cramer’s sense each particle can be absorbed by two

detectors, corresponding to the two beams in which each particle can emerge upon

leaving its Stern–Gerlach apparatus.

Let us focus on what happens on the left-hand side. An offer wave is emitted

by the source, and in going through the Stern–Gerlach apparatus it splits into

two parts. One part goes into the detector labelled +, and the other goes into

detector −. Each detector sends back a confirmation wave, propagating backward

in time through the apparatus and reaching the source at the time of emission. A

transaction is eventually established, resulting in one of the detectors registering

the particle. A similar process occurs on the right-hand side, with one of the two

detectors on that side eventually registering the associated particle.

If offer and confirmation waves represent causal influences of some sort, one can

see that these influences can be transmitted between the spacelike-separated detec-

tors on different sides along paths that are entirely timelike or lightlike. In this way,

the EPR correlations are explained without introducing any kind of superluminal

motion.

6. Extended Parameter Space

Bohmian mechanics and Cramer’s transactional interpretation explain the long-

distance quantum correlations by means of channels which, although not allowing
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Fig. 2. Offer waves (upward arrows) and confirmation waves (downward arrows) in the EPR
setup.

for the superluminal transfer of classical bits of information, involve causal links

of some sort between spacelike-separated instruments. In recent work, Hess and

Philipp19 have argued that the correlations might be understood without appealing

to such links.

In the original proof of his inequality, Bell5 assumed that the state of the particle

pair is characterized by a hidden variable λ, which represents one of the values of

a random variable Λ. He further assumed that the result of measuring (say) the n̂

component of the spin of particle 1 is fully determined by λ and n̂. He supposed,

however, that the result of measuring the n̂ component of the spin of particle 1 does

not depend on which component of the spin of particle 2 is measured. The latter

assumption embodies the prohibition of superluminal causal influences, and is fully

endorsed by Hess and Philipp.

Hess and Philipp point out that Bell’s proof, as well as all subsequent proofs of

similar inequalities, make use of parameter spaces that are severely restricted. They

introduce much more general spaces. Like Bell, they assume that pairs of particles

emitted in the singlet state are characterized by a random variable Λ, which is

stochastically independent on the settings on both sides. But then they associate

with each measuring instrument random variables Λ
(1)
n̂ (t) and Λ

(2)
n̂′ (t), which depend

both on the setting of the instrument and on the time. The result of measuring, say,

the n̂ component of the spin of particle 1 at time t, is taken to be a deterministic

function of Λ and Λ
(1)
n̂ (t).

Several important remarks should be made at this stage. Firstly, and in the

spirit of standard quantum mechanics, neither particle has a precise value of any of

its spin components before measurement. Rather, the particles and the instruments

jointly possess information that is sufficient for deterministic values to obtain upon
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measurement. Secondly, the dependence of the instruments’ random variables on

some universal time allows for a stochastic dependence of measurement results on

one another, conditional on Λ, if the measurements are performed at correlated

times in the two wings. And yet thirdly, the measurement result on one side can be

stochastically independent on the setting on the other side.

With such extended parameter spaces, Hess and Philipp have shown that the

standard proofs of the Bell inequalities come to a halt. Such proofs typically assume

that the two particles, once they have left the source, simultaneously have well-

defined values of more than one spin component. But in the extended parameter

space approach, spin components get values only upon measurement. Counterfactual

reasoning is allowed only in the sense that had a different spin component been

measured, it would have yielded a definite and deterministic value. But that value

does not exist before measurement. And since the measurement of different spin

components requires incompatible apparatus, different spin components of the same

particle cannot have values at the same time. But spin components of both particles

measured at correlated times in the two wings can be stochastically dependent,

through the dependence of the instrument random variables on time.

In experimental tests of the Bell inequalities, spin measurements on a given

pair were performed in a time frame many orders of magnitude smaller than the

time interval between successive measurements on two different pairs. It is therefore

conceivable that a time dependence of the instrument random variables, having no

effect on such properties as perfect anticorrelation for particles in the same run,

could reproduce the quantum-mechanical long-distance correlations observed on

runs performed at different times. Such runs would not sample the quantities that

appear in the standard forms of the Bell inequalities.

Hess and Philipp also proposed an explicit model of Einstein-local random vari-

ables that lead to violations of the Greenberger–Horne–Zeilinger equations,20 vio-

lations that experiments claimed to have observed.21

7. Summary and Conclusion

The long-distance quantum correlations and the violation of Bell inequalities can

be understood in a number a different ways, four of which were reviewed here.

In the Copenhagen and epistemic views, correlations are basically dealt with

by relaxing the requirements of explanation. In Bohmian mechanics, instantaneous

interactions orient the spin of the second particle while the spin of the first one is

measured, but restrictions on state preparation prevent the superluminal transfer

of information. In the transactional interpretation, advanced waves provide for a

communication channel between spacelike–separated detectors. In the Hess–Philipp

approach, finally, correlations are explained through instrument random variables

that depend both on setting and on time.

I have attempted to illustrate the idea that a theory is made clearer through the

display of various models that make it true. This is the process of interpretation,
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and in connection with it one should be wary of identifying consequences of the

formalism of quantum mechanics with consequences of specific interpretations of it.

This, unfortunately, has not always been done, as the example of Ref. 22 still shows.
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We compare quantum mechanics as a theory involving probabilities to the framework
of Kolmogorov’s probability theory with emphasis on the connections of these theories
to actual experiments. We find crucial differences in the way incompatible experiments
are defined and treated in these two approaches and show that these differences are the
origin for difficulties and apparent contradictions that are encountered when considering
so called no-go proofs particularly that of John Bell. For example, Bell was convinced
that in a theory in which parameters are added to quantum mechanics to determine
the results of individual measurements, violations of Einstein-locality must occur. Based
on our comparative study, we show that rather the opposite is true and that a precise
space-time treatment based on relativity uncovers contradictions in the assumptions for
Bell’s no-go proof and resolves the difficulties.

Keywords: Hidden variables; Bell’s Theorem; Einstein locality.

1. Introduction

John Bell1 developed a mathematical model for EPR-types of experiments2 that led

to his well known inequalities. In this model, Bell attempted to complete quantum

mechanics by the introduction of the Einstein-local hidden variable Λ. The failure

of this model to agree with the predictions of quantum mechanics and experimental

results2 was taken as proof (no-go proof) that no hidden parameters of this type

exist. The inclusion of Λ served the purpose to effect the complete specification

of the outcomes of individual measurements. Bell1 states that “It is a matter of

indifference in the following whether Λ denotes a single variable or a set, or even a set

of functions, and whether the variables are discrete or continuous.“ This statement

led Bell’s followers to believe that Λ can be “anything”. In the next step Bell

introduced possible outcomes for spin measurements Aa(Λ) = ±1 and Bb(Λ) = ±1.

∗Deceased.
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Here a and b denote the various orientations of the Stern-Gerlach magnets and other

orientations are also used. Bell then proceeded to treat all variables thus introduced

as random variables. Because all of these variables are functions of Λ and Λ is also a

random variable, all random variables are then defined on one common probability

space and Bell uses this fact in his algebraic manipulations and integrations.

One of the purposes of this paper is to show that Bell’s assumption of a com-

pletely general Λ, that includes for example general time dependencies, and the

second assumption that all random variables A,B involved are functions of Λ and

therefore defined on one common probability space are the real reason behind the

mathematical and physical contradictions. The mathematical contradictions have

their basis in the well known consistency problem that was worked out in full gener-

ality by Bass3 and Vorob’ev4 many years before Bell’s work but has never been cited

or included in the considerations of Bell and his followers. With this statement we do

not wish to indicate any diminishment of the importance of Bell’s inequalities. We

do wish to indicate, however, that Bell was not aware of the precise mathematical

conditions for his inequalities to be valid. A careful examination of the consistency

problem shows that Bell’s assumptions are not general and can, without serious

contradictions, cover only a sub-set of the physically possible parameters. In fact,

Λ can not even be related to the times of the measurement in the laboratory frame

as we will show in detail below. We also show that Einstein locality cannot justify

Bell’s assumptions but rather the opposite. Therefore Einstein locality is not a basic

pillar in the derivation of Bell’s inequalities. On the contrary, a careful inclusion of

Einstein locality uncovers logical contradictions in Bell’s assumptions. Key to the

understanding of all of this is the concept of the probability space in Kolmogorov’s

theory and how this concept serves to connect the mathematical model to the actual

experiments.

Mathematical models that involve probability require special care for the treat-

ment of their relation to actual experiments. A major reason arises from the fact that

by their very definition probability models are based on sequences of experiments

and not just on a single experiment. The connection of these sequences to mathe-

matical theory, e.g. set theory and the theory of measurable functions, necessitates

then provisions that go beyond those of the single experiment. In Kolmogorov’s

framework, these additional provisions are taken care of by the introduction of a

sample space. The sample space set contains indecomposable elements that are

uniquely related to each experiment of a sequence.5 Random variables are functions

on the sample space. Sample space, sigma field, probability measures and random

variables complete the relation to the actual experiments and form the basis for a

set theoretic approach. Quantum mechanics has proceeded along a different path.

The quantum mechanical state forms the basis for the theory and repeated state

preparation as well as repeated measurement of identically prepared states form the

basis for the connection to the experiments.6 The mathematical treatment involves

now state-vectors and operators (characteristic for the actual measurement) and

computes expectation values without using random variables. The comparison of
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the quantum mechanical approach to Kolmogorov’s is a main subject of this paper.

We show that there exists a clear correspondence between these two approaches.

However, this correspondence requires special care when incompatible (to be de-

fined in the bulk of the paper) experiments are involved. We show that relativity

and the physics of light-cones is important for a careful comparison and, when taken

correctly into account, resolves many if not all of the puzzling difficulties surround-

ing no-go proofs such as the theorem of Bell. We certainly are confident that the

mathematical and physical difficulties of the Bell theorem that are discussed below

give ample of reasons not to take it as an obstacle standing in the way of visionary

approaches such as the mathematical basis for deterministic quantum mechanics as

given by Gerard ’t Hooft in these proceedings and in.7

2. Random Variables, EPR Experiments and the Theorem of Bell

Consider a typical EPR type experiment with Fermion spins as discussed in Bell’s

paper1 i.e. measurement of an entangled pair of spin 1/2 particles prepared in the

Bell state |ψB〉. The measurement is performed in two wings with the magnet in

one wing set in direction a and, in the other wing, in direction b where a and b are

unit vectors of three dimensional Euclidean space. The results of such experiments

are in agreement with quantum theory and the expectation value M for the Bell

wave function is:6

M(|ψB〉) = 〈ψB |σa ⊗ σb|ψB〉 = −a · b. (1)

Here σa, σb are the well known spin operators e.g. σa = axσx + ayσy + azσz and

σx, σy, σz are the Pauli spin matrices given below.

Bell investigated the question whether the quantum result could be obtained for

at least two different settings on each side by introducing the random variable Λ that

assumes outcomes λ for any given experiment involving an entangled pair. Thus Bell

made a transition from the probability treatment of quantum mechanics and used

random variables and the rules of Kolmogorov’s probability theory. To represent

the possible outcomes of the spin measurements for a given pair of measurements

in the two stations S1, S2, Bell introduced random variables Aa = ±1 and Bb =

±1 respectively. These random variables were in turn assumed to be functions of

Λ the random variable characterizing the entangled pair i.e. Aa = Aa(Λ) for S1

and Bb = Bb(Λ) for S2. From quantum mechanics, and experimentally confirmed,

we have for the expectation values on each side M(Aa) = M(Bb) = 0. In this

notation the expectation value M(|ψB〉) of Eq. (1) represents the expectation value

of the product M(Aa(Λ)Bb(Λ)). As mentioned, the parameter random variable Λ

is usually considered to be quite general and it is often remarked that it can be

“anything”.

It is now important to note that Bell proceeded in his analysis beyond a single

pair of settings in spite of the fact of having only one entangled pair per measurement
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and considered, for example, integrals of the form
∫

[Aa(λ)Bb(λ) −Aa(λ)Bc(λ)]ρ(λ)dλ (2)

and algebraically manipulated this expression to give
∫
Aa(λ)Bb(λ)[1 +Ab(λ)Bc(λ)]ρ(λ)dλ. (3)

Here ρ is a “normalized probability distribution”.1 Clearly such algebraic steps and

integrations can not be taken if Λ, A and B can be anything. They must be a set of

functions on one domain; they must be random variables. Thus, there is a hidden

assumption in Bell’s treatment: random variables are defined on a probability space

and all random variables (Aa, Ab, Bb and Bc with Ab = −Bb
1) of Bell’s treatment

must therefore be defined and definable on one common probability space. Then and

only then can one perform the mathematical operations that Bell has performed

in order to derive his inequalities. As we will see in more detail below, a common

probability space requires a common domain Ω (the sample space) with elements

ω of which the random variables are functions. In addition we need a probability

measure P (Ω) = 1. The above integrals have then a set theoretic basis and are

commonly written in the following notation:8

∫

ω∈Ω

[Aa(Λ(ω))Bb(Λ(ω))−Aa(Λ(ω))Bc(Λ(ω))]P (dω) (4)

and ∫

ω∈Ω

Aa(Λ(ω))Bb(Λ(ω))[1 +Ab(Λ(ω))Bc(Λ(ω))]P (dω) (5)

Note that we have indicated the common domain as subscript to emphasize

that the assumption of a common domain was made by Bell. There is, however, no

physical reason to assume a common domain for distinctly different experimental

arrangements. After all we deal with hidden parameters and therefore do not know

their precise nature. A common domain and probability measure may also not exist

for purely mathematical reasons. Kolmogorov’s existence proof says nothing about

the consistency of a system of joint probability distributions (e.g. joint probability

distributions that lead to the expectation values of Eq. (1) for a variety of settings)

but assumes consistency. If a system of probability distributions is consistent then

one can find a probability space and random variables that reproduce the probability

distributions. Questions surrounding this fact are known as “consistency problem”

in probability theory and have not been recognized or cited in the physics literature

dealing with the Bell theorem. We have shown recently,9 based on the work of Bass3

and Vorob’ev4 that the four random variables Aa, Ab, Bb, Bc with pair expectations

as given by Eq. (1) can not always be defined on one common probability space.

In fact, one can use the results of Bass and Vorob’ev and express them in terms of

inequalities that are now known as Bell inequalities9 to prove the following theorem

which gives the precise conditions for these inequalities to be valid:
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Theorem 2.1. The random variables of the EPR experiment considered by Bell

can be defined on one common probability space if and only if they fulfill all possible

Bell inequalities.

Thus the Bell inequalities are already guaranteed to be valid as soon as definition

on one common probability space is assumed i.e. as soon as it is assumed that Aa,

Ab, Bb and Bc are random variables. This is a consequence of the simple range of

the involved functions (±1) and agrees with findings of Fine,1011 and Pitovsky.12

Khrennikov13 has also emphasized the role of a single Kolmogorov space. For details

on this theorem in its full generality we refer the reader again to our paper.9 As we

will show in detail below, the physical problem that Bell has considered does not

justify the mathematical framework that he used. The physics does justify that Λ is

taken to be independent of the settings because of the delayed choice of the settings.

However, the physics of EPR experiments does not justify the assumption that all

functions involved are a function of a single random variable Λ on one common

probability space. We will show in section 7 by formulating a summary statement

that this latter assumption and the assumption that Λ is a very general physical

parameter lead to a logical contradiction. There is also a very special aspect to all of

this. The Bell type inequality does not just give a numerical rule for values that can

be assumed by the parameters involved but really states that in case of a violation

the whole system of random variables is not and can not be consistently defined on

a common domain, a common probability space; and the mathematical operations

that are used to derive the inequalities can then not be performed. As mentioned

Vorob’ev has studied this consistency problem.

(A,B)

(A,C)(B,C)

Fig. 1. A Vorob’ev-type closed loop of random variables

Vorob’ev showed in complete generality that one can not prescribe arbitrary

pair correlations to a set of random variables that form a closed loop. For example

take the random variables A, B, and C and prescribe arbitrary pair correlations

to (A,B), (A,C) and (B,C). The formation of the closed loop is shown in Fig. 1.

Vorob’ev shows that the arbitrary prescription of pair correlations can lead to a
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contradiction because once the joint distributions of (A,B), (A,C) are chosen, there

is no complete freedom to choose the joint distribution of (B,C). This applies,

of course to the above EPR experiment by putting A = Aa, B = Bb, C = Bc

and Ab = −B. Similar considerations apply to the Clauser-Horne-Shimony-Holt

inequalities.14 For details on this see.9

Thus from a purely mathematical point of view, the Bell inequalities just tell us

that it is not always possible to model a number of different EPR experiments on

one common probability space. Questions of Einstein locality or the existence of in-

fluences or even action at a distance can then be answered as soon as we have a clear

physical understanding of what it means that certain experimental results can not

be explained by a random variable model on one common probability space. It is the

purpose of this paper to show that the use of different probability spaces for certain

incompatible experiments is suggested not only by quantum mechanics but also by

classical relativistic physics and as just discussed also for abstract mathematical

reasons, the closed loops of Vorob’ev. Violations of Einstein locality may, of course,

also suggest the involvement of different probability spaces but the converse is not

true as can be seen from the summary statement in section 7 which indicates the

opposite: that obeying Einstein locality in presence of time dependencies negates

the existence of one common probability space for certain EPR experiments. We

take now several steps of explanation by starting with the connection of the various

probability approaches to experiments.

3. Connection of Quantum Mechanics to Experiments

Quantum mechanical theory can be connected to experiments in the following way.6

For each distinct well defined experiment of a series of experiments a state |ψ〉
(corresponding uniquely to a vector of Hilbert space) is prepared repeatedly and

identically. That state is subjected to a measurement which is fully described by

a quantum mechanical operator of Hilbert space that we denote, for example, by

σa. This situation defines the expectation value M(|ψ〉, σa) for the outcomes of the

repeated experiments by:

M(|ψ〉, σa) = 〈ψ|σa|ψ〉 (6)

In the following we restrict ourselves to the case where the operators have only dis-

crete eigenvalues and will deal mostly with spin operators, the Pauli spin matrices,

and with spinors (vectors in two dimensional Hilbert space) for the states. Gener-

alizations are straightforward but may be mathematically cumbersome. We further

assume that the operators have a complete ortho-normal system of eigenvectors

|n〉, n = 1, 2, ..., i, ... such that any state can be written as:

|ψ〉 =
∞∑

n=1

cn|n〉 (7)
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where cn are complex coefficients and we have

∞∑

n=1

|cn|2 = 1 (8)

The scalar product of Eq. (6) therefore becomes

〈ψ|σa|ψ〉 =
∞∑

n=1

En|cn|2 (9)

where En is, for a given n, the eigenvalue of the operator (now σa) and the eigen-

vector |n〉, all as usual. |cn|2 can be interpreted as the frequency (or probability in

that sense) that a measurement of |ψ〉 will return the eigenvalue En.

A well defined experiment requires therefore a well defined state preparation and

measurement procedure. That procedure is idealized in the quantum mechanical

model and represented by an operator; e.g. σa for a spin measurement. The signifi-

cance of the index a of our notation is that a describes the macroscopic experimental

arrangement as assessed by the observer (experimenter). A different experimental

arrangement (with a different spatial arrangement of the macroscopic equipment)

would then be described, for example, by a subscript b. For the Stern-Gerlach type

spin measurement a and b would just denote unit vectors, e.g. a = (ax, ay, az),

describing different directions of the magnet. The operator σa is given, as noted

already above, by

σa = axσx + ayσy + azσz (10)

where σx, σy and σz are the Pauli spin matrices:

σx =

(
0 1

1 0

)
(11)

σy =

(
0 −i
i 0

)
(12)

σz =

(
1 0

0 −1

)
. (13)

Quantum mechanics separates experiments into compatible and incompatible

experiments. Two experimental sequences are compatible if their corresponding

operators commute. If they do not commute the experiments are incompatible.

The precise meaning of this compatibility (incompatibility) in the approach of Kol-

mogorov and also from a relativistic point of view will be discussed below. Elemen-

tary quantum texts usually state that incompatible measurements are those which

can not be performed simultaneously. However, a spin measurement can certainly

not be performed simultaneously in both a and −a direction (at least not in a direct

fashion) whereas σa and σ−a do commute. This indicates some of the complexities

that are involved if a general definition of “incompatible” is attempted.
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4. Connection of Kolmogorov Type Models to Experiments

The connection of Kolmogorov’s probability theory to experiments proceeds along

lines that are quite different from those of quantum mechanics. Key to the connec-

tion is the definition of a probability space and of random variables.

Mathematically a probability space is a triple (Ω, F, P ) consisting of a set Ω,

a σ-algebra F , and a measure P on F with P (Ω) = 1. The set Ω is called the

sample space and the elements of F are called the events. The measure P is called

the probability measure, and P (Ev) is the probability of the event Ev . In the case

of a single particle spin measurement, the sample space Ω can be assumed to be

countable. Then we can choose F to be the collection of all subsets of Ω and thus

avoid mathematical complexities. We can write the probability space in this simple

case as a pair (Ω, P ). The elements ω of the sample space are indecomposable

entities5 and represent, for example, the propagation of a given entangled pair with

certain physical properties.

The random variables are functions on the probability space. If we denote them

e.g. by Aa or Ab then these are functions returning a single result for a given ωact

chosen by the goddess of chance Tyche.8 The superscript act just indicates Tyche’s

actual choice for a given experiment. For example Aa(ωact) = +1 could stand for a

spin measurement performed on an electron that results in a spin of + ~

2 where ~ is

Planck’s constant divided by 2π.

5. Connecting Quantum Mechanics and Kolmogorov’s Probability

Theory

It is now easy to construct a Kolmogorov model for a given well defined quan-

tum experiment. Consider the quantum experiment from above where the state is

prepared repeatedly and denoted by |ψ〉 and the measurement is performed cor-

responding to certain equipment settings denoted by a. The quantum mechanical

operator σa corresponds to these measurements. We can then choose a probability

space consisting of elements ω and corresponding probabilities P related to ω as

follows:

P (ω : Aj
a
(ω) = En) = |cn|2 (14)

Here the index j numbers the act of state preparation and subsequent measure-

ment. Obviously this model will return exactly the expectation values of quantum

mechanics.

The correspondence of elements of the quantum model to elements of the Kol-

mogorov model and the meaning of the constituent elements of one framework in the

other is not as straightforward. It is clear that the values that the random variables

can assume correspond to the possible experimental outcomes of eigenvalues En.

The probability of occurrence of these eigenvalues is also uniquely determined by

the state preparation and the mode of measurement. However, quantum mechanics

has no obvious mathematical entity that corresponds to ω. If it had, this would give
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us the outcome of a single experiment. Bell, of course, attempted to complete quan-

tum mechanics just to include the outcomes of single experiments. As we discussed

above and in9 and will see in more detail below this is just not always possible on

one common probability space if closed loops are involved.

Kolmogorov type models, on the other hand, do not intrinsically contain an

entity that corresponds to the quantum state. However one could construct such

an entity. If the measurements correspond to commuting operators in the quantum

model, then these operators have a set of orthonormal eigenvectors in common and

|ψ〉 can be described by the same linear combination of these common eigenvec-

tors. This means that these experiments may all be described by using the same

probability space. Therefore we can say that compatible experiments in the sense

of quantum mechanics can be described by a Kolmogorov model on one common

probability space. If the measurements correspond to non-commuting operators,

then these operators do not have a common set of eigenvectors. Therefore, in order

to determine the probabilities of Eq. (14) we need to use expansions of |ψ〉 in terms of

different sets of eigenvectors corresponding to the non-commuting operators. Then

we obtain expansion coefficients cn for one type of measurement and c′n for the in-

compatible other type of measurement with cn 6= c′n for some n. Therefore, the use

of two different probability spaces is suggested by quantum mechanics in order to

describe incompatible experiments within a Kolmogorov model. In other words, we

can define incompatible experiments in Kolmogorov type of approaches but we may

have to use different probability spaces for the different experiments or experimental

sequences. The question of whether or not different probability spaces must in fact

be used is more difficult to answer and is discussed below. Even without answering

this question, we are now in a position to describe the quantum state |ψ〉 in the

language of Kolmogorov. The quantum state |ψ〉 can be seen as representing the set

of all possible probability spaces (Ωx, Px) for all experimental settings x = a,b, ...

so that the choice of a given experiment results in the choice of precisely one proba-

bility space corresponding to that experiment. In quantum language, |ψ〉 represents

the catalogue of all expectations for all possible measurements. Of course it needs

to return the expectations with the correct probability and therefore, together with

the measurement equipment, define the probability space uniquely.

Can one describe the results of any number of experiments and of corresponding

quantum theory on one common probability space? Contrary to frequent belief

the answer to this question is no. Probability spaces are constructed to describe

certain well defined experiments not all experiments in the universe at all times. We

elucidate this fact now by three examples, (i) the change of probability spaces with

time evolution (ii) the non-existence of joint distributions (a common probability

space) for certain experiments corresponding to non-commuting operators and (iii)

the non-existence of joint distributions for certain EPR experiments and the relation

to Vorob’ev’s closed loops and Bell’s inequalities.
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6. Probability Spaces, Time Evolution, Non-Commuting

Operators, Closed Loops

The physics literature frequently assumes, without justification, the existence of

a common probability space. We show by an example below that quantum me-

chanics suggests the use of different probability spaces even for certain experiments

involving states representing solutions of one and the same Schrödinger equation.

Subsequently we show that if quantum mechanically incompatible experiments are

involved (non-commuting operators) then a common probability space may not and

for certain experiments can not exist and that a key for the understanding is given

by the closed loops of Vorob’ev.

6.1. Different probability spaces and unitary time evolution

Consider the following experiment. The state of an electron is prepared at time

t0 = 0 to be the ground state |t0〉 of a quantum dot of nanometer size volume

and a defining potential that permits tunnelling of the electron out of the dot. A

measurement of the kind to be able to detect the electron in a given volume V

surrounding the dot is made and described by a random variable A with A = 1 if

the electron is detected and A = 0 if it is not. This volume V of measurement is

contained in a bigger volume Vb that is confined by an infinite repulsing potential so

that we know the electron will stay within this bigger volume for all times. The state

of the electron for times t > t0 is given by solutions of the Schrödinger equation that

are denoted by ψ(r, t) where r denotes the space coordinate. To describe the time

evolution we use the unitary time evolution operator U(t, t0). We define a density

ρ(r, t) = |ψ(r, t)|2 and normalize such that
∫

Vb

ρ(r, t) = 1 (15)

which is possible because of the unitary time evolution and indicates the conserva-

tion of the number of particles. One often says that probability is conserved. This,

however, does not necessarily mean the conservation of the probability space for any

measurement connected to ψ(r, t) as one can see from the following. The probability

PV (t) to find an electron in any smaller volume V is time dependent and given by:

PV (t) =

∫

V

ρ(r, t)dr (16)

To see the time dependence explicitly we recall the equation of continuity and

integrate over the volume V that is assumed to be bounded by a surface S:6

∂

∂t

∫

V

ρ(r, t)dr = −
∫

S

j(r, t) · dS (17)

where j(r, t) is the probability current given by j = ψ∗∇ψ−ψ∇ψ∗ and the integral∫
S is taken over the surface S of the volume V . One can see that a time dependence

exists for the probability to find the electron in the smaller volume V and therefore
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for the corresponding random variable whenever a current channel out of this volume

exists. For the bigger volume Vb we have no current channel and therefore no time

dependence.

We can therefore describe the repeated measurement in volume V at time t1
of the repeatedly prepared electron by a random variable Aj = 0, 1 and a sample

space with elements ω and corresponding probabilities

P (ω : Aj(ω) = 1) = PV (t1) (18)

and

P (ω : Aj(ω) = 0) = 1− PV (t1) (19)

where, as before, the index j represents just the number of the act of preparation

of a state. It is now important to notice that for a measurement sequence at a

different time, say t2 we obtain a different probability space because PV (t1) in

the above equations changes now to PV (t2). This shows that the“conservation of

probability” as dictated by Eq. (15) implies, in general, nothing for probability

spaces that describe certain experiments in a smaller volume. Even the same type

of experiment performed at different times can not necessarily be described by

random variables (for the different times) on one given probability space. We note

also that the introduction of different probability spaces has nothing to do with

non-locality. The experiments above are performed for the same volume V .

6.2. Probability spaces, joint distributions and commutativity

Consider the measurement of the observable [σa, σb]/(2i) where [·] denotes the com-

mutator. If we now assume Aa and Ab to be functions that describe the measure-

ment outcome corresponding to the non-commuting operators σa and σb respec-

tively we have the following problem. Let Aa and Ab be random variables defined

on a common probability space. Then they have a joint distribution and the expec-

tation value of the product fulfills

M(AaAb) = M(AbAa) (20)

However, there exist |ψ〉 so that the expectation value of [σa, σb]/(2i) is equal to a

positive number δ:15

〈ψ|[σa, σb]/(2i)|ψ〉 = δ (21)

where again [σa, σb] denotes the commutator and i is the imaginary unit. This is

“difficult to square”15 with Eq. (20) and we therefore can, in general, not form a

one to one correspondence of the operators to random variables that are defined

on a common probability space. A joint distribution does therefore, in general, not

exist. It still may exist depending on the details of the experiments that are consid-

ered (see next section). More extensive discussions involving quantum mechanical

incompatibility can be found in the work of Willem de Muynck (these proceedings

and references therein). Of course, the Kolmogorov framework also admits and even

postulates the necessity of different probability spaces for incompatible experiments.
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6.3. Probability spaces and EPR experiments

We have already pointed out in section 2 that the incompatible experiments involved

in EPR experiments and particularly in the derivation of Bell’s inequalities do not

always permit definition of all involved random variables on a common probability

space. For the experiments considered by Bell it was shown that a common proba-

bility space exists if and only if all Bell inequalities are valid. We have also traced

these facts to the consistency problem studied in great generality by Vorob’ev.4

Vorob’ev pointed to the problem with closed loops of random variables as discussed

in section 2. We would like to highlight the importance of closed loops by the

following example. One could think, particularly after what was discussed in the

previous section that the involvement of non-commuting operators determines that

the experiments are incompatible not only by the definition of quantum mechanics

but also in the sense of Kolmogorov. Then, the involvement of a non-commuting

operator would simply mean that definition on one probability space is impossible.

As discussed above, this is indeed the case for certain measurements that involve

non-commuting operators. EPR experiments, however, are more complex. The cor-

related pair is measured in two stations and the measurements corresponding to

non-commuting operators in the same station are performed for different correlated

pairs. In this situation one can fulfill the Bell inequalities in spite of the involve-

ment of non-commuting operators. In fact it is well known that violations occur only

for certain sets of direction of the Stern-Gerlach magnets and not for others. This

shows that for the EPR experiments it is not the non-commutativity by itself that

leads to the impossibility to define the random variables on a common space. It is

the existence of closed loops and the involvement of certain pair expectation values

that cause the problems as shown in great detail in.9 Incompatibility of experiments

in quantum mechanics is therefore not the same as incompatibility defined by the

consistency problem in Kolmogorov’s framework. This fact has, in our opinion, led

to some of the difficulties in the explanations surrounding EPR experiments. We

show next how these difficulties can possibly be resolved.

7. Probability Spaces and Relativity: Physics and the Sample

Space Ω

The outcome of the idealized experiment i.e. the value that a random variable like

Aa assumes is fully determined by Tyche’s choice of an element of the sample space

because Aa is a function on that space. We take now certain basic elements of the

special theory of relativity (light-cones, limiting role of the speed of light in vacuo)

as a physical basis for the idealized mathematical model. These elements of the

special theory are sufficient for all purposes of our explanations and simple enough

to illustrate the interplay of physics and mathematics when constructing probability

models. The outcome of a given single localized observation is then determined by

all causal factors that can be attributed to the corresponding backward light-cone.

These causal factors may be a spatial setting a like the direction of the magnets,
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they may be any “element” of the light-cone in the sense of Mach or they may

represent any other scientifically constructed entity such as a particle prepared in

a certain way. We can therefore label the outcome by the space-time coordinates

(xj , yj , zj , tj) of the tip of the backward light-cone that characterizes the given

observation (for example the detection of a particle). As before the index j =

1, 2, 3... just labels the experimental procedure involving a given entangled pair.

The quadruple (xj , yj , zj , tj) is then an indecomposable “entity” that could possibly

be taken as a physical interpretation of what ωact represents because the physical

outcomes of experiments can be described in terms of the space-time coordinates

in the light-cone according to longstanding physical tradition. However, such an

interpretation of Tyche’s ωact is not necessary. We can continue with the more

abstract definition of ωact and introduce the connection to physics by using special

random variables ST . In the inertial frame of e.g. station S1, we define space-time

related random variables ST = ST (X,Y, Z, T ) by:

X(ωact) = xj , Y (ωact) = yj , Z(ωact) = zj , T (ωact) = tj (22)

In this way we are flexible and have defined a random variable ST that relates to

the physics of the backward light-cone of a given observation in S1. We also have

established a physical connection to the sample space.

Note, however, that the parameters used by Bell to model EPR experiments

require further physical and mathematical assumptions. Consider again for the mo-

ment only station S1. Let us introduce a random variable V that characterizes the

magnet settings and can assume the outcomes a,b. We then can describe the possi-

ble experimental outcomes of the spin measurements in S1 by the random variable

AV. This was in essence done by Bell who also assumed that his random variables

would be functions of an arbitrary general additional random variable Λ. If Λ is

indeed general, then we certainly should be permitted to relate it to the tip of

the light-cone of the observation by letting e.g. Λ = ST . Because we consider now

only station S1 we can disregard the constant space coordinates and deal with time

dependencies only. Thus we let

AV = AV(T ). (23)

and have arrived at a time and setting dependent random variable. (For a more

detailed discussion of time and setting dependent random variables see9 and the

paper by Marchildon in these proceedings.) While this innocuous expression appears

to be valid and free of contradictions under very general conditions, it definitely is

not. From the viewpoint of relativity we have now the symbol V that signifies the

possible macroscopic space-like orientations of a massive body (the magnet in S1)

as one random variable, and the measurement time of the tip of the backward light-

cone as the other (additional parameters related to the given entangled pair can

easily be included). Note that the random variables V, T are not independent from

a physical point of view. Certain light-cones will simply not contain certain magnet

orientations. The turning of the massive magnet requires time because of the finite
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speed of light which has the consequence that certain magnet settings can not be

achieved for certain light-cones. Consider now the consequences of these physical

facts for a Kolmogorov model. We are, of course free to choose V on a given sample

space and to choose the probabilities for an appropriate probability space. We can

do the same for T using a different probability space. However, we may not be able

to unite these two probability spaces to form one common probability space for

all random variables because certain magnet orientations are impossible for certain

space-time values and we certainly can not have two different orientations of the

same magnet for the same measurement time. These facts can be seen already from

the elementary definitions of any function F . As an example let F be a function of

two variables e.g. the magnet settings and the measurement times that we denote

by tj for the j’s experiment. Assume that the function is defined on a domain D

that contains the two settings V = a,b and the possible measurement times (or

equivalently short time periods) that will be contained in an interval ∆t. Therefore

we have for the function F the domain D = [V,∆t]. We must then be able to assign

a value to both F (a, tj) and F (b, tj) and we must be able to use these values in

our mathematical model for the experiments. However, the physics of a particular

experiment may not permit this because a and b may be the settings of one and

the same magnet that can not assume two positions for the same measurement

time. This renders the mathematical model invalid for the given experiment, the

reason being that such functions can not be defined on such a given domain without

physical contradictions. A fortiori the same is true if we replace the domain of the

function F by a probability space, which is the domain for the random variables. For

the case of our EPR experiment we can replace the function F by random variables

F1 = Aa(T ) and F2 = Ab(T ) for the measurement outcomes in S1 and similar

functions (not presently needed for the argument) for S2. Clearly a contradiction

arises if we assume that these functions (random variables) are defined on one

common probability space because we can have then the same backward light-cone

tip and corresponding measurement time for different magnet settings. These facts

can also be collected and formulated as the following summary statement:

Summary Statement:

Theorem 7.1. Consider a mathematical model for a sequence of EPR experiments

and consider a single experimental station S1. Assume that the mathematical model

is based on a set of random variables Aa and Ab that are labelled or character-

ized by the different orientations a and b of massive objects such as Stern-Gerlach

magnets. Let these random variables in turn be functions of a random variable T

that represents the measurement time for a given experimental observation (of one

part of a correlated pair) and that assumes values tj for the j’s experiment. It is

then impossible to find a single probability space on which Aa(T ) and Ab(T ) are

defined without creating physical contradictions that render the mathematical model

inapplicable.
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Proof. If T is a random variable on a probability space then there must exist a

sample space element ωact chosen by Tyche8 that corresponds to the propagation of

a given entangled pair with certain physical properties such that both Aa(T (ωact))

and Ab(T (ωact)) represent outcomes of the experiment. Because T (ωact) represents

exactly one measurement time tj this means that two magnet orientations of the

same magnet need to exist for the same measurement time tj and therefore for the

same light-cone tip and the given correlated pair. This, however, is not possible

because the time period necessary to turn the massive magnets is bounded away

from zero due to the finite velocity c of light and because any measurement using one

magnet direction may alter the correlated pair. Therefore the mathematical model

of the summary statement does not correspond to the physical data but contains

outcomes that are physically impossible.

Thus, a logical contradiction is obtained from Bell’s assumptions without any use

of quantum mechanics. The assumptions (i) that Λ is a random variable as defined

by Kolmogorov, (ii) that Λ can be “anything” and (iii) that the spin measurement

outcomes are functions of Λ are inconsistent as can be seen from a few elementary

facts of relativity. Note that a similar summary statement and proof can be formu-

lated also for a number of different EPR arrangements and correlated pairs from

different sources and even for moving magnets (polarizers in optical experiments).

However, to obtain contradictions in these cases one needs to directly involve Bell’s

algebraic steps of Eqs.(2) and (3). We will present such a general proof in a future

paper. Here we just want to emphasize the principle that the laws of physics may

prevent the definability of certain random variables on one probability space. This

brings home Einstein’s famous line “Gott wuerfelt nicht (God does not play dice)”.

Note also that even if massive magnets are not involved but Kerr cells or the

like are switched instead in optical experiments, the time periods necessary for the

switching are always bounded away from zero.

Thus Bell’s innocuous assumption that Λ is entirely general leads necessarily to

the inclusion of un-physical domains for the random variables, in particular to the

inclusion of different magnet settings for the same time of measurement. Stephen

Adler16 has described necessary cautions for the Conway-Kochen argument that are

also based on time periods bounded away from zero by relativity considerations. A

careful study of these facts led us to the conjecture that probably all or at least

most paradoxa in this area of no-go proofs can be removed by a careful relativis-

tic treatment of the involved functions and their domains. In this connection, see

also the discussion of continuous random fields and of Bell inequalities by Peter

Morgan.17

8. Discussion and Conclusions

Thus for a probability model of physical reality, the probabilities and the elements

of the sample space need to be constructed according to the rules of physics and
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according to corresponding set-theoretic considerations that link the physics to the

mathematical model. The important question is then, what does mathematics and

what does physics suggest and even dictate for probability spaces. In particular

when can we describe experiments on the same probability space, when should we

use and when do we have to use different probability spaces?

Mathematics and, in particular, Kolmogorov’s probability theory is unambigu-

ous in its determination of when it may be and when it is impossible to use one

common probability space for a number of random variables: The use of differ-

ent probability spaces for different experiments is suggested by the necessity of

using different indecomposable elements of the sample space for the random vari-

ables that describe the possible outcomes of the experiments in consideration. If,

for example in an EPR experiment the indecomposable event is the propagation

of a given entangled pair with certain physical properties, then different magnet

positions (characterizing the random variables on a given side) can not be used to

measure the same indecomposable event, the same pair. Such experiments are there-

fore loosely speaking incompatible and the use of different probability spaces may be

necessary to describe such experiments depending on circumstance. At this point, it

may still be possible, even for very different experimental sequences, to consistently

construct one common space e.g. a product space. However, it is never guaranteed

from the start that one can achieve consistency. The work of Vorob’ev has shown

that a particular danger exists if pair expectation values are given and the random

variables involved form a closed loop. Vorob’ev’s examples make it clear when it is

impossible to define certain sets of random variables on one probability space. Then

the experiments linked to the random variables are guaranteed incompatible. Thus

Kolmogorovian approaches partition experiments into compatible and incompati-

ble ones, with incompatibility guaranteed if a Vorob’ev type contradiction can be

derived or, for the special case of the discussed EPR experiment if the Bass criteria

or equivalently any of the Bell-type inequalities are violated. Note that Vorob’ev

type contradictions are not limited to quantum mechanics but occur, as discussed

by Vorob’ev, also in classical situations.

Quantum mechanics has also a clear division into compatible and incompatible

experiments. Two experiments are incompatible if their corresponding operators

do not commute. It is then also, in general, not possible to construct a common

probability space even for a single pair of corresponding variables. The closed loops

of Vorob’ev are particularly relevant for quantum measurements as outlined above

and always imply the possibility of incompatible experiments. The involvement of

non-commuting operators, however, does not necessarily by itself mean that it is

impossible to describe certain experiments by a model that uses only one common

probability space.

The use of physical space-time pictures and relativistic light-cones also does

suggest when different probability spaces should be used: they should in principle

be used whenever a measurement or a sequence of measurements involves relevant

differences in the light-cones. In particular we have shown that it is impossible to
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construct time dependent experiments that involve different macroscopic space-like

configurations of massive objects on one probability space because a common prob-

ability space would then involve different configurations of the massive objects at

the same time. Experiments are thus incompatible if they involve time dependen-

cies and a space-like change of the configuration of macroscopic massive bodies (or

macroscopic voltages as in some of the optics experiments).

All three distinctions of incompatible experiments, the Kolmogorovian distinc-

tion through indecomposable events, the quantum mechanical one through non-

commuting operators and the relativistic one through configuration changes of

massive bodies and the presence of time dependencies stigmatize the same type of

experiments as somehow incompatible. Whether or not incompatible experiments

can or can not be defined on one common probability space without contradic-

tion, and therefore are mathematically truly incompatible, can be determined using

Vorob’ev’s criteria. Closed loops should always be regarded as a warning sign to be

careful with assumptions of the existence of common probability spaces.

Note added by K. Hess: This manuscript was in its essence written by Walter

Philipp and myself. Walter still corrected the manuscript up to section 6. Further

corrections of his were made impossible by the caesura that Walter faced on July

19 2006; a finality that we all will be facing one day. No one in our community will

feel the loss as much as I do.

Acknowledgement: Heartfelt thanks go to Steve Adler, Gerard t’ Hooft, Louis

Marchildon, Andrei Khrennikov and Arkady Plotnitsky for their encouragement,

comments and constructive criticism that helped me with the task to finish the

manuscript without the help of Walter. The work was supported by the Office of

Naval Research (N00014-98-1-0604).

References

1. J. S. Bell, Physics 1, 195 (1964).
2. A. Einstein, B. Podolsky and N. Rosen, Phys. Rev. 47, 777 (1935)
3. J. Bass, C. R. Acad. Sci.(Paris) 240, 839 (1955).
4. N. N. Vorob’ev, Theory of probability and its Applications VII, pp 147-162 (1962).
5. W. Feller, “An Introduction to Probability Theory and its Applications”, (Wiley Series

in Probability and Mathematical Statistics 1), pp 1-9 (1968).
6. L. Marchildon, Quantum Mechanics, (Springer, Berlin 2002).
7. G. t’ Hooft, quant-ph/0604008 (2006).
8. D. Williams, Weighing the Odds, (Cambridge University Press , Cambridge, 2001).
9. K. Hess and W. Philipp, Found. Phys. 35, 1749 (2005).

10. A. Fine, J. Math. Phys. 23, 1306 (1982).
11. A. Fine, Phys. Rev. Lett. 48, 291 (1982).
12. I. Pitovsky, “Quantum Probability - Quantum logic”, Lecture Notes in Physics 321,

(Springer Verlag, Berlin-Heidelberg-New York 1989).
13. A. Yu. Khrennikov, Interpretations of Probability VSP Int. Sc. Publishers, Utrecht

and Tokyo, pp 91 (1999).
14. J. F. Clauser, M. A. Horne, A. Shimony, Phys. Rev. Lett. 23, 880 (1969).
15. D. Williams, Weighing the Odds, (Cambridge University Press , Cambridge, 2001).



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

180 K. Hess and W. Philipp

16. S. Adler, quant-ph/0604122 (2006).
17. P. Morgan, quant-ph/0607165 (2006).



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

181

FAIR SAMPLING VS NO-SIGNALLING PRINCIPLE

IN EPR EXPERIMENTS
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We present some recent results of a new statistical analysis of the optical EPR experiment
performed by Weihs et al in Innsbruck 1997-1998. Under the commonly used assumption
of fair sampling, we show that the coincidences counts exhibit a small and anomalous non-
signalling component, which seems impossible to explain by using conventional quantum
mechanics, and we discuss some possible interpretations of this phenomenon.

Keywords: EPR experiments; Fair sampling; No-signalling Principle.

1. Introduction

The experimental violation of Bell Inequalities1–4 in optical EPR experiments5,6

can only be validated under the additional assumption of fair sampling .4,8,9 This

type of test being crucial for modern quantum communication research,10,11 it is

unfortunate that the result of a test meant to disprove Local Realism would depend

on such an additional assumption, since Local Realism is a priori no less plausible

an assumption than Fair Sampling is.

We have recently shown that the validity of the fair sampling assumption can be

questioned on experimental ground,12 after analyzing some anomalies in the data

extracted from the optical EPR performed by Weihs et al.6,7 Indeed, even when

relaxing this assumption to only require that the efficiency for a pair of photons

to be detected would factor into two local terms on each side (independent errors),

we have observed a slight but anomalous non-signalling component in the marginal

coincidence probabilities extracted from experimental data.7,12

We recall here the theoretical ground behind the normalization procedure that

led us to these results, and discuss some possible interpretations.

2. Channel efficiencies

In a real experiment, not all photons are detected and one should take account of

the efficiencies of each of the four channels involved in the coincidence detections.

This problem is at the heart of the detection efficiency loophole, and can be used

to design local realistic models that reproduce the main experimental features of

optical EPR experiments.13
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We label η+
A(α) and η−A(α) the single-count channel efficiencies of Alice’s plus

and minus channels respectively, and similarly η+
B(β) and η−B(β) for Bob’s plus

and minus channels; the parameter dependence in α and β reflects the fact that

these efficiencies may, in principle, depend on the local settings. It is important to

stress that we can put in the concept of channel efficiencies all possible variations

in the experimental conditions that are not directly related to the quantum state

associated to the source (such as signal intensity variations, detector efficiencies,

optical misalignments, collection efficiencies, etc.). This idea is important since it is

precisely the aim of our paper to analyze experimental quantities that can directly

be compared with Quantum predictions — under the assumption of Fair Sampling

— independently of all these experimental contingencies encapsulated in the channel

efficiencies.

We can expect the number of single counts to be proportional to the respective

channel efficiencies:

NA,ε1
exp (α) ≈ ηε1A (α)NA/2

NB,ε2
exp (β) ≈ ηε2B (β)NB/2,

where NA and NB are the (unknown) number of photons actually sent respectively

to Alice and Bob, and where ε1 and ε2 can each be either + or −, to shorten the

forthcoming equationsa.

We now consider the number of coincidence counts experimentally registered. If

we consider a pair of photons as a whole, the probability that it is detected in each

specific combination of two channels should depend as well on a combined channel

efficiency. We label these combined channel efficiencies as η++(α, β), η+−(α, β),

η−+(α, β), and η−−(α, β). The number of coincidences in a pair of channels (ε1, ε2)

should thus be proportional to the relevant combined efficiency ηε1,ε2(α, β), the

(unknown) number of pairs sent NAB, and the relevant joint probability predicted

by Quantum Mechanics P ε1,ε2QT (α, β), that is,

Nε1,ε2
exp (α, β) ≈ ηε1,ε2(α, β) NAB P ε1,ε2QT (α, β). (1)

Here the angular dependence of the efficiencies is clearly unwanted since we are

interested in an experimental test of the predictions of Quantum Mechanics, inde-

pendently of the inaccuracies involved in any particular experimental setup. Our

immediate purpose is therefore to get rid of these angular dependencies due to the

combined efficiencies.

In order to do so, we assume that the ensemble of detected pairs of photon

provides a fair statistical sample of the ensemble of emitted pairs (Fair Sampling

Assumption). A consequence of this assumption is that the probabilities of non

detection for Alice and Bob should be independent of one another. Indeed, for fixed

aThe use of the symbol ≈ is here to remind of the statistical variability in any experimental results
that is naturally expected to induce small deviation from the predictions. The amplitude of these
deviations are expected to decrease with the number of trials obtained experimentally.
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settings (α, β), the probability of a non detection should be independent of the

polarization state of the photon (otherwise the sampling would clearly be unfair),

and should thus be independent of the fate of the distant correlated photon.

Hence, the channel efficiencies should be the same for all photons going into

a specific channel, independently of whether a photon happens to be single or to

be paired with a distant detected photon (independent errors). That is, the above

combined efficiencies for pairs of particles should be equal to the product of the

relevant channel efficiencies for the single counts:

ηε1,ε2(α, β) = ηε1A (α)ηε2B (β). (2)

With this independent errors condition, we can rewrite the predicted number of

coincidence counts as:

Nε1,ε2
exp (α, β) ≈ NAB ηε1A (α)ηε2B (β) P ε1,ε2QT (α, β) (3)

3. Normalizing using the single counts

The probabilities derived from the standard normalization procedure with coinci-

dence counts still depend explicitly on the channel efficiencies, so that some prop-

erties of the photon pairs remain out of reach of the experimenter.

This problem makes it necessary to circumvents these dependencies in all cases

by means of the new normalization procedure. Our idea is that most of the counts

registered in the channels are non-coincidence events, because the channel efficien-

cies are low. Since there are many times more non-coincident events than coincident

ones, they provide a useful and accurate additional statistical information about the

relative efficiency of the channels.

In order to get rid of channel efficiencies in the above equations, we thus define

the following experimental quantities, which are proportional to the ratio of the

number of coincidence counts in a combined channel over the product of the two

corresponding single counts:

fε1,ε2exp (α, β) ≡ 1

4

Nε1,ε2
exp (α, β)

NA,ε1
exp (α)NB,ε2

exp (β)
(4)

Replacing the single counts and coincidence counts by their expressions given re-

spectively in (1) and (3), we obtain:

fε1,ε2exp (α, β) ≈ NAB
NANB

P ε1,ε2QT (α, β) (5)

for which the only angular dependence is the one due to the Quantum Mechanical

term.

Since the four joint probabilities P++
QT (α, β), P+−

QT (α, β), P−+
QT (α, β) and

P−−
QT (α, β) add up to unity, summing these four equation together yields

∑

ε1,ε2

fε1,ε2exp (α, β) ≈ NAB
NANB

. (6)
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and finally,

P ε1,ε2QT (α, β) ≈ fε1,ε2exp (α, β)∑
ε1,ε2

fε1,ε2exp (α, β)
(7)

Hence, by using the Fair Sampling Assumption together with experimental

statistics for the single counts, we are able to obtain experimental quantities that

should coincide with the prediction given by Quantum Mechanics for the joint prob-

abilities, independently of any channel efficiency imbalanceb. In particular this new

normalization procedure allows us to obtain experimental quantities that should

directly coincide with the marginal probabilities:

f++
exp (α, β) + f+−

exp (α, β)∑
ε1,ε2

fε1,ε2exp (α, β)
≈ P++

QT (α, β) + P+−
QT (α, β)

f−+
exp (α, β) + f−−

exp (α, β)∑
ε1,ε2

fε1,ε2exp (α, β)
≈ P−+

QT (α, β) + P−−
QT (α, β) (8)

f++
exp (α, β) + f−+

exp (α, β)∑
ε1,ε2

fε1,ε2exp (α, β)
≈ P++

QT (α, β) + P−+
QT (α, β)

f+−
exp (α, β) + f−−

exp (α, β)∑
ε1,ε2

fε1,ε2exp (α, β)
≈ P+−

QT (α, β) + P−−
QT (α, β).

An important prediction of Quantum Mechanics for these marginal probabil-

ities is the no-signalling principle. A correlation P (ε1, ε2|α, β) is non-signaling if

and only if its marginal probabilities are independent of the other side input:∑
ε2
P (ε1, ε2|α, β) is independent of β and

∑
ε1
P (ε1, ε2|α, β) is independent of α.14

This non-signalling property does not depend on the state of the source of pho-

tons. Whatever is the source sent to Alice and Bob, they cannot use it to commu-

nicate. Alice’s marginal probabilities, represented by the two first equations above,

cannot depend on Bob’s measurement setting β. Similarly, Bob’s marginal prob-

abilities, represented by the two last equations above, cannot depend on Alice’s

measurement setting α.

Hence, if only one local parameter varies (say, α), then only two out of these four

quantities can vary accordingly, the other two remaining constant. It is precisely

this important prediction that we have checked with the experimental results at

hand.

4. Experimental Results

We only briefly recall here the main results of our investigation. The reader is invited

to refer to our previous publication for more details.12

bNote that the normalization procedure that we propose here is only necessary in the case of

imbalanced channel efficiencies. To some extent, this procedure is equivalent to experimentally
balancing the four channels so that they exhibit the same constant efficiency, before actually
starting to register the coincidences.
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In all the runs, we observed that the coincidence rate exhibit minima close to

zero, and cosine-squared shape, as expected from the predictions of Quantum Me-

chanics. However, the maxima of the four coincidence curves differed significantly

(see figure 1a). In spite of this anomalous behavior, the correlation function com-

puted with the standard normalization (i.e., with the sum of all coincidence counts)

coincided very well with the quantum mechanical predictions. It is interesting to

note that possibly similar anomalies were observed in the two-channel EPR exper-

iments performed in Orsay in the early 1980’s by Alain Aspect.12,15
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Fig. 1. (a) Coincidence counts as Alice varies her measurement angle (in degrees). Note that
N++ and N−− differ significantly while N+− and N−+ roughly coincide. (Sourcefile: bluesine),
(b) Single Counts for Alice and Bob as Alice varies her measurement angle α.

Such differences in the maxima of the four coincidence curves can in principle be

explained by a non-rotationally invariant source state,7,12 and by some imbalance

in the channel efficiencies.

In order to remove the latter possibility, we extracted the single counts: they

were typically balanced on one side, while imbalanced on the other (see figure 1b).

With our normalization procedure described above, we were able to remove this

channel efficiency dependencies from the coincidences.

The remaining anomalies were problematic to explain using a non-rotationally

invariant source state. Indeed, the obtained experimental quantities that should

have coincided with the marginal probabilities for both Alice and Bob exhibited

a dependence on the one local setting that was varied (see figure 2), in apparent

violation of the no-signalling principle.
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Fig. 2. Experimental result that should coincide with the marginal probabilities, assuming Fair
Sampling. Bob’s marginals clearly depend on Alice’s measurement setting.

5. Interpretation

The no-signalling principle being a fundamental feature of Quantum Mechanics,

as well as of Local Realism, the most reasonable interpretation of these anomalies

is that the Fair Sampling assumption should be rejected, as it is the only extra

assumption that we used to observe them. Once the Fair Sampling assumption is

rejected, there is no evidence of violation of the no-signalling principle, and therefore

no evidence whatsoever of a possible superluminal communication. It should never-

theless be stressed that if one prefers to maintain the Fair Sampling assumption at

all cost, the most striking result that can be derived under this assumption is not so

much the violation of Bell Inequalities, but rather the violation of the no-signalling

principle.

It is not clear yet how the violation of the Fair Sampling assumption that is

hinted by our results can be explained. From an experimental point of view, it has

been pointed out that the possibility of a nonlinearity in the high-voltage amplifier

used to drive the electro-optic modulators should be investigated, as well as the

influence of accidental coincidences.7

From a theoretical local realistic point of view, the violation of the fair sampling

assumption is a simple way to reproduce EPR correlations, but requiring that the

model reproduces as well the anomalies described here represents an additional

challenge. We are currently working on providing such a model. Some preliminary

simulations shows that a simple symmetrical model (that is, with the same detection

pattern for Alice and Bob) subjected to our normalization procedure can indeed
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reproduce the anomalies, but at the cost of having as well some slight variations in

the total rates of coincidences.

6. Conclusion

Our results show that more EPR experiments are definitely required, with as clean

as possible coincidences rates and balanced channels, but without necessary in-

volving fast time-varying analyzer settings, in order to understand whether these

anomalies are unique or not in EPR experiments.
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The mathematical formulation of Quantum Mechanics is derived from purely operational
axioms based on a general definition of experiment as a set of transformations. The main
ingredient of the mathematical construction is the postulated existence of faithful states
that allows one to calibrate the experimental apparatus. Such notion is at the basis of
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1. Introduction

In spite of its unprecedented predicting power in the whole physical domain, the

starting point of Quantum Mechanics is purely mathematical, with no direct phys-

ical interpretation of the formalism. Undeniably Quantum Mechanics is not based

on a set of physical laws or principles from which the mathematical framework is

derived—as we would expect from a theory. Considering the universality of Quan-

tum Mechanics, its “physical” axioms should be of very general nature, transcending

Physics itself, at the higher epistemological level, and should be related to observ-

ability principles that must be satisfied independently on the specific physical laws

object of the experiment. In previous works1–3 I showed how it is possible to derive

the Hilbert space formulation of Quantum Mechanics from five operational Postu-

lates concerning experimental accessibility and simplicity. In the present paper I will

give a synthetical presentation of this axiomatization: additional details and math-

ematical proofs can be found in Ref. 3. The mathematical formulation of Quantum

Mechanics in terms of complex Hilbert space for finite dimensions is derived starting

from the five Postulates. For the infinite dimensional case a C∗-algebra represen-

tation of physical transformations is derived from only four of the five Postulates,

via a Gelfand-Naimark-Segal (GNS) construction.4 The starting point for the ax-

iomatization is a seminal definition of physical experiment, which, as first shown in

Ref. 2, entails a thorough series of notions that lie at the basis of the axiomati-

zation. The postulated existence of a faithful state, which allows one to calibrate

the experimental apparatus, provides operational definitions for the scalar product
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and for the adjoint of a transformation at the core of the C∗-algebra representation

of transformations via the Gelfand-Naimark-Segal (GNS) construction. This crucial

ingredient from the present axiomatization comes from modern Quantum Tomog-

raphy,6 and concerns the possibility of performing a complete quantum calibration

of measuring apparatuses7 and transformations8 by using a single pure bipartite

state.9

2. The Postulates

The general background is that in any experimental science we make experiments

to get information on the state of an object physical system. Knowledge of such a

state will allow us to predict the results of forthcoming experiments on the same

object system. Since we necessarily work with only partial a priori knowledge of

both system and experimental apparatus, the rules for the experiment must be

given in a probabilistic setting.

General Axiom: On what is an experiment. An experiment on an object

system consists in making it interact with an apparatus. The interaction between

object and apparatus produces one of a set of possible transformations of the object,

each one occurring with some probability. Information on the “state” of the object

system at the beginning of the experiment is gained from the knowledge of which

transformation occurred, which is the “outcome” of the experiment signaled by the

apparatus.

• Postulate1: Independent system

There exist independent physical systems.

• Postulate2: Informationally complete observable

For each physical system there exists an informationally complete observable.

• Postulate3: Local observability principle

For every composite system there exist informationally complete observables

made only of local informationally complete observables.

• Postulate4: Informationally complete discriminating observable

For every system there exists a minimal informationally complete observable that

can be achieved using a joint discriminating observable on the system + an ancilla

(i.e. an identical independent system).

• Postulate5: Symmetric faithful state

For every composite system made of two identical physical systems there exist a

symmetric joint state that is both dynamically and preparationally faithful.

3. The Statistical and Dynamical Structure

According to our definition of experiment—the starting point of our

axiomatization—the experiment is identified with the set A ≡ {Aj} of possible

transformations Aj that can occur on the object system. The apparatus will signal
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the outcome j labeling which transformation actually occurred. The experimenter

cannot control which transformation occurs, but he can decide which experiment

to perform, namely he can choose the set of possible transformations A = {Aj}.
For example, in an Alice&Bob communication scenario Alice will encode the dif-

ferent bit values by choosing between two experiments A = {Aj} and B = {Aj}
corresponding to two different sets of transformations {Aj} and = {Bj}. The ex-

perimenter has control on the transformation itself only in the special case when

the transformation A is deterministic. In the following, wherever we consider a

nondeterministic transformation A by itself, we always regard it in the context of

an experiment, namely assuming that there always exists at least a complementary

transformation B such that the overall probability of A and B is unit.

Now, since the knowledge of the state of a physical system allows us to predict

the results of forthcoming possible experiments on the system (more generally, on

another system in the same physical situation), namely it would allow us to evaluate

the probabilities of any possible transformation for any possible experiment, then,

by definition, a state ω for a physical system is a rule that provides the probability

for any possible transformation, namely ω is a state means that ω(A ) is the proba-

bility that the transformation A occurs. We clearly have the completeness condition∑
Aj∈A

ω(Aj) = 1, and we will assume that the identical transformation I occurs

with probability one, i. e. ω(I ) = 1, corresponding to a special choice of the lab ref-

erence frame as in the Dirac picture. In the following for a given physical system we

will denote by S the set of all possible states and by T the set of all possible trans-

formations. In order to include also non-disturbing experiments, we must conceive

situations in which all states are left invariant by each transformation. It is conve-

nient to extend the notion of state to that of weight, i. e. a nonnegative bounded

functionals ω̃ over the set of transformations with 0 ≤ ω̃(A ) ≤ ω̃(I ) < +∞ for

all transformations A . To each weight ω̃ it corresponds the properly normalized

state ω = ω̃/ω(I ). Weights make the convex cone W generated by the convex set

of states S.

When composing two transformations A and B, the probability p(B|A ) that

B occurs conditional on the previous occurrence of A is given by the Bayes rule

for conditional probabilities p(B|A ) = ω(B ◦ A )/ω(A ). This sets a new proba-

bility rule corresponding to the notion of conditional state ωA which gives the

probability that a transformation B occurs knowing that the transformation A has

occurred on the physical system in the state ω, namely ωA

.
= ω(· ◦ A )/ω(A ) (in

the following we will make extensive use of the functional notation with the central

dot corresponding to a variable transformation). One can see that the present def-

inition of “state”, which logically follows from the definition of experiment, leads

to the identification state-evolution≡state-conditioning, entailing a linear action of

transformations on states (apart from normalization) A ω := ω(· ◦ A ): this is the

same concept of operation that we have in Quantum Mechanics, giving the con-

ditional state as ωA = A ω/A ω(I ). In other words, this is the analogous of the

Schrödinger picture evolution of states in Quantum Mechanics. One can see that in
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the present context linearity of evolution is just a consequence of the fact that the

evolution of states is pure state-conditioning: this will include also the deterministic

case U ω = ω(· ◦ U ) of transformations U with ω(U ) = 1 for all states ω—the

analogous of quantum unitary evolutions and channels.

From the Bayes conditioning it follows that we can define two complementary

types of equivalences for transformations: the dynamical and informational equiva-

lences. The transformations A1 and A2 are dynamically equivalent when ωA1 = ωA2

∀ω ∈ S, whereas they are informationally equivalent when ω(A1) = ω(A2)

∀ω ∈ S. The two transformations are then completely equivalent when they are

both dynamically and informationally equivalent, corresponding to the identity

ω(B ◦A1) = ω(B ◦A2), ∀ω ∈ S, ∀B ∈ T. We call effect an informational equiva-

lence class of transformations (this is the same notion introduced by Ludwig5). In

the following we will denote effects with the underlined symbols A , B, etc., or as

[A ]eff , and we will write A0 ∈ A meaning that “the transformation A belongs to

the equivalence class A ”, or “A0 corresponds to the effect A ”, or “A0 is informa-

tionally equivalent to A ”. Since, by definition one has ω(A ) ≡ ω(A ), we will legit-

imately write ω(A ) instead of ω(A ). Similarly, one has ωA (B) ≡ ωA (B), which

implies that ω(B ◦A ) = ω(B ◦A ), which gives the chaining rule B ◦A ∈ B ◦A

corresponding to the “Heisenberg picture” evolution of transformations acting on

effects (notice that in this way transformations act from the right on effects). Now,

by definitions effects are linear functionals over states with range [0, 1], and, by

duality, we have a convex structure over effects. We will denote the convex set of

effects by P.

The fact that we necessarily work in the presence of partial knowledge about

both object and apparatus corresponds to the possibility of incomplete specification

of both states and transformations, entailing the convex structure on states and the

addition rule for coexistent transformations, namely for transformations A1 and A2

for which ω(A1) + ω(A2) ≤ 1, ∀ω ∈ S ( i. e. transformations that can in principle

occur in the same experiment). The addition of the two coexistent transformations is

the transformation S = A1+A2 corresponding to the event e = {1, 2} in which the

apparatus signals that either A1 or A2 occurred, but does not specify which one.

Such transformation is specified by the informational and dynamical equivalence

classes ∀ω ∈ S: ω(A1+A2) = ω(A1)+ω(A2) and (A1+A2)ω = A1ω+A2ω. Clearly

the composition “◦” of transformations is distributive with respect to the addition

“+”. We will also denote by S (A) :=
∑

Aj∈A
Aj the deterministic transformation

S (A) corresponding to the sum of all possible transformations Aj in A. We can

also define the multiplication λA of a transformation A by a scalar 0 ≤ λ ≤ 1 as

the transformation which is dynamically equivalent to A , but occurs with rescaled

probability ω(λA ) = λω(A ). Now, since for every couple of transformation A

and B the transformations λA and (1 − λ)B are coexistent for 0 ≤ λ ≤ 1, the

set of transformations also becomes a convex set. Moreover, since the composition

A ◦B of two transformations A and B is itself a transformation and there exists the

identical transformation I satisfying I ◦A = A ◦I = A for every transformation
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A , the transformations make a semigroup with identity, i. e. a monoid. Therefore,

the set of physical transformations is a convex monoid.

It is obvious that we can extend the notions of coexistence, sum and multipli-

cation by a scalar from transformations to effects via equivalence classes.

A purely dynamical notion of independent systems coincides with the pos-

sibility of performing local experiments. More precisely, we say that two physi-

cal systems are independent if on the two systems 1 and 2 we can perform lo-

cal experiments A(1) and A(2) whose transformations commute each other ( i. e.

A (1) ◦ B(2) = B(2) ◦ A (1), ∀A (1) ∈ A(1), ∀B(2) ∈ B(2)). Notice that the above

definition of independent systems is purely dynamical, in the sense that it does

not contain any statistical requirement, such as the existence of factorized states.

Indeed, the present notion of dynamical independence is so minimal that it can be

satisfied not only by the quantum tensor product, but also by the quantum direct

sum. As we will see in the following, it is the local observability principle of Pos-

tulate 3 which will select the tensor product. In the following, when dealing with

more than one independent system, we will denote local transformations as ordered

strings of transformations as follows A ,B,C , . . . := A (1) ◦B(2) ◦ C (3) ◦ . . .. For

effects one has the locality rule ([A ]eff , [Beff) ∈ [(A ,B)]eff . The notion of indepen-

dent systems now entails the notion of local state—the equivalent of partial trace

in Quantum Mechanics. In the presence of many independent systems in a joint

state Ω, we define the local state Ω|n of the n-th system as the probability rule

Ω|n(A )
.
= Ω(I , . . . ,I , A︸︷︷︸

nth

,I , . . .) of the joint state Ω with a local transformation

A only on the n-th system and with all other systems untouched. For example, for

two systems we write Ω|1 = Ω(·,I ).

We conclude this section by noticing that our definition of dynamical inde-

pendence implies the acausality of correlations between independent systems—the

so-called no-signaling— i. e. : Any local “action” ( i. e. experiment) on a sys-

tem does not affect another independent system. In equations: ∀Ω ∈ S×2, ∀A,

ΩS (A),I |2 = Ω|2. Notice that even though the no-signaling holds, the occurrence of

the transformation B on system 1 generally affects the local state on system 2, i.

e. ΩB,I |2 6= Ω2, and such correlations can be checked a posteriori. We emphasize

that the no-signaling is a mere consequence of our minimal notion of dynamical

independence.

4. Banach Structure

We can extend the convex cone of weights to its embedding linear space by taking

differences of weights, and forming generalized weights. We will denote the linear

space of generalized weights as WR. Likewise we can extend effects and transforma-

tions to generalized effects and transformations, whose linear spaces will be denoted

by PR and TR, respectively. The linear space TR of generalized transformations in-

herits a real algebra structure from the convex monoid of physical transformations

T. On the linear spaces WR, PR, and TR we can now superimpose a Banach space
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structure, by introducing norms in form of supremum. We start from physical effects

for which we define the norm as the supremum of the respective probability over all

possible physical states. We then extend the norm to generalized effects A ∈ PR by

taking the absolute value, i. e. ||A || := supω∈S |ω(A )|. It is easy to check that this

is indeed a norm. We can now introduce the unit ball B1 := {A ∈ PR, ||A || ≤ 1}
and define the norm for weights as ||ω̃|| := supA∈B1

|ω̃(A )|. For transformations we

then introduce the norm in the standard way used for linear operators over Banach

spaces, namely ||A || := supB∈B1
||B|| ◦A , which is equivalent to the double supre-

mum ||A || = supB∈B1
supω∈S |ω(B◦A )|. It is then easy to check that TR becomes a

real Banach algebra ( i. e. it satisfies the norm inequality ||B ◦A || ≤ ||B||||A ||). It is

crucial to perform the supremum over the unit ball, instead of just physical effects:

this guarantees the Banach algebra structure for generalized transformations. It is

also clear that physical transformation correspond to contractions, i. e. they have

bounded norm ||A || ≤ 1, whence the convex monoid of physical transformations T

has the form of a truncated convex cone. As a corollary, we have that two physical

transformations A and B are coexistent iff A + B is a contraction. We also have

the bound between transformation and effect norms ||A || ≤ ||A ||, with the identity

for A in the double cone. Operationally all norm closures correspond to assume

preparability (of effects, states, and transformations) by an approximation criterion

in-probability. The norm closure may not be required operationally, however, as

any other kind of extension, it is mathematically very convenient. The convex set

of states S and the convex sets of effects P are dual each other under the pairing

ω(A ) giving the probability of effect A in the state ω. Therefore, the convex set

of effects is a truncated convex cone of positive linear contractions over the convex

set of states, namely the set of bounded positive functionals 0 ≤ l ≤ 1 on S, with

lA (ω) := ω(A ). Such duality can be trivially extended to generalized effects and

generalized weights via the pairing |ω(A )|, and WR and PR become a dual Banach

pair. This Banach space duality is the analogous of the duality between bounded

operators and trace-class operators in Quantum Mechanics. It is worth noticing

that this dual Banach pair is just a consequence of the probabilistic structure that

is inherent in our starting definition of experiment.

5. Observables

The observable is just a complete set of effects L = {li} of an experiment A = {Aj},
namely one has li = Aj ∀j. Clearly, one has the completeness relation

∑
i li = 1.

The observable L = {li} is informationally complete when each effect l can be writ-

ten as a linear combination l =
∑

i ci(l)li. of elements of L, or, in other words,

PR ≡ Span(L). We will call the informationally complete observable minimal

when its effects are linearly independent. Clearly, using an informationally com-

plete observable we can reconstruct any state ω from just the probabilities li(ω)

as ω(A ) =
∑

i ci(lA )li(ω): this is just the Bloch representation of states. In such

representation the Banach structure manifests itself in a vector representation for
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states and effects, and in a matrix representation for transformations, the physical

transformations corresponding to affine linear maps.

We will call an effect (and likewise a transformation) A predictable if there exists

a state for which A occurs with certainty and another state for which it never occurs,

and resolved if there is only a single pure state for which it occurs with certainty.

Similarly an experiment will be called predictable when it is made only of predictable

effects, and resolved when all its effects are resolved. For a predictable effect A one

has ||A || = 1, and for a predictable transformation A one has ||A || = 1. Notice that

a predictable transformation is not necessarily deterministic. Predictable effects A

correspond to affine functions fA on the state space S with 0 ≤ fA ≤ 1 achieving

both bounds. We call a set of states {ωn}n=1,N perfectly discriminable if there

exists a predictable and resolved experiment L = {lj}j=1,N which discriminates the

states, i. e. ωm(ln) = δnm. We call informational dimension of the convex set of

states S, denoted by dim#(S), the maximal cardinality of perfectly discriminable

set of states in S. Clearly, an observable L = {lj} is discriminating and resolved for

S when |L| ≡ dim#(S), i. e. L discriminates a maximal set of discriminable states.

We now come to the notions of faithful state. We say that a state Φ of a com-

posite system is dynamically faithful for the nth component system when for every

transformation A the map A ↔ (I , . . . ,I , A︸︷︷︸
nth

,I , . . .)Φ is one-to-one, with the

transformation A acting locally only on the nth component system. Physically,

the definition corresponds to say that the output conditioned weight ( i. e. the

conditioned state multiplied by the probability of occurrence) is in one-to-one cor-

respondence with the transformation. Restricting attention to bipartite systems, a

state is dynamically faithful (for system 1) when (A ,I )Φ = 0 ⇐⇒ A = 0, which

means that for every bipartite effect B one has Φ(B◦(A ,I )) = 0 ⇐⇒ A = 0.

Clearly the correspondence remains one-to-one when extended to TR. On the other

hand, we will call a state Φ of a bipartite system preparationally faithful for system

1 if every joint bipartite state Ω can be achieved by a suitable local transformation

TΩ on system 1 occurring with nonzero probability. Clearly a bipartite state Φ that

is preparationally faithful for system 1 is also locally preparationally faithful for

system 1, namely every local state ω of system 2 can be achieved by a suitable local

transformation Tω on system 1.

In Postulate 5 we also use the notion of symmetric joint state. This is simply

defined as a joint state of two identical systems such that for any couple of trans-

formations A and B one has Φ(A ,B) = Φ(B,A ).

6. Dimensionality Theorems

We now consider the consequences of Postulates 3 and 4. The local observability

principle (Postulate 3) is operationally crucial, since it reduces enormously the ex-

perimental complexity, by guaranteeing that only local (although jointly executed)

experiments are sufficient to retrieve a complete information of a composite sys-

tem, including all correlations between the components. The principle reconciles
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Fig. 1. Left: Illustration of the notion of dynamically faithful state for a bipartite system. The
state Φ is dynamically faithful when the output weight (conditioned state multiplied by the prob-
ability of occurrence) is in one-to-one correspondence with the transformation. Right: Illustration
of the notion of preparationally faithful state for a bipartite system. The state Φ is preparationally
faithful for system 1 if every joint bipartite state Ω can be achieved by a suitable local transfor-
mation TΩ on system 1 occurring with nonzero probability.

holism with reductionism, in the sense that we can observe an holistic nature in a

reductionistic way— i. e. locally. This principle implies identity (D3) in Table 1 for

the affine dimension of the convex set of a bipartite systems as a function of the

dimensions of the components. This identity is the same that one obtains in Quan-

tum Mechanics due to the tensor product structure. We conclude that the tensor

product is not a consequence of dynamical independence in Def. 1, but follows from

the local observability principle.

Table 1. Dimensionality identities implied by Postulates.

=⇒
Postulate 2 dim(PR) = dim(S) + 1 (D2)

Postulate 3 dim(S12) = dim(S1) dim(S2) + dim(S1) + dim(S2) (D3)

Postulate 4 dim(S) = dim#(S×2) − 1 (D4)

(D3)+(D4) dim(S×2) = dim#(S×2)2 − 1 (D34)

(D34) dim(S) = dim#(S)2 − 1 (D′
34)a

(D4+D′
34) dim#(S×2) = dim#(S)2 (⊗)

Postulate 5 dim(T) = dim(S×2) + 1 (T)

(D2)+(D′
34) dim(PR) = dim#(S)2 (P)

Note: a Generalizing from convex sets of states of bipartite systems to any convex
set of states.

Postulate 4 now gives identity (D4) in Table 1. By comparing this with the

affine dimension of the bipartite system, we get identity (D34), and generalizing

to any convex set we get identity (D′
34) corresponding to the dimension of the

quantum convex sets S due to the underlying Hilbert space. Moreover, upon sub-

stituting identity (D4) one obtains identity (⊗) which is the quantum product rule

for informational dimensionalities corresponding to the quantum tensor product. To

summarize, it is worth noticing that the quantum dimensionality rules (D3) and

(⊗) follow from Postulates 3 and 4. Postulate 5, on the other hand, implies identity

(T).
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7. The Complex Hilbert Space Structure for Finite Dimensions

The faithful state Φ provides a symmetric bilinear form Φ(A ,B) over PR, from

which one can extract a positive scalar product over PR as |Φ|(A ,B), where

|Φ| := Φ+−Φ− is the absolute value of Φ (the absolute value can be defined thanks

to the fact that Φ is real symmetric, whence it can be diagonalized over PReals).

Upon denoting by P± the orthogonal projectors over the linear space corresponding

to positive and negative eigenvalues, respectively, one has |Φ|(A ,B) = Φ(A , ς(B)),

where ς(A ) := (P+ −P−)(A ). The map ς is an involution, namely ς2 = I . The

fact that the state is also preparationally faithful implies that the scalar product

is strictly positive, namely |Φ|(C ,C ) = 0 implies that C = 0 (see Ref. 3). Now,

being |Φ|(A ,B) a strictly positive real symmetric scalar product, the linear space

PR of generalized effects becomes a real pre-Hilbert space, which can be completed

to a Hilbert space in the norm topology. For finite dimensional convex set S one

has Eq. (D2) in Table 1, which follows from the fact that since PR is just the space

of the linear functionals over S, it has an additional dimension corresponding to

normalization. But from Eq. (D2) and (D′
34) one has identity (P), which implies

that PR as a real Hilbert space is isomorphic to the real Hilbert space of Hermitian

complex matrices representing selfadjoint operators over a complex Hilbert space H

of dimensions dim(H) = dim#(S). This last assertion is indeed the Hilbert space

formulation of Quantum Mechanics, from which one can recover the full mathe-

matical structure. In fact, once the generalized effects are represented by Hermitian

matrices, the physical effects will be represented as elements of the truncated convex

cone of positive matrices, the physical transformations will be represented as CP

identity-decreasing maps over effects, and finally, states will be represented as den-

sity matrices via the Bush version10 of the Gleason theorem, or via our state-effect

correspondence coming from the preparationally faithfulness of Φ.

8. Infinite Dimension: the C∗-Algebra of Transformations

For infinite dimensions we cannot rely on the dimensionality identities in Table 1,

and we need an alternative way to derive Quantum Mechanics, such as the con-

struction of a C∗-algebra representation of generalized transformations. In order to

do that we need to extend the real Banach algebra TR to a complex algebra, and

for this we need to derive the adjoint of a transformation from the five postulates

(we will see that indeed only four of the five postulates are needed). The adjoint

is given as the composition of transposition and complex-conjugation of physical

transformations, both maps being introduced operationally on the basis of the ex-

istence of a symmetric dynamically faithful state due to Postulate 5. The complex

conjugate map will be an extension to TR of the involution ς of Section 6. With such

an adjoint one then derives a GNS representation4 for transformations, leading to

a C∗-algebra.
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The transposed transformation. For a symmetric bipartite state that is faithful

both dynamically and preparationally, for every transformation on system 1 there

always exists a (generalized) transformation on system 2 giving the same operation

on that state. This allows us to introduce operationally the notion of transposed

transformation as follows. For a faithful bipartite state Φ, the transposed transfor-

mation A ′ of the transformation A is the generalized transformation which when

applied to the second component system gives the same conditioned state and with

the same probability as the transformation A operating on the first system, namely

(A ,I )Φ = (I ,A ′)Φ or, equivalently Φ(B ◦A ,C ) = Φ(B,C ◦A ′) ∀B,C ∈ P.

�
�

�
�

-

-

Φ

A

(A ,I )Φ �
�

�
�

-

-

Φ

A ′
(I ,A ′)Φ ≡ (A ,I )Φ

Fig. 2. Illustration of the operational concept of transposed transformation.

It is easy to check the axioms of transposition ((A +B)′ = A ′+B′, (A ′)′ = A ,

(A ◦B)′ = B′ ◦A ′) and that I ′ = I . Unicity is implied by faithfulness.

The complex conjugated transformation. Due to the presence of the involu-

tion ς , the transposition A → A ′ does not work as an adjoint for the scalar product

|Φ|(A ,B) (it works as an adjoint for the symmetric bilinear form Φ, which is not

positive). In order to introduce an adjoint for generalized transformations (with

respect to the scalar product between effects) one needs to extend the involution

ς to generalized transformations. With a procedure analogous to that used for ef-

fects we introduce the absolute value |Φ| of the symmetric bilinear form Φ over TR,

whence extend the scalar product to TR. Clearly, since the bilinear form Φ(A ,B)

will anyway depend only on the informational equivalence classes A and B of the

two transformations, we have many extensions of ς which work equally well. Upon

defining A ς := ς(A ), one has A ς ∈ ς(A ), and clearly one has ς2(A ) = ς(A ς) ∈ A ,

but generally ς2(A ) 6= A . However, one can always consistently choose the exten-

sion such that ς2(A ) = A . The idea is now that such an involution plays the role

of the complex conjugation, such that the composition of ς with the transposition

provides the adjoint.

The adjoint transformation. Due to the fact that transformations act on effects

from the right— i. e. B ◦A ∈ B ◦A —in order to keep the usual action on the left

in the representation of transformations over generalized effects it is convenient to

redefine the scalar product via the bilinear form Φ(A ′,B′) over transposed trans-

formations. Therefore, we define the scalar product between generalized effects as
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follows

Φ〈B|A 〉Φ := Φ(B′, ς(A ′)). (1)

Notice how in this way one recovers the customary operator-like action of transfor-

mations from the left |C ◦A 〉Φ = |C ◦ A 〉Φ which follows from Φ〈C ◦ A |B〉Φ =

Φ(A ′◦C ′, ς(B′)). In the following we will equivalently write the entries of the scalar

product as generalized transformations or as generalized effects, with Φ〈A |B〉Φ :=

Φ〈A |B〉Φ, the generalized effects being the actual vectors of the linear factor space

of generalized transformations modulo informational equivalence.

For composition-preserving involution ( i. e. ς(B ◦A ) = Bς ◦A ς) one can easily

verify3 that A † := ς(A ′) works as an adjoint for the scalar product, namely

Φ〈C † ◦A |B〉Φ = Φ〈A |C ◦B〉Φ. (2)

In terms of the adjoint the scalar product can also be written as Φ〈B|A 〉Φ =

Φ|2(A † ◦B). The involution ς is composition-preserving if ς(T) = T namely if the

involution preserves physical transformations. Indeed, for such an involution one

can consider its action on transformations induced by the involutive isomorphism

ω → ως of the convex set of states S defined as ως(A ) := ω(ς(A )), ∀ω ∈ S, ∀A ∈
T. Consistency with state-reduction ως

A
(B) ≡ ωA ς (Bς) ∀ω ∈ S, ∀A ,B ∈ T is

then equivalent to ω(ς(B◦A )) = ω(Bς ◦A ς) ∀ω ∈ S, ∀A ,B ∈ T. The involution ς

of S is just the inversion of the principal axes corresponding to negative eigenvalues

of the symmetric bilinear form Φ of the faithful state.

The GNS construction and the C∗-algebra. By taking complex linear com-

binations of generalized transformations and defining ς(cA ) = c∗ς(A ) for c ∈ C,

we can now extend the adjoint to complex linear combinations of generalized trans-

formations, whose linear space will be denote by TC. On the other hand, we can

trivially extend the real pre-Hilbert space of generalized effects PR to a complex

pre-Hilbert space PC by just considering complex linear combinations of general-

ized effects. The complex algebra TC (that we will also denote by A) is now a

complex Banach algebra of transformations on the Banach space PC. We have now

a scalar product Φ〈A |B〉Φ between transformations, and an adjoint of transfor-

mations with respect to such scalar product. Symmetry and positivity imply the

bounding3
Φ〈A |B〉Φ ≤ ||A ||Φ||B||Φ, where we introduced the norm induced by the

scalar product ||A ||2Φ
.
= Φ〈A |A 〉Φ. From the bounding for the scalar product it

follows that the set I ⊆ A of zero norm elements X ∈ A is a left ideal, i. e. it

is a linear subspace of A which is stable under multiplication by any element of

A on the left ( i. e. X ∈ I, A ∈ A implies A ◦X ∈ I). The set of equivalence

classes A/I thus becomes a complex pre-Hilbert space equipped with a symmet-

ric scalar product. On the other hand, since the scalar product is strictly positive

over generalized effects, the elements of A/I are indeed the generalized effects, i. e.

A/I ' PC as linear spaces. Therefore, informationally equivalent transformations

A and B correspond to the same vector, and there exists a generalized transfor-

mation X with ||X ||Φ = 0 such that A = B + X , and || · ||Φ, which is a norm on
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PC, will be just a semi-norm on A. We can re-define anyway the norm on transfor-

mations as ||A ||Φ := supB∈PC,||B||Φ≤1 ||A ◦B||Φ. Completion of A/I ' PC in the

norm topology will give a Hilbert space that we will denote by HΦ. Such completion

also implies that TC ' A is a complex C∗-algebra ( i. e. satisfying the identity

||A † ◦A || = ||A ||2), as it can be easily proved by standard techniques.3 The fact

that A is a C∗-algebra—whence a Banach algebra—also implies that the domain of

definition of πΦ(A ) can be easily extended to the whole HΦ by continuity.

The product in A defines the action of A on the vectors in A/I, by associating

to each element A ∈ A the linear operator πΦ(A ) defined on the dense domain

A/I ⊆ HΦ as follows

πΦ(A )|B〉Φ
.
= |A ◦B〉Φ. (3)

Born rule. From the definition (1) of the scalar product the Born rule rewrites

in terms of the pairing ω(A ) = Φ〈πΦ(A )|πΦ(ω)〉Φ, with representations of states

πΦ(ω) = T̃ ω := T
′
ω/Φ(I ,T ω), and of effects πΦ(A ) = A

′ (see Ref. 3). Then, the

representation of transformations is ω(B ◦A ) = Φ〈B′|πΦ(A ς)|πΦ(ω)〉Φ.

References

1. G. M. D’Ariano, How to Derive the Hilbert-Space Formulation of Quantum Mechanics
From Purely Operational Axioms, work presented at the conference On the Present
Status of Quantum Mechanics held on 7-9 September 2005, Mali Losinj, Croatia, in
celebration of the 70th birthday of Gian Carlo Ghirardi. Also in quant-ph/0603011.

2. G. M. D’Ariano, Quantum Theory, Reconsideration of Foundations - 3, Va̋xjő, Sweden,
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In this paper we approach the question of the existence of a (x, p) phase space in a new
way. Rather than abandoning all hope of constructing such a phase-space for quantum
phenomena, we take aspects from both the Wigner-Moyal and Bohm approaches and
show that although there is no unique phase space, we can form ‘shadow’ phase spaces.
We then argue that this is a consequence of the non-commutative geometry defined by
the operator algebra.

Keywords: Quantum mechanics; Wigner–Moyal approach; Bohm model; Poisson defor-
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1. Introduction

Although Schrödinger’s original ‘derivation’ of his equation1originates from a modi-

fication of the classical Hamilton-Jacobi equation, the relation between the standard

formalism of quantum mechanics and classical mechanics has always been problem-

atical and not without controversy. The success of the Hilbert space formalism and

the interpretation of the wave function of a single particle as a probability amplitude

has had such predictive success that attempts to find a phase space description of

quantum phenomenon have generally been regarded as futile.

In spite of this, physicists often turn to the Wigner-Moyal approach, treating it

as a ‘semi-classical’ approach. Yet when Moyal’s origin paper2 is examined carefully3

one finds there is nothing semi-classical about it. It turns out that what is called

a ‘quasi-distribution function’ is in fact the density matrix expressed in terms of

an x − p variables. We will show that the x and p here are the mean values of a

cell constructed in classical phase space, whose size we eventually integrate over.4

They are not the position and momentum of the particle under consideration. It is

important to note that x and p are not operators but ordinary commuting variables.

Fortunately Moyal’s work has not been neglected by the mathematicians. They

have shown that Moyal’s results emerge from a deformed Poisson algebra with

Planck’s constant being used as the deformation parameter. This algebra reproduces

all the expectation values of quantum mechanics exactly from a distribution function
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ρ(x, p, t). This algebra has the added advantage that it contains classical mechanics

in the limit of an expansion in terms of ~ to O(~).

There is of course another phase space approach and that is one that I have

explored with David Bohm,56 This goes under the name de Broglie-Bohm although

I prefer to call it the Bohm approach because it differs in some significant ways from

the way de Broglie originally envisioned. Recently I was surprised to discover3 that

the defining set of equations for the Bohm interpretation are already contained in

the appendices of Moyal’s original paper.2 It turns out that in the x-representation,

the momentum variable p used in Bohm’s model is just the marginal momentum p in

the Moyal approach. One of the task’s of this paper is to bring out these connections

and to show that at the heart of the phase space approach is the dynamics that

depends on two equations, the Liouville equation and a new equation describing the

time evolution of the phase. It is this equation that becomes the classical Hamilton-

Jacobi equation in the expansion of the deformation algebra to O(~).

The second point I want to bring out is that if we exploit the Heisenberg matrix

mechanics so that we have a completely algebraic description of quantum phenom-

ena, we get exactly the operator analogues of the two equation mentioned in the

last paragraph. The significance of this result is that we now have a purely algebraic

description of the phase space and furthermore this description is non-commutative.

In this algebraic approach we are thus faced with a non-commutative structure.

To understand the significance of this for geometry we must recall the work of

Gel’fand.7 He showed that if one has a commutative algebra of functions, we can

either start with an underlying continuous manifold with an a priori topological and

metric structure and then derive the algebra governing the field equations. This is

the usual approach adopted in physics. Or one can start with the algebra and deduce

the properties of the underlying manifold. Provided the algebra is commutative there

is a dual relation between the field algebra and its underlying spatial support.

In quantum mechanics what we do have is a field algebra defined in terms of

the operators. Notice further that all the symmetries of the system are carried

by the operators. What we do not have is the properties of the manifold, i.e. the

phase space that can carry this algebraic structure. Can we obtain the properties

of this manifold from the algebra? This is where we hit a snag. If we have a non-

commutative structure then there is no single, unique underlying manifold. However

one can find shadow manifolds.7 You can construct these shadow manifolds by

projecting the algebra into a sub-space. Doing this is equivalent to projecting into a

representation of Hilbert space. What we will show is that the Bohm approach picks

out one of these shadow manifolds by choosing the x-representation. This particular

choice was a historical contingency, Bohm could have chosen another representation.

What one also finds is that the algebraic time dependent equations do not con-

tain the quantum potential explicitly. Recall it is this strange potential that carries

the non-local implications for entangled particles. However the potential re-appears

when we project onto the shadow manifold. Thus it is not an intrinsic property of

the quantum system but only arises from the projection. In this sense it shares a
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property with the gravitational potential which arises when the geodesics of curved

space-time are projected into a flat space-time. The big difference is that gravitation

is universal whereas each quantum potential only applies to its own group of entan-

gled particles. Particles not involved in this entanglement do not see the quantum

potential of this particular group.

2. The Moyal Approach

Rather than using Moyal’s starting point, let us follow Takasabsi8 and introduce a

two-point quantum density operator ρ(x1, x2, t) defined by

ρ(x1, x2, t) = ψ(x1, t)ψ
∗(x2, t) =

1

2π

∫
φ(p1, t)φ

∗(p2, t)e
− i

~
(x2p2−x1p1)dx1dx2 (1)

Then let us change co-ordinates, introducing X = (x2 + x1)/2; θ = x2 − x1 and

P = (p2 + p1)/2; τ = p2 − p1. Substituting we find

ρ(X, θ, t) =
1

2π

∫
φ∗(P − ~τ/2)e

iXτ
~ φ(P + ~τ/2)e

iP θ
~ dPdτ (2)

which we can write in the form

ρ(X, θ, t) =

∫
f(X,P, t)e

iP θ
~ dP. (3)

Thus we see that f(X,P, t), which is conventionally treated as a quasi-classical

distribution function in the Moyal approach, is actually the Fourier transform of

the quantum density matrix. Notice further that the variables X and P are the

mean values of a cell in phase space, not the co-ordinates of the single particle we

are considering.

Now to link up with quantum mechanics we replace Â(X̂, P̂ ) by A(X,P ) so that

mean values can be found from

〈Â〉 =

∫
A(X,P )f(X,P, t)dXdP. (4)

Here we have written

A(X,P ) =
1

(2π)2

∫
ψ∗(X − ~θ/2, t)Â(X̂, P̂ )e

iP θ
~ ψ(X + ~θ/2, t)dθ (5)

It should be stressed that no approximations have been made in this derivation

and consequently we get exactly the expectation values calculated from the standard

formalism. However the expression (4) looks like the classical method to derive

expectation values if we assume f(X,P, t) is a distribution function. But notice it

merely looks as if we have a classical theory but it is not a classical theory because

f(X,P, t) is the density matrix so it is not surprising to find it takes negative

values.9 Nevertheless we get the correct expectation values, thus the approach is

not an approximation to the quantum formalism, it is exact.
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3. Relation to the Bohm Approach

In Appendix 1 of Moyal’s original paper,2 a marginal expectation value for the

momentum is defined by

ρ(X)p =

∫
Pf(X,P, t)dP (6)

which for a wave function that can be written as ψ(X) = ρ1/2(X)eiS(X)/~ gives

p(X) =
∂S

∂X
(7)

This is just the expression that Bohm uses for his momentum. But there is more.

In Appendix 4, Moyal considers the transport equation for the probability den-

sity ρ and the momentum p. These are found from the time development equation

for f(X,P, t) which is derived by Moyal in the form

∂f(X,P, t)

∂t
= H(X,P )

[
2

~
sin

~

2

( ←−
∂

∂X

−→
∂

∂P
−
←−
∂

∂P

−→
∂

∂X

)]
f(X,P, t) (8)

where the arrows indicate the function which must be differentiated. Let us now

consider a particle in three-space and choose the Hamiltonian H(X,P) = 1
2mP2 +

V (X, t). Integrating equation (8) over p we find

∂ρ

∂t
+
∑

i

∂

∂Xi

(
ρ

m

∂S

∂Xi

)
= 0 (9)

which is just the conservation of probability equation used in the Bohm model.

Let us now work out the transport equation for p. This is obtained by multiplying

equation (8) by Pk and integrating over Pk to give

∂

∂t
(ρP ) +

∑

i

∂

∂Xi

(
ρPk

∂H

∂Xi

)
+ ρ

∂H

∂Xk
= 0 (10)

If we now substitute from equation (7) and use

P 2
i −

(
P i

)2

= −~2

4

∂2ρ

∂X2
i

(11)

we find

∂

∂Xk

[
∂S

∂t
+H − ~2

8mρ

∑

i

∂2ρ

∂X2
i

]
= 0 (12)

If we write ρ = R2, equation (12) is equivalent to

∂S

∂t
+

1

2m
(∇S)2 + V − ~2

2m
∇2R/R = 0 (13)

which is just the quantum Hamilton-Jacobi used as a basis for the Bohm ap-

proach.6,10 Using ρ = R2 in equation (11) gives

PiPk − PiPk =
~2

2

∂

∂X2
k

[
∂2R

∂X2
i

/R

]
(14)
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Thus we see that the quantum potential Q = ∂2R
∂X2

i

/R arises from the dispersion of

the momentum when we use the position representation.

All of this gives a different insight into the the Bohm model showing that it is

an intrinsic part of the quantum formalism even when we approach the formalism

from the Moyal point of view.

4. The Star-Product and Its Properties

The algebra behind the Moyal structure is known as the Poisson deformation algebra

(See Chari and Pressley11), an algebra based on new star-product defined by

A(x, p) ? B(x, p) := A(x, p) exp

[
i~

2

( ←−
∂

∂X

−→
∂

∂P
−
←−
∂

∂P

−→
∂

∂X

)]
B(x, p) (15)

This Moyal product is non-commutative so that we can from two brackets that

play a key role in the Wigner-Moyal approach. The first is the anti-symmetric Moyal

bracket defined by

{A(x, p), B(x, p)}MB =
A ? B −B ? A

i~
(16)

and the other is the symmetric Baker bracket12

{A(x, p), B(x, p)}BB =
A ? B +B ? A

2
(17)

These brackets are the analogues of the commutator and the anti-commutator,

better known in mathematical circles as the Jordon product. We can write these

brackets as

{A,B}MB = A(x, p)

[
2

~
sin

~

2

(←−
∂

∂x

−→
∂

∂p
−
←−
∂

∂p

−→
∂

∂x

)]
B(x, p) (18)

and

{A,B}BB = A(x, p)

[
cos

~

2

(←−
∂

∂x

−→
∂

∂p
−
←−
∂

∂p

−→
∂

∂x

)]
B(x, p) (19)

Expanding in powers of ~ to order ~2 we find

{A,B}MB = {A,B}PB +O(~2) ≈
[
∂A

∂x

∂B

∂p
− ∂A

∂p

∂B

∂x

]
(20)

where the bracket on the RHS is the Poisson bracket. Similarly expanding (17) we

find

{A,B}BB = AB +O(~2) (21)

Thus we see that the Moyal approach has a very natural classical limit. There is

no need to appeal to decoherence to reach the classical limit. Processes with high

values of action naturally behave classically.
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5. Time Dependent Equations in the Moyal Approach

Let us now examine the time evolution from a different point of view from that used

by Moyal.2 We take as our starting point the work of Fairlie and Manogue13 and

write down the analogues to the Schrödinger equation and its complex conjugate.

These are

H ? f =
i

2π

∫
dθe−

ipθ
~

[
ψ∗(x− ~θ/2, t)

∂ψ(x+ ~θ/2, t)

∂t

]
(22)

and

f ? H =
i

2π

∫
dθe−

iθp
~

[
∂ψ∗(x− ~θ/2, t)

∂t
ψ(x+ ~θ/2, t)

]
(23)

If we take the difference between these two equations we find

∂f

∂t
+ {f,H}MB = 0 (24)

which is just equation (8). In the limit of O(~2), this equation becomes the usual

classical Liouville equation

∂f

∂t
+ {f,H}PB = 0 (25)

where we find the Poisson bracket has replaced the Moyal bracket.

We can now explore the result of adding the two equations. We now obtain the

equation

{H, f}BB = H ? f + f ? H =

i

2π

∫
dθe−

iηp
~

[
ψ∗(x− ~θ/2, t)

∂ψ(x+ ~θ/2, t)

∂t

]

− i

2π

∫
dθe−

iθp
~

[
−∂ψ

∗(x − ~θ/2, t)

∂t
ψ(x+ ~θ/2, t)

]
(26)

If we try to simplify by writing ψ = ReiS/~ we find the RHS of (26) can be written

as [
ψ∗ ∂ψ

∂t
− ∂ψ∗

∂t
ψ

]

=

[
1

R(x+ ~θ/2)

∂R(x+ ~θ/2)

∂t
− 1

R(x− ~θ/2)

∂R(x− ~θ/2)

∂t

]
ψ∗ψ

+
i

~

[
1

S(x+ ~θ/2)

∂S(x+ ~θ/2)

∂t
− 1

S(x− ~θ/2)

∂S(x− ~θ/2)

∂t

]
ψ∗ψ (27)

This still looks a very messy result but if we go to the limit O(~2), we find
[
ψ∗ ∂ψ

∂t
− ∂ψ∗

∂t
ψ

]
→ −∂S

∂t
f +O(~2) = 0 (28)

and since the Baker bracket becomes the product, we have

∂S

∂t
+H = 0 (29)
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which is just the classical Hamilton-Jacobi equation. Thus we see that the Poisson

deformation algebra contains both the classical Liouville equation and the classical

Hamilton-Jacobi equations as limiting equations of the Schrödinger equation and

its dual.

6. The Operator Formalism

If we examine the quantum Hamilton-Jacobi equation (8) which forms one of the

defining equations of the Bohm approach, we see that we obtain the classical limit

by putting the quantum potential to zero. This suggests that there must be some

relation between equation (8) and equation (26). To bring this connection out fur-

ther let us recall that it is the operator equations that have a similar form to the

classical equations. For example, Hamilton’s equations of motion can be written in

the form

ẋ = {x,H}PB ṗ = {p,H}PB (30)

while the corresponding equation of motion in the Heisenberg picture are expressed

in terms of the commutator, viz

i~
˙̂
X = [X̂, Ĥ ] i~

˙̂
P = [P̂ , Ĥ ] (31)

so it is necessary to look for operator equations which are of the same form as equa-

tions (24) and (26). These equations will be expressed in terms of the commutator

and the anti-commutator. In fact these equations have been found in Brown and

Hiley,14 and Hiley.3 These equations are

i~
∂ρ̂

∂t
+
[
ρ̂, Ĥ

]
−

= 0 ρ̂
∂Ŝ

∂t
+

1

2

[
ρ̂, Ĥ

]
+

= 0 (32)

Here ρ̂ is the density operator and Ŝ is the phase operator. To obtain these equations

the wave function have been replaced by an element of the left (right) ideal so that

the wave function is replaced by a ‘wave operator’a.

The first equation in (32) is just the quantum Liouville equation giving rise

to the conservation of probability equation. The second equation is the operator

form of the equation involving the Baker bracket (17). It should be noticed that

this equation should be the operator analogue of of the quantum Hamilton-Jacobi

equation (13) but notice there is no explicit expression for the quantum potential.

The quantum arises when we project the equation into a sub-space.

Suppose we chose the projection operator Px = |x〉〈x| then the first equation,

the quantum Liouville equation, becomes

∂P

∂t
+∇

(
P
∇S
m

)
= 0 (33)

aThis wave operator is expressed in terms of a polar decomposition3
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which is just the conservation of probability equation (9). The second equation

becomes

∂S

∂t
+

1

2m
(∇S)2 + V − ~2

2mR
∇2R (34)

This is just the quantum Hamilton-Jacobi equation (13) where the quantum poten-

tial appears explicitly.

In section 3 we showed that these equations were obtained from a marginal

distribution found by averaging over the momentum P . In the operator approach

they are obtained by projecting into the x-representation. We could equally have

taken the marginal distribution by integrating over the position X . It can be shown

that this is equivalent to a projection into the p-representation. In this case we get a

corresponding formalism in p-space including a quantum Hamilton-Jacobi equation

with a corresponding quantum potential. Thus we have complete x−p symmetry in

the Bohm model, removing one of Heisenberg’s original objections15 to the model,

namely, the apparent lack of this symmetry in Bohm’s original approach.10

Thus we have a complete correspondence between the equations of motion de-

rived from the Poisson deformation algebra and those obtained from the operator

algebra. Furthermore we see that there is an additional equation to the Liouville

equation which appears to have received scant attention13

7. Conclusion

In this paper we have brought out some of the deeper connections between the

Wigner-Moyal approach, the Bohm approach and the Heisenberg-type algebra of

operators. These approaches are, in fact, different aspects of the same mathematical

structure, each emphasising a different features of this structure.

The Moyal algebra (Poisson deformation algebra) constructs aX−P phase space

where X and P are mean co-ordinates of a pair of points in classical phase space.

In this sense it is essentially a bilocal model. This fits comfortably with the notion

of quantum cells or ‘quantum blobs’ in phase space suggested by several authors

including de Gosson.4 The Bohm model appears in the Moyal algebra as a result of

forming a marginal distribution which produces a mean momentum, p, which can

be identified with the Bohm momentum. This marginal distribution produces what

looks like a classical phase space provided it is supplemented with the quantum

potential.

We also show how a purely algebraic approach, exploiting the algebra of oper-

ators, produces dynamical equations of motion in terms of operators which have

the same form as those produced in the Moyal algebra. In this operator algebra

approach, the Bohm model arises from a projection into an algebraic sub-space,

which seem to be playing a role similar to the marginal distributions in the Moyal

theory.

Finally I want to suggest that we can perhaps make more sense of all this if we

adopt what I call the Gel‘fand approach. Here rather than starting with an a priori
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given phase space manifold, we use the algebra of operators to abstract the under-

lying manifold. This works beautifully when the algebra is commutative but not

when in is non-commutative. In this case there is no unique underlying manifold,

but we are forced to introduce the concept of “shadow manifolds”. This seems to

be exactly what is happening when we project the algebraic form of the dynamical

equations into a sub-algebra, the choice of the projection determining which shadow

manifold is being chosen. All this supports the notion that the geometry underly-

ing quantum mechanics is a non-commutative geometry.16 It fits neatly into the

philosophical framework of the implicate/explicate order introduced by Bohm.17
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1. Introduction

During last one hundred years people have been extremely curious why there ex-

ist two kinds of physical phenomena, so called classical and quantum, which are

described by so different mathematical models, namely, by classical statistical me-

chanics1 and quantum mechanics.2 The first model is heuristically very natural.

It does not induce the feeling of mysteries. One need not change philosophy and

even logic. The second one is really mysterious (especially, for the Copenhagen

or many worlds interpretations). It generated new “quantum philosophy”3,,4 and

even new logic – quantum logic. Some people like mysteries, some like idealistic

philosophy. For them quantum mechanics was the great domain of presentation

of their views. For instance, N. Bohr and W. Heisenberg were under influence of

idealistic philosophy long before starting quantum investigations. They were happy

that quantum formalism provided so nice possibility to express their very special

philosophic views. On the other hand, not everybody was lucky to share views of

Bohr5 and Heisenberg.6 A rather large group of scientists rejected the Copenhagen

interpretation. They were permanently looking for a better explanation of relation

between classical and quantum mechanics. We can mention Einstein, De Broglie,

Schrödinger, Lande, Bohm, Nelson, Accardi and at the present conference – San-

tos, Hiley, ’t Hooft, Cetto, Cole, de la Peña, Hess, Nieuwenhuizen, Khrennikov and
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some others. During many years the strategy of the Copenhagen party was based

on proving various “no-go”theorems. The first one was von Neumann’s theorem.2

Now days the most popular is Bell’s theorem. There is no problem if one interpret

the “no-go”-activity as an attempt to support idealistic philosophy by using math-

ematics. Unfortunately, mathematical “no-go” theorems are interpreted as kinds of

physical statements about nature. In7 we emphasized that the “no-go”-activity is

more or less meaningless, because nobody knows how a possible coupling between

classical and quantum models should look out. Every author (starting with von

Neumann) first proposed his own picture of classical-quantum relation and then

proved that his picture contradicted to the mathematical formalism of quantum

mechanics. Each new generation of “no-go”-researchers started with sharp critique

of rules for classical-quantum relation which were established by the previous gen-

eration. For instance, Bell strongly criticized assumptions which were done by von

Neumann, Gleason, Jauch and Piron. After distraction of the previous pictures of

classical-quantum correspondence, J. Bell created his own picture (which was also

criticized by many authors, see, e.g.8−16). We can conclude that, in spite of all “no-

go” theorems (those that have already been proved and those that will be proved in

future), we can expect creation of prequantum classical-like models. On one hand,

such models would demystify quantum mechanics. On the other hand, (and this is

more important) they would give us the possibility to go beyond quantum mechan-

ics and give new experimental predictions which would violate quantum mechanical

laws. Of course, a possibility of violation of quantum laws is considered as non-

sense by the majority of quantum community. Typically it is pointed out that these

laws have been confirmed by many experiments during the last hundred years. As

a counterargument, I can say that laws of Newtonian mechanics were confirmed by

the huge number of experiments (in particular, in our common day life) and during

three hundred years nobody could even imagine that these laws could be violated.

I think that as any mathematical model quantum mechanics is an approximative

model of reality and soon or later we shall approach a technological level giving the

possibility to go beyond the quantum approximation.

Of course, we all know that quantum mechanics is a nonrelativistic approxima-

tion of quantum field theory (it is well known that relativistic quantum mechanics

is not a well possed model). But we do not discuss at the moment relation relativis-

tic/nonrelativistic. We discuss relation between quantum and classical probabilistic

laws. We would like to say that there is only one randomness - the classical ensemble

randomness and the quantum random behavior might be reduced to the classical

one (in contrast to views of e.g. von Neumann2).

We are not saying that something is wrong in quantum mechanics by itself.

It works well in its domain of application. The problem is that it pretends to be

a complete theory and that it is forbidden go beyond it. Any theory should be

quantized, i.e., to have its quantum version at the top-stage of its development.

For example, huge population of physicists are looking for such a thing as quantum

gravity. However, if one rejects pretensions on completeness of quantum mechanics,
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it becomes quite doubtful that quantum gravity (as a physical theory and not a

mathematical model) should exist at all. If gravity by itself provides a deeper level

of the mathematical description of nature than quantum mechanics, then there are

no reasons to quantize gravity.

We can mention a few prequantum classical-like models: De Broglie double solu-

tion model,19 Bohmian mechanics,20 Bohm-Vigier stochastic mechanics,20 Nelson’s

stochastic mechanics,21 SED22−,25 ’t Hooft’s deterministic prequantum mechan-

ics.26 We emphasize that all stochastic models are of the random field type.

In previous publications7,17,18 we constructed a kind of theory with hidden vari-

ables – Prequantum Classical Statistical Field Theory (PCSFT). The role of hidden

variables was played by classical fields. As well as mentioned models, PCSFT is a

random field model. Since the corresponding phase space of classical fields has the

infinite dimension, the model was quite complicated from the mathematical view-

point. It was based on integration over the infinite dimensional Hilbert space with

respect to Gaussian measures. In this note we consider a finite dimensional illustra-

tion for PCSFT. To simplify model even more, we start our considerations with a

toy model of quantum mechanics over the reals and only then we proceed to complex

(finite dimensional) quantum mechanics. Now phase space has a finite dimension,

all integrals are usual Gaussian integrals. It becomes completely evident that quan-

tum mechanics can be considered as just a simple algorithm for approximation of

Gaussian integrals. Interpretational questions for PCSFT were discussed in7,17,.18

2. Finite Dimensional Quantum Mechanics

2.1. Quantum mechanics over real numbers

We shall use a toy model of quantum mechanics which based on the real space.

Statistical features of the correspondence between a prequantum classical statistical

model and quantum mechanics are more evident for this toy model. Denote the

algebra of all (m×m) real matrices by the symbol M (r)(m). We denote by D(r)(m)

the class of nonegative symmetric trace-one matrices ρ ∈ M (r)(m). We call them

“density operators.” We denote by L
(r)
s (m) the class of all symmetric matrices. In

the quantum model (for the m-dimensional real space) statistical states (describing

ensembles of systems prepared for measurement) are represented by density matrices

and quantum observables by matrices belonging L
(r)
s (m). The quantum average of

an observable A ∈ L(r)
s (m) with respect to a statistical state ρ ∈ D(r)(m) is given

by the von Neumann trace class formula:2

< A >ρ= Tr ρA. (1)

In the operator representation observables and density matrices are correspond-

ing classes of R-linear operators. Denote the quantum model by N
(r)
quant =

(D(r)(m), L
(r)
s (m)).

If m = 1, then quantum observables are given by real numbers (operators of

multiplication by real numbers on the real line) and there is only one statistical
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state ρ = 1. Here < A >ρ= ρA = A.

2.2. Quantum mechanics over complex numbers

Denote the algebra of all (m×m) complex matrices by the symbol M (c)(m). We de-

note by D(c)(m) the class of nonegative symmetric trace-one matrices ρ ∈M (c)(m).

We call them “density operators.” We denote by L
(c)
s (m) the class of all symmetric

matrices. In the quantum model (for the m-dimensional complex space) statistical

states (describing ensembles of systems prepared for measurement) are represented

by density matrices and quantum observables by matrices belonging L
(c)
s (m). The

quantum average is given2 by (1). In the operator representation observables and

density matrices are corresponding classes of C-linear operators. Denote the quan-

tum model by N
(c)
quant = (D(c)(m), L

(c)
s (m)).

If m = 1, then quantum observables are given by real numbers (operators of

multiplication by real numbers on the complex plane) and and there is only one

statistical state ρ = 1. Here < A >ρ= ρA = A.

3. Illustration for the von Neumann Trace–Class Formula in the

One Dimensional Case

States of systems are represented by real numbers, q ∈ Q = R. Ensembles of such

systems are described by probability measures on the real line, statistical states.

We consider a special class of preparation procedures. They produce ensembles of

systems described by Gaussian probability distributions on Q having the zero mean

value and dispersion

σ2(µ) = α+O(α2), (2)

where as always |O(α2)| ≤ Cα2 for some constant C and a sufficiently small α.

The crucial point is that α is a small parameter of our model. Denote this class of

probability distributions by the symbol SαG(Q).

For a probability µ ∈ SαG(Q), we have: dµ(q) = e
−q2

2(α+O(α2)) dq√
2π(α+O(α2))

. We recall that,

for a probability with the zero mean value, its dispersion is given by

σ2(µ) =
1√

2π(α+O(α2))

∫ ∞

−∞
q2e

−q2

2(α+O(α2)) dq. (3)

As was already pointed out, we consider α as a small parameter. Therefore Gaussian

probability distributions are very sharply concentrated around the point q0 = 0. By

using the terminology of functional analysis we say that {µ ≡ µ(α)} is a δ-family:

limα→0 µ(α) = δ in the sense of theory of distributions.

In the approximation α = 0 all systems are located at a single point, namely, q0.

However, a finer description (in that α can not be neglected) provides the picture of

Gaussian bells concentrated nearby q0. We remark that in average a system cannot

go far away from q0. By using the Chebyshov inequality one obtain for any C > 0 :
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µ{q : |q| > C} ≤ α+O(α2)
C2 → O,α → 0. But the probabilistic inequality does not

exclude the possibility that some system could move far from q0 (of course, with a

small probability).

We also introduce a class of physical variables in the classical statistical model

under consideration: a) f ∈ C∞(R), a smooth function; b) f(0) = 0; c) |f (4)(q)| ≤
cfe

rf |q|, cf , rf ≥ 0. Denote this functional space by the symbol V(Q), Q = R. a

We defined the following classical statistical model on the real line: 1) states

of systems are real numbers; 2) statistical states (ensembles of systems) are rep-

resented by Gaussian probabilities having zero average and dispersion σ2(µ) =

α + O(α2), α → 0; 3) physical variables are smooth functions with exponentially

growing fourth derivative which map zero into itself. We denote this model by

Nα
class = (SαG(Q),V(Q)).

As always in classical statistical physics, the average of a physical variable f ∈
V(Q) with respect to an ensemble of systems which is described by a probability

µ ∈ SαG(Q) is given by the integral:

< f >µ=
1√

2π(α+O(α2))

∫ ∞

−∞
f(q)e

−q2

2(α+O(α2)) dq. (4)

Since α is a parameter of the model, we can consider averages as functions of

α :< f >µ≡< f >µ (α). We are interested in the asymptotic expansion of averages

when α→ 0. In particular, such an asymptotic expansion will give us the possibility

to calculate averages approximately. Let f ∈ V(Q) and let µ ∈ SαG(Q). Then

< f >µ (α) =
α

2
f ′′(0) +O(α2). (5)

To prove this asymptotic equality, we first make the scaling of the state variable:

q = σ(µ)x (6)

We have:

< f >µ (α) =
1√
2π

∫ ∞

−∞
f(σ(µ)x)e

−x2

2 dx. (7)

We now expand f(σ(µ)x) by using the fourth order Taylor formula with the integral

remainder,

< f >µ (α) =
σ2(µ)

2
f ′′(0) (8)

+
σ4(µ)

4!
√

2π

∫ ∞

−∞
x4
(∫ 1

0

(1− θ)3f (4)(σ(µ)xθ)dθ
)
e

−x2

2 dx.

aThe restriction to the growth of the fourth derivative will be used when we shall consider the
Taylor expansion of f up two the fourth term. The exponential growth implies integrability with
respect to any Gaussian measure.
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We recall that for a Gaussian measure with zero mean value all odd momenta are

equal to zero. This is an important point of our considerations. This imply that the

first nonzero contribution to the classical average is given by the second derivative

– quadratic term. Disappearance of the third order term implies the asymptotics

O(α2). We now estimate the remainder to obtain this asymptotics:

|R(f, µ)| ≤ Cσ4(µ)

4!
√

2π

∫ ∞

−∞
x4
(∫ 1

0

(1− θ)3erσ(µ)|x|θdθ
)
e

−x2

2 dx.

Since we consider α as a small parameter, we can assume that |σ(µ)| ≤ 1 in the

exponential function. Thus: |R(f, µ)| ≤ C ′σ4(µ)
∫∞
−∞ x4er|x|−

x2

2 dx. Since σ2(µ) =

α+O(α2), we have that R(f, µ) = O(α2), α→ 0.

We consider the dispersion σ2(µ) as the intensity of fluctuations in the en-

semble of systems. We define the relative average with respect to the intensity of

fluctuations by normalizing the average by the main term – namely, α – in the in-

tensity of fluctuations: 〈f〉µ =
<f>µ

α . Then 〈f〉µ = f ′′(0)
2 +O(α), and in particular,

limα→0〈f〉µ(α) = f ′′(0)
2 .

We have shown that f ′′(0)
2 gives the approximation of the (classical) relative

average. The precision of such an approximation is α. If the level of development

of measurement technology is such that all contributions of the magnitude α are

neglected in measurements, then averages can be calculated by using the following

simple rule:

〈f〉approx
µ =

[< f >µ
σ2(µ)

]approx

=
f ′′(0)

2
. (9)

At the first sight such averages have nothing to do with classical averages given by

integrals. There could be even presented an interpretation of physics claiming that

rules of classical probability theory are violated and relating the exotic rule (9) for

calculating of averages to special features of systems under consideration (and not

to a special approximation procedure for averages).

Finally, we remark that calculation of averages by (9) is essentially simpler than

classical probabilistic averages given by Lebesgue integrals.

4. Finite Dimensional Quantum Mechanics Over Reals as an

Approximative Theory

States are vectors q ∈ Q = Rm; statistical states are Gaussian distributions with the

zero mean value and dispersion σ2(µ) = α+O(α2). Denote this class of probabilities

by the symbol SαG(Q). We introduce the scalar product and norm on Q : (ξ, q) =∑m
j=1 ξjqj and ‖q‖2 =

∑m
j=1 q

2
j . If a Gaussian measure µ is nondegenerate (so the

measure of any open set is positive), then

dµ(q) =
e−

1
2 (B−1q,q) dq√
(2π)m detB

,
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where B is a positive operator (we consider everywhere only Gaussian measures

with zero mean values). If µ ∈ SαG(Q) and nondegenerate, then

σ2(µ) =
1√

(2π)m detB

∫

Rm

‖q‖2 e− 1
2 (B−1q,q) dq = α+O(α2).

In the general case the easiest way to define a Gaussian measure is to use its Fourier

transform:

µ̃(ξ) =

∫

Rm

ei(ξ,q) dµ(q) = e−
1
2 (Bq,q),

where B = cov µ is the covariation operator:

(Bξ1, ξ2) =

∫

Rm

(ξ1, q) (ξ2, q) dµ(q).

We remark that by definition a covariation operator is positively defined and sym-

metric. Let µ be a Gaussian measure with the zero mean value and let A be a

symmetric operator. Then
∫

Rm

(Aq, q) dµ(q) = Tr BA,

where B = cov µ. To obtain this formula, we just expand the quadratic form (Aq, q)

with respect to an orthonormal basis. In particular, we have (by choosing A = I)

that the dispersion can be represented in the trace-form:

σ2(µ) =

∫

Rm

‖q‖2 dµ(q) = Tr B.

Thus, for µ ∈ SαG(Q), Tr cov µ = α + O(α2). We now define a class of physical

variables – V(Q) : a) f ∈ C∞(Rm); b) f(0) = 0; c) ‖f (4)(q)‖ ≤ cferf‖q‖, cf , rf ≥ 0.

Thus we have defined the following classical statistical model:

Nclass = (SαG(Q),V(Q)).

As in the one dimensional case by using scaling and the Taylor formula, we

obtain:

< f >µ (α) =
σ2(µ)

2
Tr ρf ′′(0) (10)

+
σ4(µ)

4!

∫

Rm

(∫ 1

0

(1− θ)3 f (4)(σ(µ)xθ)(q, q, q, q) dθ
)
dµscal(x),

where µscal is a normalized Gaussian measure – the image of µ under the scaling

(6). This implies:

< f >µ (α) ≡
∫

Rm

f(q) dµ(q) =
α

2
Tr ρf ′′(0) + O(α2), (11)

where ρ is a density operator; in fact, ρ = cov µscal.
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As in the one-dimensional case, we introduce the relative average:

〈f〉µ ≡
< f >µ

α
.

Then

〈f〉µ =
1

2
Tr ρ f ′′(0) + O(α). (12)

Thus if one neglects by terms of the magnitude α, it is possible to use the

following approximative calculus of averages: 〈f〉approx
µ = 1

2Tr ρA, where A = f ′′(0)

and ρ = cov µscal. This is nothing else than the von Neumann trace formula for

quantum averages, see (1). To proceed more formally, we consider maps:

T : SαG(Q)→ D(r)(m), ρ = T (µ) = cov µscal; (13)

T : V(Q))→ L(r)
s (m)), A = T (f) = f ′′(0) (14)

(we recall that Hessian is always a symmetric matrix). The maps (13), (14) project

the classical statistical model Nclass = (SαG(Q),V(Q)) onto the quantum model

N
(r)
quant = (D(r)(m), L

(r)
s (m)) in such a way that classical and quantum averages are

coupled by the asymptotic equality:

〈f〉µ =
1

2
< T (f) >T (µ) +O(α). (15)

5. Prequantum Phase Space – the Two Dimensional Case

In previous sections we considered the prequantum toy model in that the phase

space structure was not taken into account. The corresponding quantum model

was over the reals. On the other hand, physical reality is described by the classical

phase space mechanics and the complex quantum mechanics. We shall see that it

is possible to create a prequantum phase space model reproducing the complex

quantum mechanics. The crucial point is that classical variables and statistical

states – functions and measures on phase space – should be invariant with respect

to a special group of transformations of phase space.

This fundamental prequantum group is very simple – the special orthogonal group

SO(2), the group of rotations of phase space.

States of systems are now represented by points ψ = (q, p) ∈ Ω = Q × P,

where Q = P = R. Here the q is the position and the p is momentum, so Ω

denotes phase space. Statistical states are represented by Gaussian SO(2)-invariant

measures having zero mean value and dispersion

σ2(µ) = 2α+O(α2); (16)

physical variables are by SO(2)-invariant maps, f : Ω→ R, which satisfy conditions

a), b), c) specifying variables in the real case. Denote these classes of measures and

functions, respectively, SαG(Ω|SO(2)) and V(Ω|SO(2)).
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The appearance of the factor 2 has the following motivation: there are two

contributions into fluctuations – fluctuations of positions and momenta. We shall

see that they are equally distributed. Therefore it is natural to consider as a small

parameter of the model the dispersion of e.g. the q-fluctuations (which equals to

the dispersion of the p-fluctuations).

We consider the classical model Nclass = (SαG(Ω|SO(2)),V(Ω|SO(2)). As in the

real case, we can obtain the asymptotic expansion of the classical averages, see

(12). However, in quantum mechanics we consider the complex structure. We would

like to recover it in our classical model. To do this, we shall study in more detail

properties of classical probabilities and variables.

A measure µ is invariant if for any u ∈ SO(2) :
∫
R2 f(uq)dµ(q) =

∫
R2 f(q)dµ(q).

For a Gaussian measure µ with the covariation matrix B, this is equivalent to the

condition: [u,B] = 0, u ∈ SO(2).

Let f be a two times differentiable invariant map, so f(uψ) = f(ψ), for any

u ∈ SO(2). By representing u = uθ =

(
cos θ − sin θ

sin θ cos θ

)
, we have that f(cos θq −

sin θp, sin θq + cos θp) = f(q, p). This is a rather strong constraint determining

a very special class of maps. In particular, we obtain: u∗∇f(uψ) = ∇f(ψ) and

u∗f ′′(uψ)u = f ′′(ψ). Hence u∗∇f(0) = ∇f(0) for any rotation, and thus ∇f(0) = 0

and [f ′′(0), u] = 0, u ∈ SO(2).

It is convenient to introduce the commutator of the set SO(2) in the algebra of

all two by two matrices M (r)(2) :

SO′(2) = {A ∈M (r)(2) : [A, u] = 0, u ∈ SO(2)}
We remark that a generator of SO(2) can be chosen as the symplectic operator:

J =

(
0 1

−1 0

)
. Therefore the commutator of SO′(2) coincides with the commutator

of J : {J}′ = {A ∈M (r)(2) : [A, J ] = 0}.
Let µ ∈ SαG(Ω|SO(2))and let f ∈ V(Ω|SO(2)). Then B = cov µ and A = f ′′(0)

belong to SO′(2).

We note that a matrix A belongs to the commutator SO′(2) iff A =

(
R −S
S R

)
.

If A is also symmetric, then it is diagonal: A =

(
R 0

0 R

)
. In particular, its trace is

given by TrA = 2R.

Thus if µ ∈ SαG(Ω|SO(2)), then its covariation matrix is diagonal B =

(
b 0

0 b

)
,

where 2b = α + O(α2). Fluctuations of the coordinate q and the momentum p

are independent and equally distributed: dµ(q) = 1
2πb exp{− q2+p22b }dq. Denote the

marginal distributions of µ by the symbols µq and µp, respectively. Then

σ2(µq) =
1√
2πb

∫ +∞

−∞
q2 e−

q2

2b dq = σ2(µp) =
1√
2πb

∫ +∞

−∞
p2 e−

p2

2b dp.

Hence σ2(µq) = σ2(µp) = 1
2σ

2(µ) = α+O(α2).
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We are now completely ready to recover the complex structure of quantum

mechanics. Any matrix belonging the commutator SO′(2) can be represented in the

form: A = R I + S (−J). By mapping I into 1 and (−J) into i we obtain a map

of the commutator SO′(2) onto the set of complex numbers C :

j : SO′(2)→ C, z = j(A) = R+ iS. (17)

This is the isomorphism of two fields. In particular, a symmetric matrix A =(
R 0

0 R

)
is represented by the real number j(A) = R. This is the operator of multi-

plication by R. The trace of this operator in the one dimensional complex space C

(with the scalar product, (z, w) = zw̄) equals R. We have:

Tr A = 2Tr j(A), (18)

where at the left-hand side we have the real trace and at the right-hand side –

the complex trace. Now we can write the basic asymptotic equality for averages in

the complex form. In the funny way the Taylor factor 1
2 disappears through the

transition from the real to complex structure, see (18).

Let f ∈ V(Ω|SO(2)) and let µ ∈ SαG(Ω|SO(2)). Then

< f >µ (α) ≡
∫

R2

f(q, p) dµ(q, p) = α j(f ′′(0)) +O(α2). (19)

To prove this asymptotic equality, we make the scaling of the state variable:

ψ =
σ(µ)√

2
Ψ (20)

Then the image of µ is again a Gaussian measure, say µscal, having the dispersion

σ2(µscal) = 2. Set D = cov µscal. In the two dimensional case D =

(
1 0

0 1

)
and

Tr D = 2. We now have: < f >µ (α) = σ2(µ)
4 Tr D f ′′(0) + O(α2). Thus < f >µ

(α) = σ2(µ)
2 j(D) j(f ′′(0)) + O(α2). Finally, we note that in the two dimensional

case: j(D) = 1. Thus we obtain: < f >µ (α) = σ2(µ)
2 j(f ′′(0)) + O(α2), and hence

(19).

We recall that in the one dimensional quantum mechanics there is just one “den-

sity matrix”, namely, ρ = 1 ∈ R. It is convenient to consider the renormalization of

averages by the main term in the intensities of fluctuations of the coordinate and

momenta: 〈f〉µ =
<f>µ

α . Then we get: 〈f〉µ(α) = j(f ′′(0)) +O(α).

6. Prequantum Phase Space for Finite Dimensional Quantum

Mechanics

States of systems are now represented by points ψ = (q, p) ∈ Ω = Q × P, where

Q = P = Rm. Here the q = (q1, ..., qn) is the position and the p = (p1, ..., pn) is

momentum, so Ω denotes phase space. Let us consider the canonical representation
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of the group SO(2) in the phase space Ω = Q× P : u = uθ =

(
cos θ I − sin θ I

sin θ I cos θ I

)
,

where I is the unit matrix from M (r)(m). The corresponding group of R-linear

operators (or 2m× 2m matrices) we denote by the symbol SOm(2).

The classical modelNclass = (SαG(Ω|SOm(2)) and V(Ω|SOm(2)) in defined in the

same way as in the two dimensional case. A Gaussian measure is invariant iff its co-

variation operator belongs to the commutator SO′
m(2) = {A ∈M (r)(2m) : [A, u] =

0, u ∈ SOm(2)}. If a smooth function f is invariant then all its odd derivatives equal

to zero and the second derivative belong to the SO′
m(2). A matrix A ∈ SO′

m(2) if it

has the same block structure as was considered in section 5: here R,S ∈ M (r)(m).

In contrast to the two dimensional case a symmetric matrix from SO′
m(2) can be

nondiagonal: here R∗ = R and S∗ = −S.
There is a natural map (generalizing the map j : SO′(2) → C) of the commu-

tator SO′
m(2) onto the set of complex matrices M (c)(m) :

j : SO′
m(2)→M (c)(m), z = j(A) = R+ iS. (21)

This is the isomorphism of two rings. Symmetric matrices are mapped onto symmet-

ric matrices. Let us denote real and complex conjugations by ∗ and ?, respectively.

We have (R+ iS)? = R∗ − iS∗ = R+ iS.

Let f ∈ V(Ω|SOm(2)) and let µ ∈ SαG(Ω|SOm(2)). Then

< f >µ (α) = α Trρ j(f ′′(0)) + O(α2), (22)

where ρ ∈ D(c)(m). We now modify the classical→ quantum projections, (13), (14),

to make them consistent with the complex structure:

T : SαG(Ω)→ D(c)(m), ρ = T (µ) = j(cov µscal) (23)

(here the measure µscal is the image of µ under scaling (20));

T : V(Q))→ L(c)
s (m)), A = T (f) = j(f ′′)(0) (24)

The maps (23), (24) project the classical statistical model Nclass = (SαG(Ω|SOm(2))

and V(Ω|SOm(2)) onto the quantum model N
(c)
quant = (D(c)(m), L

(c)
s (m)) in such a

way that classical and quantum averages are coupled by the asymptotic equality:

〈f〉µ =< T (f) >T (µ) +O(α).

Conclusion. Quantum mechanics with finite dimensional state space can be

considered as a Taylor approximation of classical statistical mechanics on phase

space.
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Dyson published in 1990 a proof due to Feynman of the Maxwell equations. This proof
is based on the assumption of simple commutation relations between position and ve-

locity. We first study a nonrelativistic particle using Feynman formalism. We show that
Poincaré’s magnetic angular momentum and Dirac magnetic monopole are the direct
consequences of the structure of the SO(3) Lie algebra in Feynman formalism. Then
we show how to extend this formalism to the dual momentum space with the aim of
introducing Non-commutative quantum mechanics which was recently the subject of a
wide range of works from particle physics to condensed matter physics.

Keywords: Non-commutative quantum mechanics; Feynman formalism; Dirac magnetic
monopole; Poincaré momentum; Maxwell’s equations; Angular algebra symmetry; Dirac
quantization; Berry curvature.

1. Introduction

Feynman’s ideas1 were exposed by Dyson in an elegant publication. Initially Feyn-

man’s motivation was to develop a quantization procedure without resort to a La-

grangian or a Hamiltonian. Assuming minimal commutation relations between po-

sition and velocity and using Newton’s second law, Feynman derived the source-less

set of Maxwell’s equations which are galileo invariant. The interpretation of the

Feynman’s derivation of the Maxwell’s equations has aroused2–11 a great interest

among physicists. In particular Tanimura2 has generalized the Feynman’s derivation

in a Lorentz covariant form with a scalar time evolution parameter. An extension of

the Tanimura’s approach has been achieved3 in using the Hodge duality to derive

the two groups of Maxwell’s equations with a magnetic monopole in a flat and in a
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curved spaces. In Ref. 4 the descriptions of relativistic and non relativistic particles

in an electromagnetic field was studied, whereas in Ref. 5 a dynamical equation for

spinning particles was proposed. A rigorous mathematical interpretation of Feyn-

man’s derivation connected to the inverse problem for the Poisson dynamic has been

formulated in Ref. 6. Also in Refs. 7 and 8 the Feynman’s derivation is considered

in the frame of the Helmholtz’s inverse problem for the calculus of variations. Other

works9–11 have provided new looks on the Feynman’s derivation of the Maxwell’s

equations. More recently,12 some of the authors embedded Feynman’s derivation of

the Maxwell’s equation in the framework of noncommutative geometry. As Feyn-

man’s brackets can be interpreted as a deformation of Poisson brackets we showed

that the Feynman brackets can be viewed as a generalization of the Moyal brackets

defined over the tangent bundle space.12

The mathematical foundations of Feynman’s formalism is presented in Section

2 and is used to review the Feynman’s derivation of the Maxwell’s equation in

Section 3. It is well known that velocities do not commute in the presence of an

electromagnetic field. For this reason the angular algebra symmetry, e.g. the SO(3)

symmetry in the Euclidean case, is broken. In Section 4 we show how to restore such

a symmetry and we point out in this context the necessity of adding the Poincaré

momentum M to the simple angular momentum L. The direct consequence of this

restoration is then the generation of a Dirac magnetic monopole. A natural exten-

sion of Feynman’s formalism is to consider the dual momentum space. In Section

5 we embed then our work in the natural generalization of quantum mechanics in-

volving noncommutative coordinates. This generalization was originally introduced

by Snyder13 as a short distance regularization to improve the problem of infinite

self energies inherent in a Quantum Field Theory. Due to the advent of the renor-

malization theory this idea was not very populara until Connes14 analyzed Yang

Mills theories on noncommutative space. More recently a correspondence between a

noncommutative gauge theory and a conventional gauge theory was introduced by

Seiberg and Witten.15 Non-commutative gauge theories were also found as being

naturally related to string and M-theory.16 Applications of noncommutative theo-

ries were also found in condensed matter physics, for instance in the Quantum Hall

effect17 and in the noncommutative Landau problem,18,19 the name of noncommu-

tative quantum mechanics started then to be used.19–21 In section 5 we resume our

paper22 which shows that in our model a quantum particle in a harmonic potential

has a behavior similar to a particle in a constant magnetic field θ in standard quan-

tum mechanics, since a paramagnetic term appears in the Hamiltonian. Moreover,

the particle acquires an effective dual mass in the same way as an electron moving

in a periodic potential in solid state physics. Again, the angular algebra symmetry

is naturally broken and the restoration of this symmetry gives then a dual Dirac

monopole in momentum space field configuration.

aSee also contribution of van Huele in this volume.
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2. Mathematical Foundations of Feynman’s Formalism

Let a particle with a mass m and an electrical charge q be described by the vector

x = {xi}i=1,...,N which defines its position on the manifoldM. Let the manifoldM
be a N -dimensional vectorial manifold diffeomorphic to RN . Let τ be the parameter

of the group of diffeomorphisms G : R ×M → M such as G(τ,x) = Gτx = x(τ).

Then taking τ as the time parameter of our physical system, we are able to define

a velocity vector ẋ ∈ M as ẋ =
dx

dτ
= Gτx = {ẋi(τ)}i=1,...,N . Let T (M) be the

tangent bundle space associated with the manifoldM, a point on T (M) is described

then by a 2N dimensional vector ξ = {x, ẋ}. Let A0(T (M)) = C∞(T (M),R) be the

algebra of differential functions defined on the manifold T (M). We define a Poisson

structure on T (M) which is an internal skew-symmetric bilinear multiplicative law

on A0(T (M)) denoted (f, g)→ [f, g] and satisfying the Leibnitz rule

[f, gh] = [f, g]h+ [f, h]g (1)

and the Jacobi identity

J(f, g, h) = [f, [g, h]] + [g, [h, f ]] + [h, [f, g]] = 0. (2)

The manifold T (M) with such a Poisson structure is called a Poisson manifold.

We define a dynamical system on the Poisson manifold T (M) by the following

differential equation

df

dτ
= [f,H ] (3)

where H ∈ A0(T (M)) is the Hamiltonian of the dynamical system.

With such definitions we derive the following important relations for functions

belonging to A0(T (M))

[f(ξ), h(ξ)] = {f(ξ), h(ξ)}

+
[
xi, xj

] ∂f(ξ)

∂xi
∂h(ξ)

∂xj
+
[
ẋi, ẋj

] ∂f(ξ)

∂ẋi
∂h(ξ)

∂ẋj
, (4)

where we have introduced Poisson-like brackets defined by

{f(ξ), g(ξ)} =
[
xi, ẋj

](∂f(ξ)

∂xi
∂h(ξ)

∂ẋj
− ∂f(ξ)

∂ẋi
∂h(ξ)

∂xj

)
. (5)

We can see the relation (4) as the simple deformation of the Poisson-like brack-

ets introduced in (5). It is obvious that the tensors
[
xi, xj

]
and

[
ẋi, ẋj

]
are skew

symmetric. We introduce then the following notations

[
xi, xj

]
=

q

m2
θij(ξ),

[
xi, ẋj

]
=

1

m
gij(ξ),

[
ẋi, ẋj

]
=

q

m2
F ij(ξ)

where gij(ξ) is the N × N metric tensor, and where θij(ξ) and F ij(ξ) are two

N ×N skew symmetric tensors, F ij(ξ) being related to the electromagnetic tensor

introduced in a preceding paper.23
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3. Maxwell’s Equations

In a three dimensional flat space we have gij(x) = δij and the Hamiltonian of the

Poisson structure reads then

H =
1

2
mẋiẋi + f(x), (6)

where

xi = gij x
j . (7)

The Jacobi identity (2) involving position and velocity components

J(xi, ẋj , ẋk) ∝ ∂F jk(ξ)

∂ẋi
= 0. (8)

shows that the gauge curvature is velocity independent, F ij(ξ) ≡ F ij(x). From

the Jacobi identity (2) involving only velocities components we derive the Bianchi

equation

J(ẋi, ẋj , ẋk) ∝ εkji
∂F ij(x)

∂xk
= 0 (9)

which, if we set F ij(x) = εjikB
k(x), gives the following Maxwell’s equation

∇ ·B = 0. (10)

Now using the dynamical equation (3) we obtain the following equation of motion

mẍi = m
[
ẋi, H

]
= qF ij(x)ẋj + qEi (x) (11)

where

qEi (x) = −∂f(x)

∂xi
. (12)

We have then a particle of mass m and electrical charge q moving in flat space

where a magnetostatic and an electrostatic external field are present. We are able

now to derive the other Maxwell’s equation of the first group. With the dynamical

equation (3) we express the time derivative of the magnetic field

dBi

dt
=

1

2
εijk

[
F jk, H

]
=
m2

2q
εijk

[[
ẋj , ẋk

]
, H
]

(13)

and we use the Jacobi identy (2) to rewrite the last term of the last equation. After

some calculus we obtain

dBi

dt
= −ẋi∇ ·B +

∂Bi

∂xj
ẋj + εijk

∂Ej

∂xk
(14)

which using (10) gives the second Maxwell’s equation

∂B

∂t
−∇×E = 0 (15)

for static fields and electric fields deriving from any potential f(x) (12).
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As the two other Maxwell’s equations are not Galileo invariant they cannot be

deduced from the formalism and can be merely seen as a definition of the charge

density and the current density. Nevertheless, as shown in Ref. 12 the complete set

of the Maxwell’s equations can be deduced in the relativistic generalization.

4. SO(3) Algebra and Poincaré Momentum

One of the most important symmetry in physics is naturally the spherical symmetry

corresponding to the isotropy of the physical space. This symmetry is related to

the SO(3) algebra. In the following we show that this symmetry is broken when

an electromagnetic field is applied. In order to study the symmetry breaking of

the SO(3) algebra we use the usual angular momentum Li = mεijkx
j ẋk which is

a constant of motion in absence of gauge field. In fact, no electromagnetic field

implies F ij(x) =
[
ẋi, ẋj

]
= 0, and the expression of the SO(3) Lie algebra with

our brackets (4) gives then the standard algebra defined in terms of the Poisson

brackets (5)




[
xi, Lj

]
=
{
xi, Lj

}
= εijkx

k,[
ẋi, Lj

]
=
{
ẋi, Lj

}
= εijkẋ

k,[
Li, Lj

]
=
{
Li, Lj

}
= εijkL

k.

(16)

When the electromagnetic field is turned on this algebra is broken in the following

manner




[
xi, Lj

]
=
{
xi, Lj

}
= εij kx

k ,[
ẋi, Lj

]
=
{
ẋi, Lj

}
+ q

mε
j
klx

kF il(x)

= εijkẋ
k + q

mε
j
klx

kF il(x),[
Li, Lj

]
=
{
Li, Lj

}
+ qεiklε

j
msx

kxmF ls(x)

= εijkL
k + qεiklε

j
msx

kxmF ls(x).

(17)

In order to restore the SO(3) algebra we introduce a new angular momentum M i(ξ)

which is a priori position and velocity dependent. We consider then the following

transformation law

Li(ξ)→ Li(ξ) = Li(ξ) +M i(ξ), (18)

and we require that this new angular momentum Li verifies the usual SO(3) algebra




[
xi,Lj

]
=
{
xi,Lj

}
= εijkx

k,[
ẋi,Lj

]
=
{
ẋi,Lj

}
= εijkẋ

k,[
Li,Lj

]
=
{
Li,Lj

}
= εijkLk.

(19)

These equations (19) gives then three constrains on the expression of the angular

momentum Li. From the first relation in (19) we easily deduce that M i is velocity

independent M i(ξ) = M i(x), from the second relation we obtain

[
ẋi,M j

]
= − 1

m

∂M j(x)

∂xi
= − q

m
εjklx

kF il(x) (20)
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and finally the third relation gives

M i =
1

2
qεjklx

ixkF jl(x) = −q (x ·B)xi. (21)

Equations (20) and (21) are compatible only if the magnetic field B is the Dirac

magnetic monopole field

B =
g

4π

x

‖x‖3
. (22)

The vector M allowing us to restore the SO(3) symmetry (19) is then the Poincaré

momentum24

M = − qg
4π

x

‖x‖ .

already found in a preceding paper25.26 The total angular momentum is then

L = L− qg

4π

x

‖x‖ . (23)

This expression was initially found by Poincaré in a different context.24 Actually

he was looking for a new angular momentum that would be a constant of motion.

In our framework this property is trivially verified by using the dynamical relation

(3). This procedure of symmetry restoration has also been performed for Lorentz

algebra in a curved space.12 An other generalization of this formalism can be find in

a recent interesting work where the study of the Lorentz generators in N-dimensional

Minkowski space is proposed.27,28

Let us now discuss an important point. As the Dirac magnetic monopole is

located at the origin we have

J(ẋi, ẋj , ẋk) = ∇ ·B = gδ3(x). (24)

The preservation of the SO(3) symmetry in the presence of a gauge field is then

incompatible with the requirement of the Jacobi identity at the origin of the co-

ordinates and we have to exclude the origin from the manifold M. As the Jacobi

identity is the infinitesimal statement of associativity in the composition law of the

translation group,29 the breakdown of the Jacobi identity (24) when ∇ · B 6= 0

implies that finite translations do not associate. In usual quantum mechanics non-

associativity between operators acting on the Hilbert space can not be tolerated,

one has to use the Dirac’s quantization procedure to save associativity (24).

In order to consider quantum mechanics within our framework, we have to quan-

tify as usual the total angular momentum L. Considering the rest frame of the

particle we have the following Dirac quantization

gq

4π
=
n

2
~. (25)
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5. Noncommutative Quantum Mechanics

Let now the momentum vector p replace the velocity vector ẋ in the Feynman

formalism presented in Sec. 2. Consider a quantum particle of mass m whose coor-

dinates satisfy the deformed Heisenberg algebra
[
xi, xj

]
= i~qθθ

ij(x, p),
[
xi, pj

]
= i~δij ,

[
pi, pj

]
= 0,

where θ is a field which is a priori position and momentum dependent and qθ is a

charge characterizing the intensity of the interaction of the particle and the θ field.

The commutation of the momentum implies that there is no external magnetic

field. It is well known that these commutation relations can be obtained from the

deformation of the Poisson algebra of classical observable with a provided Weyl-

Wigner-Moyal product30 expanded at the first order in θ.

5.1. Jacobi Identities

The Jacobi identity J(pi, xj , xk) = 0 implies the important property that the θ field

is position independent θjk = θjk(p). Then one can see the θ field like a dual of

a magnetic field and qθ like a dual of an electric charge. The fact that the field

is homogeneous in space is an essential property for the vacuum. In addition, one

easily sees that a particle in this field moves freely, that is, the vacuum field does

not act on the motion of the particle in the absence of an external potential. The

effect of the θ field is manifest only in presence of a position dependent potential.

To look further at the properties of the θ field consider the other Jacobi identity

J(xi, xj , xk) = 0 giving the equation of motion of the field

∂θjk(p)

∂pi
+
∂θki(p)

∂pj
+
∂θij(p)

∂pk
= 0, (26)

which is the dual equation of the Maxwell equation ∇ · B = 0. As we will see

later, equation (26) is not satisfied in the presence of a monopole and this will have

important consequences.

5.2. Position Transformation

Now consider the position transformation X i = xi+qθa
i
θ(x,p), where aθ is a priori

position and momentum dependent, that restores the usual canonical Heisenberg

algebra
[
X i, Xj

]
= 0,

[
X i, pj

]
= i~δij ,

[
pi, pj

]
= 0.

The second commutation relation implies that aθ is position independent, while the

commutation relation of the positions leads to the following expression of θ in terms

of the dual gauge field aθ

θij(p) =
∂aiθ(p)

∂pj
− ∂ajθ(p)

∂pi
, (27)

which is dual to the standard electromagnetic relation in position space.
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5.3. Field Properties

In order to examine more in detail the properties of this new field, let us consider

initially the case of a constant field what is usual in noncommutative quantum

mechanics. In the case of an harmonic oscillator expressed in terms of the original

{x,p} coordinates the Hamiltonian reads

Hθ(x,p) =
p2

2
+
k

2
x2 (28)

from which we have pi = mẋi − kqθθijxj , ṗi = −kxi and the equation of motion

mẍi = kqθθ
ij ẋj − kxi which corresponds formally to a particle in a harmonic os-

cillator submitted to an external constant magnetic field. From equation (27) we

deduce that aiθ(p) = qθ θ
ijpj , so X i = xi + 1

2qθθ
ijpj , and the Hamiltonian can then

be written

Hθ(X,p) =

(
m−1

∗
)ij

pipj

2
+
k

2
X2 − k qθ

2m
Θ · L, (29)

with θij = εijkΘk, Li(X,p) = 1
2ε
i
jk

(
Xjpk + pkXj

)
and σij = δijΘ2 −ΘiΘj , the

dual tensor of the Maxwell constraint tensor. Note that the interaction with the field

θ is due to the presence of the position dependent harmonic potential and leads to

a dual paramagnetic interaction which could be experimentally observable. Like an

electron in the effective periodic potential of ions, the particle in the θ field acquires

an effective mass tensor mij
∗ = m

(
δij +

~
2kq2θ
4 σij

)−1

which breaks the homogeneity

of space. This strong analogy with the vacuum of the solid state leads us to consider

this field as a property of the vacuum.

5.4. Angular Momentum

Consider now the problem of angular momentum. It is obvious that the angular

momentum expressed according to the canonical coordinates satisfies the angular

momentum algebra however it is not conserved

d

dt
L(X,p) = kqθL ∧Θ. (30)

In the original {x, p} space the usual angular momentum Li(x,p) = εijkx
jpk, does

not satisfy this algebra. So it seems that there are no rotation generators in the

{x, p} space. We will now prove that a true angular momentum can be defined only

if θ is a non constant field. From the definition of the angular momentum we deduce

the following commutation relations

[xi, Lj ] = i~εijkxk + i~qθε
j
klp

lθik(p), [pi, Lj ] = i~εijkpk, (31)

[Li, Lj ] = i~εijkL
k + i~qθε

i
klε

j
mnp

lpnθkm(p), (32)

showing in particular that the SO(3) Algebra is broken. To restore the angular

momentum algebra consider the transformation law

Li → Li = Li +M i
θ(x,p), (33)
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and require the usual algebra

[xi,Lj ] = i~εijkxk, [pi,Lj ] = i~εijkpk, [Li,Lj ] = i~εijkLk. (34)

The second equation in (34) implies the position independent property M j
θ (x,p) =

M j
θ (p), while the third equation leads to

M i
θ(p) =

1

2
qθεjklp

iplθkj(p). (35)

Using this equation we rewrite the third equation in (34) and we obtain a dual Dirac

monopole31 defined in momentum space

Θ(p) =
gθ
4π

p

‖p‖3
. (36)

We have introduced the dual magnetic charge gθ associated to the Θ field. Conse-

quently we have

Mθ(p) = −qθgθ
4π

p

‖p‖ (37)

which is the dual of the famous Poincaré momentum introduced in positions

space.23,24 Then the generalized angular momentum

L = r ∧ p− qθgθ
4π

p

‖p‖ . (38)

is a genuine angular momentum satisfying the usual algebra. It is the summation

of the angular momentum of the particle and of the dual monopole field. One can

check that it is a conserved quantity.

The duality between the monopole in momentum space and the Dirac monopole

is due to the symmetry of the commutation relations in noncommutative quantum

mechanics where
[
xi, xj

]
= i~qθε

ijkΘk(p) and the usual quantum mechanics in a

magnetic field where
[
vi, vj

]
= i~qεijkBk(x). Therefore the two gauge fields Θ(p)

and B(x) are dual to each other. Note that in the presence of the dual monopole

the Jacobi identity fails

J(pi, xj , xk) = −qθ~2 ∂Θi(p)

∂pi
= −4πqθ~

2gθδ
3(p) 6= 0. (39)

This term is responsible for the violation of the associativity which is only restored

if the following quantification equation is satisfied

∫
d3p

∂Θi

∂pi
=

2πn~

qθ
(40)

leading to qθgθ = n~

2 , in complete analogy with Dirac’s quantization.29
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5.5. Physical Realization

A physical realization of our theory was found very recently in the context of the

anomalous Hall effect in a ferromagnetic crystal.32 The main point is the consider-

ation of the Berry phase33 aµn(k) = i 〈unk| dk |unk〉 where the wave functions unk
are the periodic part of the Bloch waves. In their work, the authors introduced a

gauge covariant position operator of the wave packet associated to an electron in

the n band xµ = i ∂
∂kµ
− aµn(k), whose commutator is given by

[xµ, xν ] =
∂aνn(k)

∂kµ
− ∂aµn(k)

∂kν
= −iF µν(k) (41)

where F µν(k) is the Berry curvature in momentum space.

The connection with our noncommutative quantum mechanics theory is then

clearly apparent. The θ(p) field corresponds to the Berry curvature F (k) and aθ(p)

is associated to the Berry phase an(k). This shows that physical situations with

a Berry phase living in momentum space could be expressed in the context of a

noncommutative quantum mechanics. It is essential to mention that the monopole

in momentum space, that we deduced from general symmetry considerations ap-

plied to the noncommutative quantum mechanics, was highlighted in very beautiful

experiments of Fang et al.32

6. Conclusion

Starting from the derivation of Maxwell’s equations, we reviewed the Feynman

formalism. The angular algebra symmetry is naturally broken in the presence of a

magnetic field, we showed within the framework of the Feynman formalism how to

restore this symmetry. The restoration generates then a Dirac magnetic monopole

and implies in addition to the usual angular momentum an associated Poincaré

momentum. In Ref. 12 this restoration has been performed also in curved space and

a direct application to gravitoelectromagnetism has been given.

Going from the tangent bundle space to the cotangent bundle space and requir-

ing the restoration of the Heisenberg algebra, we have shown that Non-commutative

quantum mechanics can be viewed from Feynman formalism. In order to maintain

the SO(3) algebra a dual monopole in momentum space is generated. This monopole

is responsible for the violation of the Jacobi identity and implies the non associa-

tivity of the law of addition of the momentum. To restore associativity a Dirac’s

quantization of the dual charges is necessary. As a natural physical realization of

our theory we can see the θ(p) field like a Berry curvature associated to a Berry

phase expressed in momentum space. The monopole in momentum space predicted

by our generalization of noncommutative quantum mechanics was found recently32

in condensed matter physics experiments.
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Snyder Space is a modified formulation of quantum mechanics, proposed by Snyder in
Phys. Rev. 71, 38-41 (1947) to circumvent infinities in high-energy physics. Snyder space
proposes discrete space, continuous time, continuous momentum and continuous energy.
It also leads to modified commutation relations for position and momentum operators.
Snyder’s algebra is therefore related to current theories beyond the standard model,
such as noncommutative quantum mechanics, minimal length uncertainty relations, and
dynamical quantization. Snyder obtains his algebra by postulating an underlying space
U on which both position and momentum operators are defined and by requiring Lorentz
invariance of the theory. When solving problems in Snyder space one can in principle
study the equations as they appear in coordinate space, momentum space, or in the
underlying space. Alternatively one can transform Snyder space problems into modified
problems in standard quantum mechanics using operator methods. In the limit that
the spatial lattice parameter a vanishes, Snyder space reduces to standard quantum
mechanics, thereby giving a quantitative meaning to the preposition “beyond” in “beyond
the quantum”. We give a brief introduction to Snyder space and quote results for some
simple systems. Finally we speculate on the connection with other approaches including
some that assume the existence of a structure underlying quantum mechanics.

Keywords: Snyder; Noncommutative structures; Commutation relations; Minimal length;
Representations; Underlying space.

1. Why Go Beyond the Quantum?

Motivations for searching beyond the quantum are multiple. Let us list a few that

come to mind. In the first place the need to modify quantum theory may arise

from the discovery of a discrepancy between a specific prediction of the theory and

experimental results. Only slightly less urgent is the realization that the theory

fails to give a specific prediction for the outcome of an experiment that has been

performed or will be performed one day. Continuing down this path, a dissatisfaction

with the type of predictions that the theory makes, or with the type of explanation

that the theory gives, or even more generally with the ontological status of the

theory might be a call for action to supplement or modify the existing theory. In

some extreme cases, and depending on the level of dissatisfaction, a total overhaul

of the theory is called for.

There are certainly also motivations to go beyond the quantum that have lit-
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tle to do with a dissatisfaction with the theory, but rather paradoxically originate

from our satisfaction with it. On the one hand, there is probably no better way to

grasp the current theory than to step out and to circumscribe it from the outside.

It should be mentioned here that, contrary to what is intended, the theory beyond

the quantum might turn out to be less satisfactory than the original! By viewing

what happens when a specific aspect of the theory is relaxed, one gains understand-

ing in its particular role. On the other hand, if what is possible is also necessary,

then charting random explorations beyond the quantum becomes an exercise into

discovering the physics of the future. And even if the possible is not necessary,

these explorations provide a way for highly and narrowly trained physicists to en-

large their favorite playground as new material becomes available for study with

techniques of theoretical and mathematical physics.

There is no doubt that the different contributions to a conference entitled “Be-

yond the Quantum” each build on a different mix of motivations. It is quite unlikely

however that any approach beyond the quantum, once it is reasonably worked out,

can be reduced to only one such motivation, for even a project started with a single

purpose is likely to overlap with many others. That is certainly the case for one

particular approach beyond the quantum, entitled quantum mechanics in Snyder

space, and the subject of this paper.

2. Go Beyond What Quantum?

Before one can tackle what lies beyond it, one needs to specify the quantum. The old

quantum theory, quantum mechanics, quantum field theory, and quantum gravity

are all quantum theories: they all claim the “quantum”. Do they also share it?

Certainly each one of these efforts goes beyond the previous one in a way that does

not leave the quantum unaffected. In fact each successive step can be seen as an

attempt to fix a problem with the previous “quantum”. Are we to invent the next

term in this series of theories in which the amount of quantumness actually seems

to increase? Or is something more radical needed that does away with the quantum

altogether? Is there any way to quantify the level of “quantumness” in any existing

quantum theory or the lack of quantumness in any proposed theory beyond the

quantum?

As an example, a possible attitude is to claim that problems associated with

measurement were introduced in quantum mechanics and were not removed by the

introduction of quantum field theory. The goal of reaching beyond the quantum

now becomes the resolution of the measurement problem, maybe through the in-

troduction of an underlying structure, a view represented at the meetinga. Another

goal might be the simultaneous description of quantum theory and relativity and

the ensuing concern of how much quantum needs to be removed to make the two

theories compatible.

aSee the contribution of A. Allahverdyan, R. Balian and Th. M. Nieuwenhuizen.
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Hartland Snyder’s problem in 1947 was different. Infinities were creeping into

high-energy physics calculations and to avoid them he sought a modification of our

quantum way to look at space and time.

3. Snyder’s Goes Beyond the Quantum

Because Snyder did his work just before the development of renormalization in

quantum electrodynamics by Feynman, Schwinger, and Tomonaga, he started by

going beyond quantum mechanics1 before addressing fields.2 It is likely that the

success of QED discouraged him from pursuing this line of work since the original

motivation disappeared. After laying mostly dormant for almost fifty years, Snyder’s

contribution has reappeared and now figures prominently in the references of papers

in the current field of noncommutative theories, minimal length as discretization of

space, extensions of the standard model, particle physics, string theory, and others.

Still, except for highlighting the fact that Snyder’s approach preserves Lorentz co-

variance, Snyder is usually cited as a precursor, and, it seems, mostly for historical

reasons. Here we follow a different approach and take Snyder’s work at face value.

We consider Snyder’s alternate form of quantum mechanics, quote some results that

can be derived from it, and investigate what can be learned about going beyond the

quantum from following Snyder’s particular way of doing it.

4. Snyder Space Essentials

To start with, Snyder defines a five-dimensional de Sitter space U(η0, η1, η2, η3, η4)

with ηi real such that

−η2 = η2
0 − η2

1 − η2
2 − η2

3 − η2
4 . (1)

Note that U is a projective space of four-dimensional space. This underlying space

has no direct physical reality but allows us to define physical variables on it. Position

and time are defined as operators on this configuration space

x̂i = ia(η4
∂

∂ηi
− ηi

∂

∂η4
) (2)

x̂0 = ia(η4
∂

∂η0
+ η0

∂

∂η4
) (3)

where a is a fundamental length or lattice spacing. Until then, it was believed that

the introduction of a fundamental length would break the Lorentz invariance of the

theory. The momentum and energy operators

p̂i = (~/a)(
ηi
η4

) (4)

p̂0 = (~/a)(
η0
η4

) (5)

also depend on the fundamental length a. A Lorentz transformation in η-space

induces a corresponding transformation of the space-time and momentum-energy
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operators, leaving the spectra invariant. Snyder then shows that the following defi-

nition of angular momenta and boost generators

L̂1 = i~(η3
∂

∂η2
− η2

∂

∂η3
) (6)

M̂i = i~(η0
∂

∂ηi
+ ηi

∂

∂ηi
), (7)

leads to the usual relations

L̂k = εijk x̂ip̂j (8)

M̂i = x̂ip̂0 + x̂0p̂i (9)

These definitions allow one to find the commutation relations between all these

operators. Defining the parameter α = a2

~2 , which expresses the lattice spacing in

inverse momentum squared, one gets

[x̂i, p̂i] = i~(1 + αp̂2
i ) (10)

[x̂0, p̂0] = i~(1− αp̂2
0) (11)

[x̂i, p̂j ] = i~αp̂ip̂j (12)

[x̂j , p̂i] = i~αp̂ip̂j (13)

[x̂i, p̂0] = i~αp̂ip̂0 (14)

[p̂i, x̂0] = i~αp̂ip̂0, (15)

as well as

[x̂i, x̂j ] = i~αεijkL̂k (16)

[x̂i, x̂0] = i~αM̂i, (17)

showing that small modifications can have profound consequences! Snyder’s partic-

ular definition of the the physics operating on the underlying space opens the door

to a world where positions along different axes do not commute. As to how notice-

able the physics beyond the quantum is, let us remember that the magnitude of this

new effect is of proportional to α and that other commutators remain unchanged

as

[p̂i, p̂j ] = 0 (18)

[L̂i, L̂j ] = i~εijkL̂k (19)

[M̂i, M̂j ] = −i~εijkL̂k. (20)

Before moving on to solutions in Snyder space, we want to mention an unex-

pected result. Snyder space as defined above depends on two parameters, ~, the

usual “quantum” parameter, and a or α, the new, or “beyond” parameter. This

ability to quantify the “beyond” the quantum is most useful both conceptually and

experimentally, but there is more. Taking the limit of vanishing a, usual quantum

theory is recovered. One is then free to consider a classical limit by removing ~.

Once Snyder space is established however, the order in which the limits are taken
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can be switched. If the quantum parameter vanishes as fast as a, leaving α constant,

the classical limit of the quantum operators still don’t commute, leading to a non-

commutative classical structure. Beyond the quantum in Snyder space has opened

the door to beyond-more-than-just-the-quantum! There is no reason why such a

possibility should not be considered, at least in principle, by any theory that aims

beyond the quantum.

5. Snyder Space Solutions

We are now ready to consider new possibilities offered by solving simple problems

in Snyder space rather than in quantum mechanics. We restrict our discussion to

systems in one spatial dimension, although, as previously mentioned, multiple di-

mensions can lead to considerably more interesting situations. In one dimension the

operators x̂, p̂ in the polar representation η1 = η sin(φ), η4 = η cos(φ) take the form:

x̂ = ia
∂

∂φ
(21)

p̂ =
~

a
tan(φ) (22)

and we notice that η, the curvature of the de Sitter space, has become irrelevant!

Single-valuedness of the eigenfunctions imposes a discrete spectrum for the posi-

tion operator. The normalized eigenstates |m > correspond to eigenfunctions with

eigenvalues ma in the φ representation

< φ|m >=
1

2π
e−imφ, (23)

where m ranges over all integers. A Fourier decomposition of a wave function results

in the representation in the position eigenfunction basis. Since momentum is a

multiplicative operator on the underlying space, as well as in momentum space, the

relation between the two can be obtained through a simple change of variables

p̂ =
~

a
tan(φ) = p (24)

and the position operator in momentum space can then be found by applying this

transformation on the position operator in the underlying space

x̂ = i~(1 + αp2)
∂

∂p
, (25)

all expressions that reduce to the standard momentum representation expressions

when α becomes negligible.

Let us first illustrate how this can be used to obtain exact solutions directly in

the case of the nonrelativistic free particle. A solution exists in both the underlying

space and the momentum space. The solution can also be expanded in terms of the

position eigenfunctions.
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In the underlying space the equation for the free particle with mass µ is

〈φ|Ĥ |ψ〉 = 〈φ| p̂
2

2µ
|ψ〉 =

~2

2a2µ
tan2(φ)〈φ|ψ〉 = E〈φ|ψ〉, (26)

or
(

~2

2a2µ
tan2(φ)−E

)
〈φ|ψ〉 = 0, (27)

from which it immediately follows that

〈φ|ψ〉 = δ
(
φ− tan−1 a

~

√
2µE

)
. (28)

The result is very similar in momentum space

〈p|ψ〉 = δ
(
p−

√
2µE

)
, (29)

providing an example where Snyder space gives the same answer as standard quan-

tum mechanics.

We can express this result in terms of the position eigenfunctions using the

relation

δ(φ) =

∞∑

m=−∞

1√
2π
eimφ =

∞∑

m=−∞
〈φ|m〉 (30)

where |m〉 is the eigenstate of the position operator with eigenvalue ma. Thus, we

have,

|ψ〉 =

∞∑

m=−∞
e−i tan−1 a

~

√
2µE |m〉 (31)

As a second example we illustrate a different solution technique in Snyder space.

This technique, the operator transformation method,3 allows one to relate an exact

problem in Snyder space, in this example the simple harmonic oscillator (SHO),

to an approximate problem in standard quantum mechanics, in casu a perturbed

SHO. It actually turns out that in this case an exact solutions can also be found

for the SHO in Snyder space along the lines of the free particle example above and

that correspondingly, the perturbation problem converges in quantum mechanics.

Using a subscript S to denote the Snyder space operators, we look for a trans-

formation

xS = xS(x, p) (32)

pS = pS(x, p), (33)

where x and p obey the canonical commutation relations whereas xS and pS obey

the commutation relation given in section 4.

An important point to observe is that x and p are not the standard operators of

quantum mechanics, although they may appear to be very similar. One reason for

making this distinction, is that x and p are no longer a priori required to be Hermi-

tian, and as such they do not correspond to physical observables. On the other hand,
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xS and pS are Hermitian and correspond to the observable position and momen-

tum. In fact, hermiticity is used to select an appropriate operator transformation

so that the well-established techniques from standard quantum mechanics might be

applied.

One may verify that

xS = x+ αpx p (34)

pS = p (35)

allow all operators to satisfy their prescribed commutation relations. Another ac-

ceptable transformation is given by

xS = x (36)

pS =
1√
α

tan
(√

αp
)
. (37)

When substituting the transformed position and momentum operators into the

SHO Hamiltonian, additional anharmonic terms show up, and, performing the per-

turbation theory, one can show that the energy spectrum is modified to

En = ~ω





√

1 +

(
β

2

)2(
n+

1

2

)
+
β

2

[(
n+

1

2

)2

+
1

4

]
 , (38)

where β = αmω~. Not surprisingly, results for systems in more than one dimension

are harder to obtain but can be found for free particles, simple harmonic oscillators

and particles in a rigid box.4

6. Snyder Space Overlapping Beyond the Quantum

As previously mentioned, the particular commutation relations proposed by Snyder

have been recovered in many different contexts. Dynamical quantization, first intro-

duced5 as a method to describe quark interactions modifies the Heisenberg algebra

by adding an extra term

[xi, pj ] =

(
i~ + i

l

c
H

)
δij , (39)

where H is the Hamiltonian of the system being considered, l is some fundamental

unit of length, and c is the speed of light. All other commutation relations are

unmodified. For a free-particle Hamiltonian H , the commutation relation reduces

to the position-momentum relation of Snyder space.

The field of noncommutative quantum mechanics arising from the low-energy

limit prediction of string theory modifies the usual commutation algebra among

position operators of different dimension, xi and xj , to

[xi, xj ] = iΘij , (40)

where Θij is a real (constant) antisymmetric matrix with dimensions of length

squared. This Space-Space algebra is by far the most common algebra studied
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in noncommutative quantum mechanics, but space-momentum and momentum-

momentum algebras also occur.

Finally, minimal length uncertainty relation considerations6,7 suggest that the

uncertainty in position ∆x has a minimal value x0. This can be obtained if the

uncertainty relation is given by

∆x

x0
≥ 1

2

(
p0

∆p
+

∆p

p0

)
, (41)

from which it follows that ∆x has a minimum value of x0 at ∆p = p0. By relating

the uncertainty relation to the commutator and making the approximation

〈p〉 ≈ 0, (42)

then

∆p2 = 〈p2〉 − 〈p〉2 ≈ 〈p2〉, (43)

and it follows that the commutation relation
[
x

x0
,
p

p0

]
= i

(
1 +

p2

p2
0

)
(44)

implies the minimal uncertainty relation. By requiring that [x, p] ≈ i~ in the low-

energy limit, it follows that x0p0 = ~. Finally, since x0 is the minimal length that

can be resolved, we can set x0 = a, i.e. the fundamental length of Snyder space,

and we have reproduced one-dimensional Snyder space.

7. Lessons Learned from Snyder Space Beyond the Quantum

Let us conclude by briefly contrasting possible limitations of Snyder space with some

of the lessons learned. One might wonder to what extent Snyder space really reaches

beyond the quantum as opposed to just modifying a few rules in quantum mechan-

ics. To the extent that our current theories form one coherent, although possibly

incomplete entity, even tweaking a few “details” is likely to affect the whole edifice

in a subtle way. Although Snyder space may seem tailored to address problems at

very high energies, it is formally applicable at any scale, including the currently

accessible scale or that of the next experiment.8 It was mentioned at the confer-

ence that quantum gravity is like a big rock in the garden of quantum mechanics.

Shouldn’t the shape of the rock help determine how to rearrange the garden and

shouldn’t more time spent studying it? The Snyder space results quoted here can

be related to a modification of the time-independent Schrödinger equation. No real

time evolution was considered. Still, the Snyder space formalism gives an operational

definition of space and time operators that lies closer to what both relativity and

experiment demand than what quantum mechanics can currently provide. Also, the

underlying space is hardly reminiscent of a hidden variable manifold or of a parallel

world, but then new directions are indeed needed and Snyder space does allow new

representations that may prove useful like, say, the Wigner distribution in quantum
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optics. Finally, the ability to quantify the degree to which Snyder space trespasses

quantum mechanics is a useful concept. At the very least, Snyder space physics

can be used as a benchmark and a source of inspiration on how to tread carefully

beyond the quantum.
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Stochastic electrodynamics (SED), an alternative theory to quantum phenomena
based on laws of classical physics is shortly reviewed and compared with quantum elec-
trodynamics. Experiments supporting the existence of zero-point fluctuating radiation
field, the key concept of SED, are discussed. Relation between measurements of the
black-body radiation spectrum and noise is analysed to define conditions under which
the zero-point component of radiation or noise can be observed. Further, it is shown that
stability of weakly localized orbits, measured in disordered solid state systems, can be
explained by the presence of zero-point fluctuations of vacuum.

Keywords: Stochastic electrodynamics; Zero-point energy; Black-body radiation; Noise
measurements; Weak localization.

1. Introduction

Stochastic electrodynamics (SED) can be understood as a theory the main aim of

which is to explain quantum behaviour of matter within a conceptual frame of laws

of classical physics. It is based on the enlargement of a set of concepts creating

description of the world in classical physics by one essential additional assumption:

a randomly fluctuating electromagnetic field is permanently present even at the

absolute zero temperature at every point of the universe. The idea is that this

all pervasive, so called zero-point radiation (ZPR), causes all quantum effects we

observe.

Even if not so strongly as quantum mechanics and its field generalization, quan-

tum electrodynamics (QED), SED changed (in comparison with a commonly ac-

cepted picture of world of classical physics of the 19th century) essentially our ideas

about the universe and its observation in two aspects: it introduced fluctuations

into the realm of classical physics and changed the meaning of vacuum. Up to the

end of the 19th century, the development of classical physics was based on concepts

of continuous space, time and energy and perception of the concept of vacuum as a

completely empty space. Movements of bodies were governed by Newton equations

with continuous changes of bodies energies. Electromagnetic field was described by

Maxwell’s equations with zero solution without source terms. The vacuum was thus
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understood as a state where not only any particles but even no electromagnetic field

exist. This concept of vacuum was based on the absolutely extraordinary, seemingly

convincing, boundary condition for electromagnetic field in vacuum, i.e. that at

T = 0 no fields are presented at all. Space from which both ordinary matter and

electromagnetic fields are removed was identified with vacuum. Assumption was

that there is simply just nothing in vacuum. Realisation of such an operation of

emptying space completely in some confined region was assumed to be possible, at

least in principle in abstract sense of gedanken experiments. This way of thinking

was traditionally used from the times of Bartoli and Boltzmann and culminated

at the beginning of the 20th century when even the idea of ether was abandoned.

As generally known, really severe troubles with these concepts emerged, however,

when physicists began to deal with the explanation of the black-body radiation

spectrum. Due to the conflict with basic concepts as for space and energy then

generally accepted, Planck had unpleasant time during his work on the derivation

of what is nowadays called Planck’s law. Conceptual troubles (and changes in com-

monly accepted views on behaviour of “known” universe) related to the explanation

of the black-body radiation spectrum were mirroring some of essential problems we

have with the new concepts introduced by formulation of quantum theory up to

nowadays. Black-body radiation spectrum measurement “forced” Planck to adopt

discrete energy levels to explain the measured curves. His and other physicists con-

siderations about black-body radiation spectrum led not only to the idea of discrete

levels. They later caused also change of our perception of structure and behaviour

of vacuum and to emergence of stochastic approach for understanding experiments.

As for explanation of experiments oversuccessful theory, the enigma called quan-

tum mechanics and its generalizations to quantum theories of fields, were gradually

established.

Development of description of quantum phenomena followed mainly the way,

nowadays presented in most textbooks, that the only possible solution of black-

body radiation problem, is just Planck’s solution which admits only discrete sets

of allowed states corresponding to universally quantized action. On the other hand,

such a collapse of idea of continuum which is one of the cornerstones of mathematical

thinking together with deny of the positivistic logic of classical physics continued

to be a nightmare not only for many founders of quantum mechanics, followed by

their students, but it also led again and again, just from the beginning of quantum

theory, to attempts to explain quantum phenomena within some more “reasonable”

generalization of classical physics concepts. One of these attempts is SED. Since this

is a theory dealing with electromagnetic field and its presence at the absolute zero

temperature, it is closely related to the black-body radiation problem. In fact, with

Planck’s discovery of zero-point energy of harmonic oscillator, door was open not

only for the creation of quantum mechanics and QED, but also for SED. Essential

conceptual changes of our view of world started by attempts to explain black-body

radiation spectrum.
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1.1. Contents

Basic concepts of quantum mechanics and QED and their relation to the emer-

gence of stochastic electrodynamics as an alternative to quantum description are

discussed in Section 2. Emphasis is put on the role of black-body radiation, zero-

point energy and problems with understanding of the role of vacuum fluctuations

in QED, stochastic approach to quantum phenomena and formulation of SED. Phe-

nomena, such as Casimir forces, which are supporting at least indirectly the reality

of ZPR and related vacuum field fluctuations are mentioned. Section 3 is devoted

to the analysis of black-body radiation spectrum. Properties of zero-point radiation

spectral distribution (its Lorentz invariance and its divergence and the existence

of the natural cut-off energy) are discussed. Especially, possibilities to detect ZPR

spectrum via black-body radiation measurements are analysed. The following sec-

tion deals with the role of Zitterbewegung in SED. Section 5 introduces periodic

reactions as systems in which diffusive processes can be explained via stochastic

approach to quantum dynamics; quantum diffusion and its relation to SED is con-

sidered. The last section provides new insight into the problem of the stability of

matter within SED: weak localization phenomenon, which is traditionally treated as

quantum interference effect, is explained in terms of SED. At the end of the section,

the possibility to explain superconductivity in some systems, which are exhibiting

weak localization behaviour, with the help of SED is mentioned.

2. Development of concepts: QED and SED

In this section we briefly comment on the development of quantum theory and

problems of its field counterpart, QED. This is essential for the understanding of

motivation and reasons, why SED was established as a complementary theory to

the very successful QED. We will start with a short discussion of history of the

black-body radiation problem since this is, for this purpose, the most important

from all quantum phenomena observed and explained during the early stages of

history of quantum mechanics. After this we will characterize both QED and SED.

2.1. Notes to history of quantum mechanics, QED and SED

The very first non-classical ingredient appeared in the first Planck’s theory of black-

body radiation1 via his formulas for mean energy of oscillator and related energy

density spectrum of black-body radiation. It is, however, very important to realize,

that this was only the second theory of Planck2 which brought for the first time

zero-point energy on the scene (even if as a zero-point term of average energy of only

harmonic oscillator in this case), which plays a central role in possible differences

between QED and SED. Planck had severe problems with conceptual questions

related to the black-body radiation spectrum, which prevented him from arriving

to the zero point energy also for energy density spectrum of the black-body radiation

- he just did not equal oscillators and electromagnetic field from this point of view
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arguing that only emission process relating to oscillators can be quantized. Einstein

and Stern3 a year later obtained twice larger contribution to the zero-point energy

of oscillator and they did not want to accept zero-point energy of electromagnetic

field, either.

It was Nernst4 who first introduced the zero-point energy for both, oscillators as

well as electromagnetic fields, coming with zero-point term for the spectral energy

density of the black-body radiation. In addition, he admitted the possibility that

zero-point fluctuating electromagnetic field with the corresponding zero-point spec-

tral energy density is a really existing field in vacuum. He also immediately realized

some of consequences of its possible existence: he was the first who wrote about the

possibility to extract a useful work from it. On the other hand, he was also aware

of conceptual trouble which the zero-point energy represents due to its divergence

when the total energy by integrating over energies is calculated. He raised a ques-

tion of consequences of such a huge energy of vacuum on gravitation effects in the

universe: his consideration thus preceded nowadays vacuum catastrophe scenarios

and problems with cosmological constant of general relativity. The most important

from the point of view of SED is to realize that Nernst4 came with an attempt to

re-establish the classical theory of black-body radiation by assuming the existence

of background zero-point radiation and continuous distribution of states in energy.

This could lead already before QED to establishment of SED, but in the time when

Nernst came with his ideas of zero-point fields, it was too late since attention was al-

most completely turned to the development of quantum mechanics followed by QED

mathematical formalism. This attempt to explain quantum effects within classical

physics was overlooked and forgotten for some time. Therefore, from historical rea-

sons, basis of the description of quantum effects by quantum mechanics and QED

were established during the twenties of the 20th century and preferably used up to

now. SED was formulated with a delay, partly as a reaction to lasting conceptual

troubles of quantum mechanics and QED, which are, however, from the practical

point of view, very successful theories.

Quantum mechanics and QED created a very advanced formalism which en-

ables us up to now to describe all observable quantum effects with sufficient accu-

racy. They are based on less intuitive concepts than classical physics and include

some inconsistencies related mainly to its understanding of vacuum: QED adopted

the idea of zero-point field but, as a virtual, in reality not existing phantom, the

consequences of which are, nevertheless, sometimes observable and so there are

mathematical procedures within QED, which are “materializing” the influence of

this phantom. But this is exactly one of points where it is reasonable to consider

intuitively a more accessible alternative of QED. Before we are coming to this point,

let us discuss how QED deals with zero-point energy and related problems in more

detail.
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2.1.1. Essential problems of QED: infinities and the structure of vacuum

At the end of the twenties QED was formulated. Emergence of a problematic ZPR

contribution to quantum electromagnetic field was “suppressed” with the help of for-

malism. Quantized electromagnetic field fluctuates and zero-point radiation modes

are present, which is the mirror of the fact that annihilation and creation operators

does not commute (consequently electromagnetic field has a dispersion according

to uncertainty principle and therefore it fluctuates). It seemed first that problems

with zero-point modes could be avoided formally by relating observables only with

normal ordering of creation and annihilation operators mimicking thus in formalism

considerations that only differences in energies matter and in this way infinite ener-

gies can be subtracted. The solution of the problem, however, cannot be so simple

since this has two serious drawbacks: first, there are effects which are observed, as

Casimir effect5–7 or Lamb shift,6–10 and they are based on the fluctuations of vac-

uum fields. Second, even more serious, relates to the gravitation where the idea of a

subtraction of energies just does not work: the total energy counts, not only energy

differences, according to general theory of relativity. QED has been a very success-

ful theory, but it has always had, just from its very beginning, severe problems

with infinities and related questions of structure and behaviour of vacuum. Even if

many troubles of QED were overcome by formal treatment via mass and charges

renormalization procedures, the most severe problem of fluctuations of vacuum and

zero-point energy persists up to now.

The problem with the interpretation of structure of vacuum is reappearing again

and again up to now, starting already in early stages of QED, e.g. in relation

with understanding of phenomena of spontaneous emission. There are two basic

explanations (interpretations) of spontaneous emission. The first one is based on

the idea of radiation reaction while the second one directly deals with vacuum

fluctuations (spontaneous emission can be viewed as stimulated emission by the

zero-point fluctuations). Both these approaches are complementary and they are

related to each other by fluctuation-dissipation theorem. Stochastic approach to

problems of electromagnetic field naturally emerged also with explanations of Lamb

shift6–10 and Casimir forces.5–7 Discussions about real or virtual (not conserving

energy during virtual processes) vacuum fluctuations of field, which re-emerged on

these occasions, continue up to present days. Paradoxically, questions of non-trivial

boundary conditions for electromagnetic field in vacuum reappeared in QED when

explaining Casimir forces, too. For the explanation of this effect it is necessary to

take into account that boundaries in the space change the spectrum of zero-point

radiation, and therefore there is a non-zero finite vacuum energyEV = EV,boundary−
EV,without boundary. It means that this energy depends essentially on the geometry

and the corresponding Casimir force exists only due to boundaries and it is crucially

influenced by the geometry of these boundaries for modes of vacuum zero-point field

(e.g. change from quantization of the field in the infinite space to the field in the

space bounded by parallel plates is related to the observed Casimir force between
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these plates).

Ideas of ZPR, fluctuations of vacuum and related non-trivial boundary condi-

tions for (electromagnetic) fields were thus forced by nature to reappear in QED.

By this development, QED indirectly supported revival of old ideas of Nernst and

formulation and later on simultaneous development of stochastic electrodynamics

(SED), which offers complementary views on the laws of nature.

SED is, however, also challenged by the second essential problem of QED, i.e. by

the relation between energy content of vacuum and gravitation mentioned already

by Nernst. As it is known and it will be discussed later on in this article, the integral

over energy from the zero-point energy density diverges. The divergence in the total

zero-point energy of vacuum becomes really important (even from the point of view

of very basic concepts on which QED and SED are based) since the corresponding

fields (quantum fields of QED or classical fields of SED) are naturally supposed to

be coupled to gravity: any energy density is a source for gravitational field, and

a uniform, divergent vacuum energy should lead, according to estimates, to much

larger gravitational phenomena than they are observed. The conflict between the

predicted energy content of vacuum and the real size of gravitational effects is

sometimes called vacuum catastrophe11 and it is closely related to the problem of

the size of cosmological constant in the general theory of relativity.12,13 This leads

again even to considerations that vacuum fields are not real at all and cannot be so

coupled to gravity. On the other hand, other phenomena than gravitational, such as

Casimir forces and Lamb shift, which are related to vacuum fields, are observed. We

will not deal with the problem of gravity in this article since it is too complicated.

This is the essential problem of all recent field theories.

2.1.2. Summary of the early development of quantum mechanics and QED

Shortage of insight from the point of view of classical physics, led to an introduction

of quantum mechanics and later on quantum electrodynamics to solve urgent prob-

lems of physics. In the time of early development of quantum mechanics it seemed

that the only possibility how to explain black-body radiation spectrum and stability

of matter lies in the formalism of quantum mechanics. This, however, later on did

not turn to be true assumption. In fact, problems which emerged at the beginning

of the 20th century with data from the black-body radiation spectrum, question of

stability of matter and so on could be more naturally explained fully within the

realm of classical physics, at least at a level of accuracy which experiments then

provided. With a delay, ideas of stochastic electrodynamics envisaged by Nernst as

a complementary explanation of quantum phenomena within classical physics were

returning to physics. Classical physics of the 19th century, was, however, essentially

enriched by new ideas of stochasticity and by different perception (understanding)

of vacuum and its role in formulation of laws of nature.
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2.1.3. Randomness and discussion of Earnshaw’s theorem: a way to SED

The way towards better understanding of problems with quantum mechanics, QED

and their interpretations and maybe even towards partial solutions of these problems

is shown not only by Nernst’s ideas, but also by considerations related to Earnshaw’s

theorem: a system which consists of classical charged particles cannot exist in static,

stable equilibrium only due to electric fields.14 The observed stability of matter

(i.e. system in stable equilibrium) consisting of charged particles can be explained

by self-consistent influences of charged particles and electromagnetic field: random

movement of charged particles cause changes of the electromagnetic field which in

the same time modifies paths of particles. In other words, stochastic character of

both movement of particles and electromagnetic field can lead to the stability of

observed matter. Therefore stochastic approach to classical physics may provide a

reasonable solution of observed quantum phenomena.

2.2. Stochastic approach to quantum phenomena

Basic idea is to explain quantum behaviour of systems in terms of classical physics.

This does not mean completely deterministic approach of Newtonian physics since

fluctuations are involved and are supposed to be an innate part of the world in this

approach. Classical trajectories thus fluctuate.

Stochastic approach to quantum mechanics addresses a question of how quan-

tum phenomena emerge from the classical physics world. Two possible streams

of stochastic, but classical approach to quantum phenomena, exists: 1. stochastic

(random) quantum mechanics (SQM),15–23 2. stochastic (random) electrodynamics

(SED).6,7

SQM and SED have in common that observed quantum behaviour of systems is

assumed to be caused by fluctuating behaviour of particles trajectories (properties

of these fluctuations bring Planck’s constant ~ into the game) governed by laws of

classical physics. They, however, differ in their approach to the source of fluctuations.

2.2.1. Stochastic quantum mechanics

This approach started by Schrödinger who noticed a formal similarity between

Schrödinger24 and diffusion equations. This idea was discussed in more detail by

Fürth.25 In this approach quantum phenomena are caused by some kind of Brow-

nian motion of particles. At the beginning Brownian motion was viewed as appro-

priate and at the end Nelson developed Markovian theory of quantum processes.16

This approach is useful but it is only approximate. The assumption that stochas-

tic processes behind quantum phenomena have Markovian character was later on

criticized since non-Markovian processes are needed to describe details of quantum

behaviour.7

Stochastic quantum mechanics does not care about the cause of stochasticity

behind quantum processes. This aim is targeted by the stochastic electrodynamics.
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2.2.2. Stochastic electrodynamics

Stochastic electrodynamics (SED) is based on the assumption of random fluctu-

ations of phases of real classical electromagnetic field in vacuum. These vacuum

fluctuations and their interaction with charges in matter cause behaviour of matter

known in terms of quantum mechanics as quantum phenomena. Classical particles

as well as their movement are fully governed by laws of classical physics, the world

of SED consists of Newton’s equation of motion and Maxwell equations. Planck

constant ~ plays in SED just a role of a constant to fit experimental data.

Due to the presence of electromagnetic field, SED is the field theory alternative to

QED. Its basic idea of real field fluctuating in vacuum can be, however, generalized

to other fields being thus an alternative to quantum field theories in general.

SED can be also understood as a hidden variable theory since it is based on

classical trajectories and aims at explaining quantum phenomena. From this point

of view the formulation and investigation of consequences of SED offers possible

alternative to quantum mechanical description of matter, but also better under-

standing of quantum mechanics itself. This is may be the main reason, together

with its ability to explain even complicated real quantum effects, why SED has

attracted attention of excellent physicists.

Surprisingly, SED explained several non-trivial quantum effects (e.g. ground

state of hydrogen, stability of matter, black-body radiation spectrum spontaneous

emission, van der Waals and Casimir forces, Lamb shift, Davies-Unruh effect, see7)

which are traditionally considered as purely quantum ones, some of them even being

phenomena which forced physicists to formulate quantum mechanics in contradic-

tion with some of cornerstone concepts of classical physics. Within SED, all quantum

effects are considered as “classical” ones induced by real (not virtual) fluctuations

of zero-point radiation of vacuum.

Initial ideas of SED can be traced to considerations of Nernst,4 Planck,1,2 Ein-

stein3,26 and Bohr.5 Later on, important hints for its formulation appeared in works

of Welton27 and Casimir.5 The real development of SED as a consistently formulated

theory started in the 1960’s in independent studies of Marshall28–30 and Boyer31–37

who both published a lot of key studies. Their work was followed by many authors.

Some of them, as Cole,38–48 de la Pena and Cetto,49–54 Franca,55–59 Puthoff,60–65

Rueda and Haisch,66–71 Santos72,73 worked on problems of SED intensively over

decades. They applied SED for explanation of many quantum phenomena and es-

tablished thus SED as a serious, even if still less far used and developed, alternative

of QED. Of course, also other important contributions to understanding of quan-

tum systems within SED were published, e.g. review article by Guerra;74 some of

them are listed in references.75–94 Milloni discussed problems related to SED, e.g.

Casimir forces, in several articles,95–104 a review article105 and a monograph6 and

commented the results of SED as viewed from the position of QED. A monograph

written by de La Pena and Cetto7,106 provides an exhaustive review of key concepts

and history of SED up to approximately 1995. The very recent development of SED
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(articles published from 2005 up to 2006) can be found in.107–113

2.2.3. Quantum phenomena explained by SED

In this section we will briefly mention some examples of quantum phenomena which

first led to a formulation of stochastic electrodynamics (SED) and then were suc-

cessfully treated by classical physics in terms of SED independently of quantum

mechanics.

First, we have to mention black-body radiation spectrum and stability of matter.

These effects are traditionally considered as phenomena which cannot be explained

by classical physics. Both, black-body radiation spectrum and stability of matter,

however, strongly motivated not only the formulation of QED, but also SED. At the

end they were explained also within classical physics by SED, even if with a delay

in comparison with QED; in some sense the historical reasons for the introduction

of quantum mechanics appear artificial. Due to their extraordinary importance for

many ideas related to SED, both of these phenomena will be discussed in more

detail in the next sections and they will be related to experiments which have not

been yet treated by SED up to now.

Development of SED has been also strongly supported by ideas behind the

explanation of Casimir, van der Waals forces and Lamb shift. On the other hand,

the existence of these effects is also considered as one of indirect proofs of the reality

of the ZPR.

Inspiration for explanation of the Casimir effect within SED can be found already

in Le Sage’s theory of gravitation (1784); his idea of shielding of isotropic flux of

“particles” corresponds to the explanation of different density of ZPR inside and

outside of two parallel planes, which was the system first considered by Casimir

when he was deriving what is nowadays known as Casimir forces. In the case of

parallel planes Casimir forces are attractive. This even lead to consideration to use

Casimir forces for gaining useful work from contraction of parallel plates.

Casimir forces of balls inspired Casimir to consider theory of classical electron

based on this effect. At the beginning this model was not, however, working since

in the first rough (long distances) perturbation scheme calculations, Casimir force

between balls emerged as repulsive for all distances. Only later on, more detailed cal-

culations showed that spontaneous shrinkage of the sphere can take place for very

small diameters. Repulsive forces for large radius lead to expansion; conducting

spherical shell placed solely in physical vacuum represents a macroscopic quantum

system of well defined geometrical extent revealing the tendency to expand spon-

taneously at the expense of practically inexhaustible non-localized energy of ZPR.

There are numerous articles about problems of Casimir forces,114–119 including ex-

cellent reviews120–125 and a monograph.126
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3. Black-body radiation spectrum and stochastic electrodynamics

During the period of establishing both competitive theories, QED and SED, the

existence of zero-point energy (at absolute zero temperature) and related idea of

fluctuations of vacuum played the essential role: analysis of the theory of black-

body radiation is therefore the most important from all quantum effects discussed

in the first period of their development. All essential conceptual changes of view of

our world leading to QED or SED are related to attempts to explain black-body

radiation spectrum.

3.1. Black-body radiation spectrum and quantum mechanics

Black-body radiation spectrum motivated creation of both quantum and stochastic

electrodynamics. As already said, very surprisingly non-classical quantum picture

was historically established as the first one.

In his paper from 19122 Planck presented his second version of black-body radi-

ation spectrum (where oscillator energies were assumed discrete in agreement with

what will be later on known as quantum theory contrary to classical physics expec-

tations). In this theory mean equilibrium energy of oscillator per degree of freedom

(mode) is given by well known formula:

E(ω, T ) =
1

2
~ω +

~ω

exp ~ω
kT − 1

, (1)

where the first term on the right is the mean zero-point energy of the oscillator

ground state. This term, for the first time in history appearing in this formula, is

completely independent of temperature, and plays an essential role in troubles as

for our understanding of nature. Expression (1), when integrated over energy, gives

infinite contribution, which is the cause of on the one side many problems and on

the other side useful ideas discussed later on in this article. To discuss them, let us

introduce the spectral energy density ρ(ω, T ) of oscillator, which is given by

ρ(ω, T ) = N(ω)E(ω, T ), (2)

where the total number N of modes of electromagnetic field in the ground state in

large (infinite) space region with energy between ω and dω per unit volume is given

by:

Ndω = 2
1

(2π)3
4πω2dω

c3
. (3)

Additional factor 2 on the right hand side appears there to account for two polar-

izations.

From (2) and (3):

ρ(ω, T ) =
ω2

π2c3
E(ω, T ) =

~ω3

2π2c3
+

1

(π2c3)

(
~ω3

exp ~ω
kT − 1

)
. (4)
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To describe the black-body radiation spectrum, Planck originally considered all

these relations only for oscillators which were in his theory on the one hand repre-

senting electromagnetic field, but on the other hand he did not admit full equivalence

between oscillators and electromagnetic field in the cavity. It is worth mentioning

that this was the reason why Planck in his derivation of the spectral energy density

did not use (2) and (3) and he obtained formula (4) without the first term on the

right, i.e. without the zero-point energy contribution. Later on Einstein and Nernst

“postulated” the same relations also for other fields, especially electromagnetic and

the zero-point contribution emerged. We note that the neglect of ZPR contribution

in the black-body radiation spectrum by Planck did not matter from the point of

view of experiment due to to the fact that this contribution was not measured not

only in experiments available to Planck, but neither in any other similar experi-

ments, see the text later on.

The result of Planck was surprising mainly from two reasons: 1. It introduces the

concept of discrete levels of energy, 2. even at the absolute zero temperature, which

was traditionally related to the ground (vacuum= empty ) state of matter, the mean

energy of oscillator (as found later on even energy density of electromagnetic field)

has non-zero value of energy, so called zero-point energy (ZPR).

3.2. Zero-point radiation

Zero-point energy is the energy corresponding to the spectral energy density for

zero temperature:

ρZP (ω) ≡ ρ(ω, T = 0) =
ω2

π2c3
~ω

2
=

~ω3

2π2c3
. (5)

Both discrete energies and ZPR were concepts considered incompatible with the

principles of classical physics. We can see, however, immediately that ZPR is in no

contradiction with Maxwell equations since to include ZPR into the description only

means to change the boundary conditions for Maxwell equations. Instead we take

the solution of Maxwell equations without sources as zero, we admit the existence

of zero electromagnetic field background which is not related to any source terms

in Maxwell equations.

The ZPR plays the essential role for the formulation of stochastic electrodynam-

ics as it was envisaged already by Nernst: in this case this contribution represents

zero-point energy of randomly fluctuating (average is zero) radiation field which is

real and all the time present in the whole space. Planck’s constant in this case sets

only the scale of electromagnetic ZPR, it does not have any other meaning. The

possibility to use these facts to construct classical theory of quantum phenomena

was not, however, realized by founders of quantum theory.

Zero-point spectrum of electromagnetic field is homogeneous and isotropic in the

space. Contrary to the temperature dependent contribution to the spectral density

energy, ρZP is Lorentz invariant. This property is very essential for the formulation

of SED.
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3.2.1. Lorentz invariance of ZPR spectral distribution

Boyer was the first who realized that the Lorentz invariance of ZPR spectrum could

be used to derive its shape independently of assumptions related to quantum theory.

To point out this turn in approach to the black-body radiation, we will follow Boyer’s

ideas and present here largely simplified (in one dimension only), derivation of ZPR

spectrum based on the requirement of the Lorentz invariance of the ZPR spectrum:

The energy spectrum of ZPR observed in different inertial systems must be, not to

violate principle of special relativity, isotropic and of the same spectral composition

in all these inertial systems.

Let us now apply these requirements to the case where an inertial system S
′

is

approaching the stationary one S along the common x-axis with the constant speed

v < c. Observing in S
′

the light beams sent from S along the x-axis in the direction

opposite to the movement of S
′

, the frequency has to transform as ω
′

= Kω (dω
′

=

Kdω) and the spectral density of modes as η(ω) → η
′

(ω) = η(ω/K). Here, K > 1

is so called Doppler’s factor which is in this particular case given by

K =
1 + β

(1− β2)1/2
, (6)

where β = v/c. Taking into account the Einstein-Planck’s relativistic requirement

according to which energy flux U in a light beam is directly proportional to its

spectral density of modes η, i.e.

U(ω)dω ∝ ~ωη(ω)dω, (7)

we can express the energy flux put through the band pass filter A-B in S by relation
B∫
A

c~ωη(ω)dω. As a result, flux measurements (using the same filter) must be the

same in both S and S
′

and the following integral has inevitably to cancel

B∫

A

c~ω
[
η(ω)−K2η(ω/K)

]
dω ≡ 0 (8)

and consequently, the following functional equation must be valid

η(ω) = K2η(ω/K). (9)

Its solution127 is given by formula η(ω) = const×ω2, where const is certain Lorentz

invariant. From it we immediately obtain important formula for spectral density of

energy flux of ZPR

U(ω)dω = const× ω3dω. (10)

This may be completed easily by inserting there Weyl’s density of states in a large

cavity and polarisation degeneracy. If transformed to spectral energy density it leads

immediately to formula (5).
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3.2.2. Divergence of ZPR spectrum and natural cut-off

The integral over all energies from energy density spectrum of ZPR is divergent:

ω →∞ E =
~

2π2c3

∞∫

0

ω3dω →∞. (11)

The problem of this divergence can be solved when we suppose that the nature

offers us some natural cut-off ωmax of available frequencies

Etot =
~

2π2c3

ωmax∫

0

ω3dω =
~ω4

max

8π2c3
. (12)

To determine the natural cut-off frequency it is reasonable to consider behaviour of

particles occurring in nature.128 We are dealing with electromagnetic fields, there-

fore it is natural to limit us to charged particles, e.g. electrons.

We can solve the problem of this divergence assuming that a charged particle

interacts with zero-point fluctuations of background electromagnetic field. Since a

charged particle cannot follow the electromagnetic vibrations with the velocity ex-

ceeding the speed of light over an appreciable amplitude, the overall response of a

certain type of particles (e. g. electrons) has its natural upper frequency limit given

approximately by its Compton frequency ωC , all frequencies ω > ωC = mc2/~ are

unaccessible to any measurement process related with these charged particles, i.e.

we can suppose they do not play any role and they do not contribute to observable

phenomena, therefore there is no problem with the divergence. Obviously, such a

response cut-off frequency must be Lorentz invariant. In an opposite case, the mea-

surement of cut-off frequency would make it possible to determine, in contradiction

to requirements of relativity principle, the absolute movement of a given inertial

system. On the other hand, assuming that the ZPR is generated at a distant Uni-

verse in various inertial systems by the same type of particles (i.e. electrons) the

resulting spectrum should be smeared in the vicinity of ωC (for a possible shape of

such a smearing see e.g.4).

3.2.3. Black-body radiation spectrum in SED

Formula (10) provides the density of ZPR radiation independently of any assump-

tion of quantum theory. This fact was used as a motivation to introduce SED as

a theory, independent of quantum mechanics and QED, to describe quantum be-

haviour of systems. To proceed on the way to SED we need to have a possibility

to derive also the temperature dependent part of the black-body radiation without

postulates of quantum theory.

Indeed, the whole, even the temperature dependent part, black-body radiation

spectrum may be derived completely independently of any quantum theory if the

existence of classical homogeneous fluctuating field with a Lorentz invariant spec-

trum is assumed at the absolute zero of temperature. This was shown for the first
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time by Marshall and Boyer and later on followed by others. No discrete energy

levels are needed, but, of course, the constant ~ plays a different role now: it is

just a parameter to be fitted to explain experiments. This step opens a possibility

to introduce stochastic electrodynamics as a theory based on completely classical

description of movement of charged particles, which interact with electromagnetic

field. This field has non-zero fluctuations in vacuum. Energy of each mode in vacuum

has a value ~/2ω and spectrum of this ZPR is of Lorentz invariant form.

3.3. Measurement of black-body radiation and ZPR spectrum

We have seen that the idea of ZPR existence is essential for the formulation of SED

and therefore we need to discuss possible experiments supporting the existence of

ZPR. Let us start with discussion of a possibility to measure ZPR just from black-

body radiation spectrum.

Among the most direct experiments yielding the spectral distribution of elec-

tromagnetic radiation in equilibrium with ordinary matter belong measurements of

high temperature spectrum of black-body radiation and of low-temperature noise

spectrum in electronic circuits. We would like to stress here that there is a close

connection between these two types of experiment, in fact it is the same experiment

performed in another spectral range and using quite different technical means. For

example, the arrangement of isothermal noise circuit and an illustration adapted

from original Kirchhoff’s paper129 on black-body theory are depicted in Figure 1

for comparison. The analogical function of semi-permeable filter P and LC cir-

R

L

C

A

R

A

P

a b

Fig. 1. Comparison of a tuned noise generating circuit (a) with an arrangement used by Kirchhoff
in his considerations (b). A ... power absorber, R ... emitter, P ... optical band-pass filter.

cuit and other parts (emitter R, absorber A) of both arrangements is apparent at

first glance. Furthermore, Kirchhoff’s theorem claiming the universality of ratio be-

tween absorption and emission coefficients for the light resembles the very content
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of fluctuation-dissipation theorem expressed, in a special case of electronic circuits,

as the equivalence between resistor and noise generator. No wonder that the process

of emission and absorption of electromagnetic signal has to be described in both

cases by the same formula (4). There is, however, a point, which is of primary im-

portance, and simultaneously, which is almost completely ignored in the literature.

This is the question of under which conditions the ZPR term in formula (4) can (or

cannot) be observed in the experiment.

The thought experiment similar to that of Nyquist used for the derivation of

his famous formula130 can be exploited. Let us take then a circuit made of two

separated, otherwise identical resistors kept at different temperatures connected

with a common tuned non-resistive LC circuit defining the eigenfrequency Ω ∼
1/
√

(LC) of the system and the band half-width ∆ ∼ 1/RC as well. Taking further

into account Weber’s theorem,131 according to which the resistor is in the circuit

equivalent to the noise voltage generator producing the voltage per mode and is

given by formula (akin to formula (1))

〈V 2〉 =
1

C

(
~Ω

2
+

~Ω

exp(~Ω
kT )− 1

)
. (13)

The resulting superposition of mean square voltages due to both noise generators

replacing resistors involves the ZPR components or, strictly speaking their average

value ~Ω/2C. If we, however, compute energy transfer from one resistor to another,

the ZPR components cancel, and the net energy flux is given only by the difference

of temperature dependent term in (4).

Hence, in an experiment where the absorber absorbs the radiation or, generally,

the noise signal, the ZPR term cannot be observed in principle. This is evidently the

case of classical investigation of black-body spectrum by Lummer and Pringsheim132

where the radiation from open aperture passes monochromator (band filter) and it

is, as far as possible, captured by a bolometer (wide band detector). On the other

hand, the mean square amplitude of integral of electric field vector 〈[
∫
~Ed~l]2〉 taken

around the circuit can be measured provided that no power is extracted from the

system. These two types of essentially different and in some sense complementary

measurements (i.e. with and without power extraction) should be carefully distin-

guished. Unfortunately, the conditions encountered in practical realizations of noise

experiments78–80,113 are very often mixed, so that the analysis of resulting data is,

as a rule, not trivial.

4. Zitterbewegung and SED

Assume, in accordance with the fundamental Ansatz of SED, a permanent interac-

tion of the electron with the ZP background radiation. Accordingly, this must result

in its chaotic motion or jiggling (called even here Zitterbewegung traditionally) and

eventually, in the statistical uncertainty in its position. Indeed, mean square of a

coordinate corresponding to the harmonic response of electron on the external ZPR
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field may be written as:

〈q2〉 =
ω2∫

ω1

〈q2ω〉dω =
2α

π

(
~

mc

)2
ω2∫

ω1

dω

ω
=

2α

π

(
~

mc

)2

ln(
ω2

ω1
), (14)

where the logarithm is known as Bethe’s integral and α = e2/4πε0~c is the fine

structure constant (coupling parameter). Computing the lower limit of Bethe’s in-

tegral, e.g. for the grounded environment of radius a = 1 m, we obtain an estimate

ω1 = 2.74 c/a = 8.2× 108 s−1, the mean square root amplitude of Zitterbewegung

will be ∼
√
〈q2〉 ≈ 7.2 × 10−13 m, which is a value 200× larger than the classi-

cal electron radius and comparable with Compton radius of electron. Interestingly,

this picture resembles the Dirac model of electron, i.e. point charge oscillating in a

sphere of Compton radius with frequency ranging up to ωC .

Notice, the way of argumentation in the frame of quantum mechanics is quite

opposite.133 The starting Ansatz in QED is Heisenberg’s uncertainty relation from

which one can derive that an electron has to have inevitably a rest energy bound

to the jiggling equal to ∼ ~ω/2 at frequency ω. This energy is, surprisingly, not

interpreted as a real free energy of the electron, but only as a virtual quantity

intrinsic to every “quantum” particle which is necessary for keeping the commu-

tation properties of corresponding operators. This difficult logic is, as we believe,

attainable only because of the microscopic nature of Zitterbewegung and related

quantum process in general. The minuteness of effects which are of “quantum na-

ture” is, however, not a universal property. (The black-body radiation of the Sun is

a good counter-example!)

5. Periodic reactions and quantum diffusion

There are, moreover, even unaided eye observations revealing quantum effects on

the laboratory scale, namely so called periodic self-organised diffusion-controlled

reactions (e.g. Belousov-Zhabotinsky’s waves, Liesegang’s rings134) playing extraor-

dinary role especially in biological structures. Curiously, in some cases the effective

diffusion action corresponding to these reactions formally satisfies “quantum me-

chanical” relationship

Mvλ ≈ ~, (15)

where M is the molecular weight of precipitate, v is the speed of spreading of

the reaction front, and λ is a length parameter characterizing macroscopic reac-

tion patterns. The wave-like nature of these process, revealing e.g. interference and

diffraction effects in which the parameter λ plays the role quite analogous to that of

the de Broglie wavelength in quantum mechanics, is very impressive. As has been

recently shown135,136 such a somewhat enigmatic behaviour can be accounted for

by the classical theory of Brownian motion just completed by an assumption that

the stochastic process behind is controlled prevailingly by the interaction between
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diffusing molecules and ZP radiation. Formally the transition from classical to quan-

tum regime may be achieved if D → DQ, where D is the diffusion constant and DQ

is so called Fürth’s parameter defined as

DQ =
~

2M
. (16)

As experiments showed, relation (15) is valid in case where empirical value of D

approaches the quantity DQ.

5.1. Quantum diffusion and stochastic electrodynamics

The problem just treated is closely related to attempts to derive Schrödinger equa-

tion directly from the classical theory of Brownian motion and/or diffusion. The

striking analogy between diffusion equation (generalized Fick’s law) and Schrödinger

equation was already observed in the 1930’s by Schrödinger24 and Fürth.25 The lat-

ter showed that formal substitution of diffusion constant by iDQ (i is the imaginary

unit and DQ is defined above by equation (16)) in equations describing diffusion

and Brownian motion transforms them into Schrödinger equation. The epistemo-

logical problem arising from the presence of imaginary unit in the transformation

is very likely due to the phase-space based formalism used both in classical analyti-

cal and quantum mechanics.16 In configuration space, namely, the quantum motion

and diffusive motion of a particle are indistinguishable having the same Hausdorff’s

dimensions there.137 The only difference between these two cases is the difference

in sources of stochastic behaviour; i.e. molecular collisions for Brownian diffusion

and interaction with random ZPR for quantum motion. From this point of view de

Broglie wave and wave-like properties of particles may be interpreted as a direct

consequence of interaction of the particle with real fluctuating ZPR background.

6. Stability of matter and weak localization

In this section we will first deal with phenomenon of stability of matter which has

often been discussed in both QED and SED. Motivated by related considerations we

will then discuss an experimentally observed phenomenon, weak localization of elec-

trons, which is commonly treated by quantum mechanics, but up to our knowledge

it has never been discussed from the point of view of SED. Within the standard ap-

proach this phenomenon is understood as to be caused by quantum interference.138

We will see that the effect of weak localization can be interpreted in terms of SED,

too. We will also briefly deal with a possibility to describe superconductivity within

SED. There is a class of superconducting materials the mechanism of superconduc-

tivity of which may be based on the effect of weak localization.

6.1. Stability of matter and SED

It is an enormously fruitful idea developed in the frame of SED that the mov-

ing charged particle, electron for example, can be kept on a stationary orbit in
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consequence of dynamical equilibrium between absorbed ZPR and emitted recoil

radiation.7 In quantum mechanics the stationary states being defined as solutions,

i.e. eigenfunctions, of Schrödinger’s equation may be mathematically represented

by a stationary wave-function pattern. Such a pattern is, speaking more physi-

cally, a result of constructive interference of electron waves which is compatible

with boundary conditions characterizing a given system. The essential features of

just mentioned duality between SED and QED approach to the stationary states

(ZPR-recoil radiation equilibrium in SED versus constructive interference in QED)

may be illustrated by the following simple model of an electron trapped on a closed

orbit.

Because of changes in direction of its movement an electron moving in an envi-

ronment where it suffers only elastic collisions has to emit recoil radiation of power

PE given by Larmor’s formula139

PE =
e2

6πε0c3
v2Ω2, Ω = θ

v

λ
, (17)

where v is the classical speed of the electron, λ is its free path, and the change

of direction characterized by angle θ. Ω is thus the effective angular frequency, see

Figure 2. Zero-point radiation PA absorbed simultaneously by the electron within

θ

ZPR

RR

Fig. 2. Illustration of a movement of electron on a closed orbit. Electron is maintained in a
stationary state by an equilibrium between ZPR and recoil radiation (RR).

the frequency range from 0 to Ω can be computed by the following formula140

PA =
~2λΩ4

3π2mc3
. (18)

Equating (17) and (18), we immediately obtain a relation putting the “quantum”

conditions on the possible shape of the orbit

PA = PE ⇒ λ

(
Ω

v

)2

=
mc2

2π2ε0
. (19)
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Remarkably, for the case of electron in hydrogen atom, where θ = 2π and λ = 2πaB
“quantum” condition (19) reads

aB =
4πε0~

2

me2
, (20)

giving thus its first Bohr’s radius aB . Based on this result, we can conclude that

the stability of matter in general can be, at least in principle, accounted for by the

very presence of ZPR in electronic processes.

6.2. Weak localization: an interference phenomenon explained by

SED

Obviously, formula (19) can be used for the description of more general class of

closed orbits than are atomic orbits. As an example, the so called weakly localized

orbits can be given. These relatively very large (typically ∼ 10−7−10−6 m) and sta-

ble orbits exist in disordered metals and semiconductors where they are responsible

for a plenty of interesting transport effects. The weakly localized orbits are within

the frame of quantum mechanics explained as large interference patterns construc-

tively composed of partial electron waves split on imperfections in conductor.

The corresponding SED description of weakly localized orbit which is, as was

mentioned above, based on the balance of ZPR and recoil radiation is, however, very

convenient for treatment of cases where this balance is disturbed by some external

mean. For example, SED theory enables us to compute very simply the effect of a

conducting (reflecting) cavity limiting the access of ZPR to the electronic system

enclosed. Figure 3 depicts the temperature dependence of “quantum correction to

0
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Fig. 3. Temperature dependence of quantum correction to conductivity of InP:S based δ-layer.
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conductivity” G−G0 as observed in a two-dimensional InP:S based δ -layer which is

due just to the effect of weak localization.140 The curve, which should theoretically

go through the origin of coordinates, is, however, shifted significantly. Assuming that

the sample itself acts as a dielectric cavity for the buried δ-layer where the weakly

localized orbits controlling transport exist, the value of parameter T0 characterizing

this shift can be estimated from the relative permittivity ε and dimensions L of the

sample by relation

T0 ≈
4πc~

kL
√
ε− 1

. (21)

As for InP ε ∼ 12 and the largest dimension of the sample was L ∼ 4× 10−3 m this

formula derived within SED theory gives a value T0 = 2.1 K in excellent agreement

with experiment.

6.3. Unconventional superconductivity in Mott’s metals

It is worth to noticing, that the weakly localized states can be, under a rather special

conditions and at low temperatures, chained into quite macroscopic (i. e. ∼ 1 cm)

collective state responsible for unconventional superconductivity observed in highly

boron doped polycrystalline diamond.141

This is an example of existence of stable macroscopic system represented by

collective wave function maintained by the ZPR.

7. Conclusions

Summarizing, there are two alternative theories, namely QED and SED, covering

practically the same field of so called quantum phenomena. While SED is based

on the reality of zero-point electromagnetic fluctuations in vacuum, this peculiar

entity re-appears in QED only as an important virtual construction. It is a historical

fact that the quantum mechanics and its continuation, QED, became a governing

theory in this field. Moreover, as the ZPR plays in most practical applications of

quantum mechanics no or only marginal role, the question of reality of ZPR seems

to be of rather academic interest. We are convinced, however, that the decision

between reality and non-reality of zero-point fluctuations in vacuum is a significant

epistemological problem which is solvable only by experimental means. Therefore,

brief accounts of some quantum effects which can be interpreted in the frame of SED

using the reality of ZPR as a starting point are given. Our attention was devoted

mainly to the points which are almost neglected in the literature, for example, to the

close connection between measurement of the black-body radiation spectrum and

measurement of noise in an electronic circuit with emphasis put on the conditions

under which the ZP component of radiation or noise can be observed in principle.

We have further turned our attention to the discussion of experiments with weakly

localized orbits in solid state systems the stability of which is controlled by the

flux of ZPR. In spite of the fact that these experiments have not the character of
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experimentum crucis, we are convinced that they may contribute essentially to the

solution of the question of the real existence of ZPR in vacuum.
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We study anew the behaviour of an otherwise classical bound particle immersed in a ra-
diation field that includes the zero-point field component of average energy (1/2)~ω per
mode. The presence of this field introduces an essential stochasticity into the dynamics of
the particle, characterized by Planck’s constant ~; this has been the basis for stochastic
electrodynamics. Both the near field and the particle are affected substantially by their
continuous interaction. Stationary solutions are in principle possible when a balance is
achieved between the mean powers emitted and absorbed by the particle. By demanding
that the ensuing approximate stationary solutions satisfy an ergodic principle, we are
led to a resonant response that is linear in the Fourier amplitudes of the field; this is the
essence of linear stochastic electrodynamics. The connection with the matrix formula-
tion of quantum mechanics can be readily made, with the resonance frequencies of the
ergodic solutions corresponding to the quantum mechanical transition frequencies. Some
implications of these results for the understanding of quantum phenomena are briefly
discussed.

Keywords: Stochastic electrodynamics; Linear stochastic electrodynamics; Quantum me-
chanics; Semi-classic; Ergodicity.

1. Introduction

In the current quantum description we find both an effective formal apparatus of

widespread and far-reaching applications, and the need to break several deep and

basic rules of (non-quantum) physics to interpret the formalism. Indeed, learning

quantum mechanics is tantamount to learning a new philosophy of physics along

with its new and quite sophisticated formalism. In saying this we are not revealing

anything new: every student learns this truth the hard way in her/his first encoun-

ters with the subject. As he is told that there is not much to understand beyond

the formalism even Feynman, the brilliant archetype of intuitive physical thinking,

said that nobody understands quantum mechanics he ends up limiting his curiosity
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to learning how to use and exploit it. No wonder that in some sectors discomfort

with this state of affairs sprung almost from the birth of the theory itself. The best

known example of the uneasiness produced by the demand to abandon locality, re-

alism, determinism, causality, even the possibility of getting an image of the piece of

physical world under scrutiny, is of course the decade long debate between Einstein

and Bohr about the principles of quantum mechanics. It has become commonplace

to hear that Einstein lost the debate, that he was already too old to understand

quantum mechanics. But it would be a mistake to reduce the issue to such a sim-

plistic scheme. This is not a question of who wins or who loses, it is a matter of

profound physics: do we have to renounce forever to a real (not merely formal)

understanding of what is happening outside there, in the physical world, not just

in our minds?

Stochastic electrodynamics (sed) is a systematic attempt to improve our under-

standing of the meaning of quantum mechanics, and one that has survived several

decades of both research and criticism. It has been blamed and this seems to be

the single serious criticism to it of being a semi-classical theory. With some reason,

since the methods we all used in the old attempts to develop the theory impressed

upon it a semi-classical gist. What we briefly present here is a version of it, called

linear stochastic electrodynamics lsed for short, free of the basic problems that

beset the original theory of SED and characterized by as little speculation as a new

fundamental theory could possibly have.

A couple of remarks are in place. Firstly, this is not yet a finished theory; thus

whilst we are dealing with its fundamentals, many details are still unknown to us.

Although whether the theory can be developed in full is for the moment a matter of

speculation, we do not foresee unsurmountable difficulties. We should also add that

this form of SED does not represent the only possibility to go ahead; indeed, there

are several different attempts underway of a very different nature and differing also

from ours. One is the work that D. Cole and co-worker are carrying out by direct and

careful computation of the electron’s motion in the H atom, with very interesting

statistical results.1–3 A second extensive and long-standing effort is stochastic optics,

which represents the optical branch of SED and is being developed with notable

success by T. Marshall, E. Santos and co-workers.4–6 Another attempt is that by T.

H. Boyer, who looks for a careful account of the relativistic electron that complies

with the full conformal symmetry.8 Another attempt of a related nature is that of

Th. M. Nieuwenhuizen.9

2. The Fundamentals of Linear Stochastic Electrodynamics

2.1. Definition of the system under study

The key idea behind SED is that the quantum system is recognized as being stochas-

tic. Thus the existence of (apparently irreducible) fluctuations, as manifested e.g.

by the Heisenberg uncertainties, is interpreted as a manifestation (or measure, if

preferred) of such stochasticity. It is concurrently assumed that there is a physical
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cause for such fluctuations, so they are neither physically irreducible in principle nor

unexplainable, and the question about such cause becomes central. In SED (and in

lsed) one identifies this cause with the vacuum radiation field, or zero-point field

(zpf), with which the atomic system is in permanent interaction. The electromag-

netic zpf is of course only one among several such vacua, but it is assumed that

for the kind of systems considered in quantum mechanics, this is the essential one,

the effects of other possible vacua being negligibly small for them, at least in the

nonrelativistic description.

The field to be here considered may or may not contain an external electromag-

netic radiation, but it always comprises at least the vacuum field. This latter is a

stochastic field, solution of the Maxwell equations with appropriate boundary con-

ditions at infinity, and with all its elementary oscillators in the ground state, which

means an energy per mode of value ~ω/2. This corresponds to a spectral energy

density proportional to ω3, which is the single relativistic invariant spectrum (a

detailed discussion and references to early work can be seen in,10 hereafter referred

to as The Dice).

Owing to the mathematical difficulties of this general problem, it has been com-

mon practice in SED to limit the studies to the mechanical (atomic) part, and make

“reasonable” assumptions about the statistical properties of the field, assumed to be

stationary. However, even with this approximation the problem cannot be explicitly

solved in the general case, so some further approximations became necessary. In

the customary form of SED (say, until 1982) the employment of perturbative meth-

ods and the simultaneous use of a Markovian approximation were usual. Even if

this procedure eventually turned out to be inappropriate for dealing with nonlinear

problems, a series of satisfactory, and in some cases very satisfactory results were

obtained (basically for linear problems), which signaled towards the soundness of

the principles of the theory. When the procedure was applied to more interesting

nonlinear problems, as the H-atom, the results were disappointing. (The interested

reader can found detailed accounts and references to earlier work in The Dice, so

we skip them here.) In order to escape from the intrinsic limitations manifested by

such methods, in lsed we investigate the same system but avoiding the use of any

perturbative or Markovian approximation.

The theory of lsed has been discussed in several other places10–14 ; here we de-

velop it in a new form which we hope is more cogent, using a minimum of principles

for its formulation. An important characteristic of lsed that distinguishes it from

the earlier versions of SED , is that certain statistical properties of the random

field are not assumed fixed from the beginning, as if they were just those of the

free vacuum field, but they are left to be determined by the theory itself from the

demand of self-consistency under stationary conditions, thus allowing the field to

be modified by its interaction with matter. The key element that we introduce here

is what we call, to use a broad term, the principle of ergodicity. In our previous

discussions, in place of this principle we used another one, variously called of min-

imum stochasticity or of independence from the field realizations. We feel that the
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use of this principle makes the theory simpler and much more transparent, hence

more appealing.

2.2. Definition of the mechanical component and the quantum

regime

Due to the limitations of space we give here only a very reduced squetch of the

fundamentals of the theory, details of which can be found in The Dice. From the

full Hamiltonian of the SED system one derives the equation of motion for its

mechanical part by eliminating the canonical variables that refer to the field, a

procedure that leads to the Abraham-Lorentz equation (usually called in SED the

Braffort-Marshall equation), namely

m
··
x = f(x) +mτ

···
x + eE(x,t). (1)

In the nonrelativistic approximation the magnetic contribution to the Lorentz force

can be disregarded and by the same token, the electric field can be written in the

long-wavelength approximation in terms of a Fourier time transform

E(t) =

∫ +∞

−∞
Ẽ(ω)a(ω)e−iωtdω (2)

with Ẽ∗(ω) = Ẽ(−ω), a∗(ω) = a(−ω) for ω ≥ 0. Each of the coefficients Ẽ(ω)

contains the infinity of modes of the field that belong to the same frequency ω,

with all possible orientations of the wave vector |k| = ω/c and both polarizations,

so that the (dimensionless) stochastic variables a(ω) describe the mean behavior of

the modes of frequency ω. In the usual form of SED all statistical properties of the

stochastic variables a(ω) are assumed to be those of the free vacuum field (when

no external field is present). However, as said above we are here interested in the

properties of a(ω) in presence of matter, which are to be determined by the theory

itself.

We shall focus on the stationary solutions, which are characterized as follows.

Multiplying Eq. (1) by
·
x and rearranging we get for the average over the field

realizations,
〈
dH

dt

〉
= −mτ

〈
··
x

2
〉

+ e
〈 ·
x ·E

〉
, (3)

where H stands for the Hamiltonian of the particle, including the Schott energy,

H = 1
2m

·
x

2
+ V (x)−mτ ·

x · ··x, (4)

and V (x) is the potential associated with the external force f(x). The contribution

−mτ
〈

··
x

2
〉

represents the mean power radiated by the charge and is due basically to

the orbital motion, whereas e
〈 ·
x ·E

〉
gives the mean power absorbed from the field,

whose principal contribution comes from the highly irregular motion impressed upon
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the particle by the field. Stationary states are reached when these two contributions

cancel out, so that
〈
dH

dt

〉
= 0 (5a)

and

mτ

〈
··
x

2
〉

= e
〈 ·
x ·E

〉
. (5b)

When condition (5b) is met, the system has reached a stationary regime in the

average. However, in lsed a more exacting condition must be satisfied, namely

detailed energy (or power) balance, i.e., balance for each separate frequency, as is

to be expected when the acting field is stationary, which is assumed to be the case

for the zpf (for details see The Dice). This is the mechanism proposed by lsed to

explain the existence of atomic stationary states despite radiation by the accelerated

electron — or rather, thanks to it and to the compensating effect of the background

field. Of course in the presence of the zpf alone the single equilibrium solution is

the ground state, the excited states decaying with their characteristic lifetimes.

Below we see how and when both the higher-order effects of the zpf and radiation

reaction can be neglected once their zero-order effects (i.e., steering the system to the

stationary state) have been taken into account in writing the appropriate solution

to Eq. (1), thus allowing us to treat the excited states as if they were stationary, as

is done in quantum mechanics.

3. The Principle of Ergodicity

3.1. Resonances

In what follows we use instead of Eq. (2) a discrete Fourier expansion, so we write

considering for simplicity the one dimensional case

E(t) =
∑

β

Ẽβaβe
−iωβt. (6)

We now write the solutions to Eq. (1) in the form

x(t) =
∑

β

x̃(ωβ)a(ωβ)e
−iωβt ≡

∑

β

x̃βaβe
−iωβt, (7)

and so on. To perform the Fourier expansion of the external force we assume that

it can be expressed as a power series in x(t) (without constant term); then using

Eq. (7) we write

f(x(t)) = k1x(t) + k2x
2(t) + k3x

3(t) + . . . (8)

= k1

∑

β

x̃βaβe
−iωβt + k2

∑

β′,β′′

x̃β′ x̃β′′aβ′aβ′′ e
−i(ω

β
′ +ω

β
′′ )t + . . . (9)
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The component of frequency ωβ is therefore

f̃β = f̃(ωβ) = k1x̃βaβ + k2

∑

β′,β′′

x̃β′ x̃β′′aβ′aβ′′ + . . . , (10)

where the summations are to be performed over the set of indices β
′

, β
′′

, β
′′

, . . . for

which

ωβ′ + ωβ′′ + ωβ′′′ + . . . = ωβ. (11)

Introducing Eq. (7) into (1) we may write for the component of frequency ωβ

−mω2
βx̃βaβe

−iωβt = f̃βe
−iωβt + imτω3

βx̃βaβe
−iωβt + eẼβaβe

−iωβt, or (12)

x̃β = − e

m

Ẽβ

ω2
β + iτω3

β +
f̃β

mx̃βaβ

≡ − e

m

Ẽβ
∆β

, (13a)

∆β = ω2
β + iτω3

β +
f̃β

mx̃βaβ
. (13b)

We see that the important contributions to x(t) come from those frequencies that

are zeros of ∆β , i.e., the poles of x̃β . The resonances at these values are extremely

sharp due to the very small value of τ (for all frequencies of interest for atoms we

have τω . α3) Thus in

x(t) =
∑

β

x̃βaβe
−iωβt = − e

m

∑

β

Ẽβ
∆β

aβe
−iωβt (14)

we can separate quite naturally the sum into the contributions that come from the

resonances and the remaining noise. It is important to observe that the frequency

of a resonance, which is very nearly given by

ω2
rβ = − f̃β

mx̃βaβ
, (15)

depends on the values of the set of x̃β for the given response. Hence for different

responses the set of those frequencies is different. To single out the selected response

and resonant frequency we need an extra index, so we write ωαβ instead of ωβ and

so on, transforming Eq. (14) into

xα(t) = − e

m

∑

β

Ẽαβ
∆αβ

aαβe
−iωαβt. (16)

This change should be introduced everywhere, particularly in Eq. (11). It simply

evinces the fact that to each possible xα(t) there corresponds a full set of components

x̃αβ and frequencies of resonance ωαβ . Eq. (14) can be seen to represent a set of

oscillators of extremely high Q tuned to the resonance frequencies ωαβ.
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3.2. The ergodic principle

It is important to observe that the above results depend on the specific realization

of the random field. If we identify the current realization with an index (i) then we

should write ωαβ more explicitly as ω
(i)
αβ , and so on, so that

x(i)
α (t) =

∑

β

x̃
(i)
αβa

(i)
αβe

−iω(i)
αβ
t = − e

m

∑

β

Ẽ
(i)
αβ

∆
(i)
αβ

a
(i)
αβe

−iω(i)
αβ
t. (17)

We have written Ẽ
(i)
αβ because in general this quantity is a function of the frequency

and depends on (i) through it. From the last equation we may write
(
x(i)
α (t)

)2

=
∑

β,β′

x̃
(i)∗
αβ′ x̃

(i)
αβa

(i)∗
αβ′a

(i)
αβe

i(ω
(i)

αβ′−ω(i)
αβ

)t
, (18)

so that separating the diagonal elements from the rest we get
(
x(i)
α (t)

)2

=
∑

β

∣∣∣x̃(i)
αβ

∣∣∣
2 ∣∣∣a(i)

αβ

∣∣∣
2

+
∑

β′ 6=β
x̃

(i)∗
αβ′ x̃

(i)
αβa

(i)∗
αβ′a

(i)
αβe

i(ω
(i)

αβ′−ω(i)
αβ

)t
. (19)

Since the poles given by Eq. (15) are in general complex numbers, the oscillating

terms in the last expression should decay for solutions that satisfy Eq. (5b). Thus

for sufficiently long times Eq. (19) reduces to
(
x(i)
α (t)

)2

=
∑

β

∣∣∣x̃(i)
αβ

∣∣∣
2 ∣∣∣a(i)

αβ

∣∣∣
2

, t −→∞. (20)

From Eq. (19) it follows that
〈(

x(i)
α (t)

)2
〉

=
∑

β

〈∣∣∣x̃(i)
αβ

∣∣∣
2 ∣∣∣a(i)

αβ

∣∣∣
2
〉

+
∑

β′ 6=β

〈
x̃

(i)∗
αβ′ x̃

(i)
αβa

(i)∗
αβ′a

(i)
αβe

i(ω
(i)

αβ′−ω(i)
αβ

)t

〉
(21a)

=
∑

β

〈∣∣∣x̃(i)
αβ

∣∣∣
2 ∣∣∣a(i)

αβ

∣∣∣
2
〉

(21b)

where the average is taken over the realizations of the field and the last equality

holds for t −→∞. Further, taking the time average of the same equation (19) over

long enough times we get

(
x

(i)
α (t)

)2

=
∑

β

∣∣∣x̃(i)
αβ

∣∣∣
2 ∣∣∣a(i)

αβ

∣∣∣
2

. (22)

Comparing these two results we see that in general they are different
〈(

x(i)
α (t)

)2
〉

=
〈
x2
α(t)

〉
6=
(
x

(i)
α (t)

)2

, (23)

since by construction the left hand side is independent of the realization of the field,

whereas the right hand side gives a different result for each realization (i). This

means that in general the system is not ergodic, not even in the one dimensional
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case, where only one integral of the motion exists. Let us examine this behavior

more closely.

We first consider the case of the harmonic oscillator, for which Eq. (15) reduces

to

f̃β
mx̃βaβ

∣∣∣∣∣
(i)

= −ω2
0 , (24)

where ω0 is the frequency of the oscillator, a fixed quantity, the same for all (i). It

follows that in this case ωαβ and x̃αβ are independent of the realization of the field,

and so Eq. (21a) becomes
〈
(xα(t))

2
〉

=
∑

β

|x̃αβ |2
〈
|aαβ |2

〉
+
∑

β′ 6=β
x̃∗αβ′ x̃αβe

i(ωαβ′−ωαβ)t
〈
a∗αβ′aαβ

〉
, (25)

where the now superfluous index (i) has been omitted. To proceed we need a few

statistical properties of the stochastic variables aαβ. A conventional rule is to assume

that aαβ and aαβ′ are statistically independent for β 6= β′, so we write
〈
a∗αβ′aαβ

〉
= |aαβ |2 δββ′ , (26)

whence Eq. (25) reduces to
〈
(xα(t))2

〉
=
∑

β

|x̃αβ |2
〈
|aαβ |2

〉
. (27)

Comparing with Eq. (22), we see that for the condition of ergodicity to be satisfied

we must have
〈
|aαβ|2

〉
=
∣∣∣a(i)
αβ

∣∣∣
2

. (28)

Since the left hand side is independent of (i), the right hand side must also be

independent of the realization, This result tells us that the modulus of a
(i)
αβ is in-

dependent of (i) and has a sure (non stochastic) value. Therefore, if we write the

amplitudes aαβ in its polar form

aαβ = rαβe
iϕαβ , (29)

the moduli rαβ are sure numbers. The phases ϕαβ are of course random, and it is

usual to assume them uniformly distributed over [0, 2π] (better over [−π, π], as will

became clear below).

Now we come back to the general case. Since the particle is permanently in con-

tact with the random field, we expect that the former can visit the whole accessible

phase space, or, equivalently, that its behaviour is ergodic (in this restricted sense).

This image is similar to the one used in the calculation of the transition ampli-

tudes in quantum mechanics using the Feynman path integral method, where for

the transition amplitude from point xi to point xf all trajectories with all possible

momenta p leading from xi to xf are considered (not restricting the calculation to

the energy surface). As was the case for the harmonic oscillator, it is assumed that
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also in the general case the behaviour must be ergodic, which means that
(
x

(i)
α (t)

)2

should not depend on the specific realization (i) of the field. Under this condition,

from Eqs. (21b), (22), and (28) we can write for t −→∞,
∑

β

〈∣∣∣x̃(i)
αβ

∣∣∣
2 ∣∣∣a(i)

αβ

∣∣∣
2
〉

=
∑

β

〈∣∣∣x̃(i)
αβ

∣∣∣
2
〈∣∣∣a(i)

αβ

∣∣∣
2
〉〉

=
∑

β

〈∣∣∣x̃(i)
αβ

∣∣∣
2
〉 ∣∣∣a(i)

αβ

∣∣∣
2

, (30)

from which it follows that
∣∣∣x̃(i)
αβ

∣∣∣
2

=

〈∣∣∣x̃(i)
αβ

∣∣∣
2
〉
. (31)

Since the right hand side of this equation is independent of the realization (i), also

x̃
(i)
αβ must be independent of it, which leads to

∣∣∣x̃(i)
αβ

∣∣∣
2

= |x̃αβ |2 , or x̃
(i)
αβ = x̃αβ . (32)

This implies that also ωαβ cannot depend on the specific realization of the field,

because the entanglement between the x̃αβ and the resonance frequencies ωαβ en-

tailed by Eq. (13) implies that any dependence of the latter on (i) would be echoed

in the former; thus ω
(i)
αβ = ωαβ . Combining this with Eqs. (13) and (15) we conclude

that (in full notation)

f̃αβ

mx̃αβa
(i)
αβ

is independent of the realization of the field, (33)

since otherwise x̃αβ would depend on such realization in the general nonlinear case.

This is our main upshot from the principle of ergodicity.

4. Significance of the Result

The result given in Eq. (33) is central for our arguments. Indeed it has been ob-

tained previously using the demand of minimum stochasticity or, equivalently, inde-

pendence from the field realization as said above. Since, though through a different

path and with a distinct wording, we have reached a situation similar to the one

discussed in previous works on lsed, we will be extremely schematic in what fol-

lows due to space limitations. A full version will be published elsewhere. Our main

conclusion is that Eq. (33) can be satisfied only if the stochastic amplitudes, their

phases and the resonance frequencies satisfy the equations

aαβ = aαβ′aβ′β′′aβ′′β′′′ · · · aβ(r)β , (34a)

ωαβ = ωαβ′ + ωβ′β′′ + ωβ′′β′′′ + . . .+ ωβ(r)β , (34b)

ϕαβ = ϕαβ′ + ϕβ′β′′ + ϕβ′′β′′′ + . . .+ ϕβ(r)β . (35)
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These results synthesize what we call the chain rule. Eq. (34a) leads to rαβ = 1,

whereas Eqs. (34b) and (35) imply relations of the form

ωαβ = Ωα − Ωβ , (36)

ϕαβ = φα − φβ , (37)

which shows that the Bohr transition frequencies correspond to the resonances in

the (linear) response of the atomic system. This is an extremely important result

because it explains how it is that the electron “knows” in advance the energy of the

state where it will land when realizing an atomic transition, since the difference in

energies is precisely determined by the resonance, which, as we have seen, is very

sharp. Beyond their direct meaning, these relations show that both indices run over

the same set of values.

5. The Quantum Regime

It is clear that conditions as those given by Eqs. (34a) and (35) are not realized

rigorously, the involved quantities being stricto senso random variables. Something

similar applies to the sure values of x̃αβ and related variables. However, under the

present approximation, which corresponds to the quantum regime, as will be appar-

ent below, they will be realized with sufficient accuracy as to allow the application

of the theory. Thus the present account furnishes only an approximate and statisti-

cal description of the mechanical subsystem, in which small noisy motions are being

neglected. Still further approximations will be introduced below to match the usual

quantum mechanical description.

We note from Eq (16), namely

xα(t) =
∑

β

x̃αβaαβe
−iωαβt, x̃αβ = − e

m

Ẽαβ
∆αβ

, (38)

taking into account that ∆αβ is now independent of the stochastic amplitudes, that

the response of the particle has become proportional to the Fourier components

of the field, Ẽαβaαβ. This is the reason for the name of the present theory, linear

stochastic electrodynamics.

It is now easy to see that the chain rule means matrix mechanics. By applying

this rule we see that, for example,
[
x3(t)

]
αδ

=
∑

x̃αβ x̃βγ x̃γδaαβaβγaγδe
−i(ωαβ+ωβγ+ωγδ)t

=


∑

β,γ

x̃αβ x̃βγ x̃γδ


 aαδe

−iωαδt =
(
x̃3
)
αδ
aαδe

−iωαδt, (39)

where we have put
(
x̃3
)
αδ

=
∑

β,γ

x̃αβ x̃βγ x̃γδ, (40)
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which is indeed the rule for matrix multiplication applied to x̃. It is clear that the

rule holds for all integer powers, so that the Fourier amplitudes in equations of the

form (6) or (7) become represented by the corresponding matrices. Thus in terms

of the elementary oscillators

x̃αβ(t) = x̃αβe
−iωαβt, f̃αβ(t) =

f̃αβ
aαβ

e−iωαβt, Ẽαβ(t) = Ẽαβe
−iωαβt, (41)

Eq. (12) takes the form

m
d2x̃αβ(t)

dt2
= f̃αβ(t) +mτ

d3x̃αβ(t)

dt3
+ eẼαβ(t), (42a)

and in closed matrix notation we get

m
d2x̂(t)

dt2
= f̂(t) +mτ

d3x̂(t)

dt3
+ eÊ(t). (42b)

This is the equation of motion that describes the behavior of the mechanical subsys-

tem in the quantum regime; it agrees with the Heisenberg equation of nonrelativistic

quantum electrodynamics. In the absence of an external radiation field, Ê(t) repre-

sents the zero point field affected by the presence of matter. Since Eq. (42b) holds

anyway only when the quantum regime has been established, and thus both the zpf

and radiation reaction have played their fundamental role in carrying the system to

that state, the corresponding terms in this equation represent now only small radia-

tive corrections to the motions, so they can be neglected in a first approximation.

We thus get the couple of Heisenberg equations

p̂ = m
dx̂

dt
,

dp̂

dt
= f̂ , (43)

which are the usual quantum mechanical equations.

From the present analysis we conclude that zero-point field and ergodicity com-

bine to yield quantization. More precisely, the mechanism for quantization appears

to be the ergodic behavior of the system under the action of the zpf. We may un-

derstand this by considering that the ergodic solutions should be the more stable

ones, and thus those that tend to quench other motions that undoubtedly appear.

6. Some Final Words

As there is no space to comment on all the implications of the previous results for

the meaning of the usual quantum mechanical formalism and its interpretation, we

shall only make a brief general comment. We have shown how the rules of quantum

mechanics can be derived from a well defined physical theory that obeys all the

desired demands coming from general physics — and, if you prefer, metaphysics —

viz. causality, determinism, locality, realism, objectivity, and so on. We are referring

of course to the original form of the theory, the one defined by Eq. (1) for a given

realization of the field. Once we consider a set of realizations and introduce statistical

arguments and approximate calculations, some of these properties are lost or at least
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weakened in one form or another. From the present perspective, usual quantum

mechanics appears thus as an approximate, asymptotic, statistical, partial account

of the nonrelativistic spinless system. The final step, that of neglecting the random

field (along with radiation reaction) to recover the equations of quantum mechanics,

is the definitive blow to causality: the source of stochasticity, and with it the whole

mechanism leading to the quantum behavior of the system, are swept away in the

emerging statistical theory. From this point on it becomes impossible to understand

the physical mechanisms that explain the demeanors of the particle. The account

evolves into a noncausal, indeterministic mysterious description, according to which

the particle is free to behave in one manner or another in an unpredictable (and

indeterministic, nonrealistic, nonlocal) way. According to the present theory, the

blame for all these bizarre characteristics of the description is not to be put on

nature, but on the kind of approximations leading to quantum mechanics. Our

theory is clearly Beyond the Quantum.

References

1. D. C. Cole and Y. Zou (2004), Phys. Lett. A 317, 14 (2003).
2. D. C. Cole and Y. Zou Phys. Rev. E 69, 016601 (2004).
3. D. C. Cole and Y. Zou, J. Sci. Computing 21, 145 (2004) and references therein.
4. T. W. Marshall, E. Santos and A. Vidiella-Barranco, in Proceedings of the Third

International Workshop on Squeezed States and Uncertainty Relations, (D. Han et al.,
NASA Conference Publication Series No. 3270, 1994).

5. T. W. Marshall and E. Santos, Recent Res. Devel. Optics 2, 683 (2002) and references
therein.

6. A. Casado, T. W. Marshall, R. Risco-Delgado and E. Santos, Eur. Phys. J. D 13,
109 (2001). In these papers and the previous one, the entanglement between a pair
of photons is shown to be due to their correlations with the zeropoint field. For a
discussion of entanglement in classical brownian motion see Ref. 7.

7. A. E. Allahverdyan, A. Khrennikov and Th. M. Nieuwenhuizen, Phys. Rev. A 72,
032102 (2005).

8. T. H. Boyer, Found. Phys. 19, 349 (1989).
9. Th. M. Nieuwenhuizen, in Quantum Theory. Reconsideration of Foundationes-3, (Pro-
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Jáuregui and R. López-Peña (eds.), AIP Conference Proceedings 464, American In-
stitute of Physics, Woodbury, New York.) For the unabridged version please refer to
the authors.

12. L. de la Peña and A. M. Cetto, Contribution from linear stochastic electrodynam-
ics to the understanding of quantum mechanics, http://arXiv.org/ abs/quantum-ph
0501011, (2005).

13. L. de la Peña and A. M. Cetto, in Quantum Theory. Reconsideration of Foundationes-



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

Ergodic Behaviour of Atomic Systems 283
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The work-in-progress on the conjectured origin of the inertia reaction force (Newton’s
Second Law) in quantum vacuum fields is discussed and reviewed. It is first pointed out
that the inertia reaction force is not a fundamental effect at the particle level, but an
emergent macroscopic phenomenon that appears in large condensed aggregates. A brief
sketch of the analysis that leads to the derivation of the electromagnetic vacuum con-
tribution to the inertia reaction force is presented, in several complementary ways and
also in a fully covariant way. All derivations were initially done within Stochastic Elec-
trodynamics and more recently, we briefly report here for the first time, they have been
reformulated within ordinary Quantum Electrodynamics. Analysis leading to an expres-
sion for, what we can call, the vacuum electromagnetic field contribution to the inertia
reaction force, is briefly reviewed. As an example, the case of an ordinary electromagnetic

(microwave) cavity is briefly mentioned with its associated very small but nonnegligible
inertial mass of the interior of the microwave cavity case (i.e., the cavity alone not con-
sidering its walls). Next, it is briefly mentioned that the results for inertial mass can be
passed to passive gravitational mass. Thus some light is thrown on the origin of the Weak
Equivalence Principle, which equates inertial mass to passive gravitational mass. Finally
we mention the derivation of Newton’s gravitational force expression that easily follows
from this analysis. Unfortunately, all this has been accomplished just for the electromag-
netic vacuum case, as contribution by the other quantum vacuum fields have not been
calculated. This specially refers to the gluonic vacuum, which presumably contributes
the lion’s share of the inertia reaction force in ordinary objects. Furthermore, the origin
of what constitutes active gravitational mass has still not been considered within this
approach. I.e., why a massive object “bends” space-time still remains unexplained.

Keywords: Quantum vacuum; Inertia reaction force; Zero-point field.
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1. Introduction

Newton’s Second Law is an expression not found in the physics of elementary par-

ticles and fields. Not only that, but the dynamical concept of force — as well as

the kinematical concept of acceleration are both absent. It is only when we con-

sider a macroscopic body that F = ma becomes applicable. As well-expressed in

Ref. [1], Newton’s Laws describe emergent phenomena. They only appear for large

aggregates of elementary particles. For example in the case of a crystal in condensed

matter physics, there is an enormous reduction in the number of degrees of freedom

available, that from something like 1023 or 1024 or so, for a gas of individual atoms,

in configuration space, is reduced to just 6, thanks to the relatively large energy

barriers that bind the individual atoms to the respective sites of the essentially

rigid crystal lattice. Furthermore, many more degrees of freedom are seen to be

suppressed when we count also those even larger energy barriers that bind electrons

and nucleii within each one of the atoms. And we can continue counting this down

by reaching the huge energy barriers that bind protons and neutrons within the nu-

cleus of each one of these atoms and so on. The macroscopic and emergent nature of

Newton’s Second Law is clear.1 For further discussion as well as some finer points on

the epistemology of the force concept, we refer to three recent enlightening articles

by Frank Wilczek.2

The analyses that we are going to discuss here were done within this point-of-

view: Our objective was to explain the origin of the inertia reaction force which

is that force which opposes the acceleration of an essentially rigid macroscopic

object that is being accelerated by the action of an external agent. The bulk of the

work was first done within Stochastic Electrodynamics (SED)3–5 and more recently

reproduced within Quantum Electrodynamics (QED).6 As only the electromagnetic

field is involved in our calculations (no particles present), low energies nonrelativistic

quantum theory is all that is needed.

Prior to the appearance of these papers, an extensive preliminary SED calcula-

tion that used well-known semi-classical techniques on the model of Einstein and

Hopf, was reported.7 The analysis of Ref. [7], performed by one of us (AR), derived

a sort of inertia reaction force, or better, the contribution to it by the classical

electromagnetic zero-point field (ZPF) of SED, for the case of a classical particle,

modeled in the manner of a Planck oscillator. Besides referring to a microscopic

particle instead of to an extended macroscopic object, as should have been the case,

according to the discussion above, the model of Ref. [7] used the Dirac-Abraham-

Lorentz equation, which is directly based on Newton’s Second Law. This weakened

the development, as using results based on Newton’s Second Law to derive New-

ton’s Second Law might be seen as tautological. Nevertheless, one interesting point

should be observed. At least within the assumptions of SED, the analysis7 seemed

self-consistent: In SED, which is a classical theory based on the classical electro-

dynamics of Lorentz plus the assumption of a nonzero background electromagnetic

field that spectrally looks the same in all inertial frames, the concept of force is
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viewed as more fundamental. Paraphrasing Wilczek,2 we say that SED belongs to

theories within the “culture of force” (i.e., classical theories where the force concept

is used in a regular way in opposition to theories that do not do that like quantum

field theory or general relativity). This fact makes it less surprising that a first at-

tempt to examine the physical origin of F = ma would come from within the realm

of a conceptual framework that belongs to the “culture of force” as clearly is the

case of SED.

Now comes a point of clarification. Readers of previous works, e.g., Refs. [3–7]

or other papers, have often misconstrued some of the ideas and objectives of this

line of research. The main objective of this line of research has always been to

find an explanation for the inertia reaction force,3–7 or at least to establish the

contribution to it by the electromagnetic vacuum fields. It is not, and has never

been the objective of this research program, to find or evaluate a particle’s mass.

Expressions for the electromagnetic contribution to inertial mass are important, but

they rather come as a byproduct. Questions about finding a spectrum of masses of

particles miss the point as clearly, at least in works of Refs. [3,4,6] since 1998, we

are dealing with macroscopic objects. Inertia reaction force is an emergent concept

that refers to very large aggregates of particles and not to a single one particle. Part

of the confusion may arise from our very first development in Ref. [7], which was

done before those of Refs. [3–6]: a classical particle interacting with the ZPF was

modeled using the model of Einstein and Hopf, where a Planck oscillator coupling

the EM field to the classical particle was considered. Furthermore, in the approach

of Appendix B in Ref. [3], called the momentum content approach, the resulting

procedure may also have the flavor of a renormalization procedure for the mass of

a particle, but indeed it is not. The whole point of this research has been to show

that Mach’s Principle when considered in its strict sense is flawed as the inertia

reaction force is generated locally by the action of the quantum vacuum fields and

not by the instantaneous action of the distant universe.

2. Comparison of the Quantum with the Stochastic Formalisms

Before proceeding, we digress to make a comparison between the relevant aspects to

this research of the quantum formalism of QED with the stochastic one of SED. It

is well known that these two theories are different, and only in a certain limited set

of cases give the same results.8 When linear potentials are involved the two theories

may give corresponding results.8

However, there are two cases when SED and ordinary QED give identical results:

Over thirty years ago, T. H. Boyer9 presented a detailed comparison between SED

and QED for the case of free electromagnetic fields and for dipole oscillator systems.

He made a comparison between the averaging methods of SED and those of QED.

It was found that in those two cases, if the stochastic averaging is compared with

quantum averaging over, in general, unsymmetrized quantum operators, the results

are not the same. However, if prior to quantum averaging the QED operators are
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symmetrized (written in symmetric order), then the stochastic averaging of SED

and the quantum averaging of QED yield exactly the same results.

This last point is of much importance for our developments. It so happens that

in our SED calculations, e.g., those of Refs. [3], [4], and [5], the SED expressions,

when directly re-written in QED form, automatically yield symmetrized expressions

over the fields creation and annihilation operators.6 Consider the following. The

SED stochastic averaging over the random phases at each ZPF component in a

plane-waves Fourier wave-vector decomposition of the electric field, yields for the

electric field autocorrelation function, at two different space-time locations (r1, t1)

and (r2, t2), an expression of the form

〈Ei(r1, t1)Ej(r2, t2)〉 =

∫
d3k

(
δij − k̂ik̂j

)
~ω

4π2
cos[k · (r1 − r2)− ω(t1 − t2)], (1)

where the subindices i and j stand for any two different cartesian space directions,

i, j = x, y, z and the 〈· · · 〉 parentheses mean a stochastic averaging that, after its

actual performance, greatly simplifies the algebraic expression finally yielding the

right hand side of expression (1). On the other hand, if we do a simple quantum

averaging over the vacuum field we get

〈
0
∣∣Ei(r1, t1)Ej(r2, t2)

∣∣ 0
〉

=

∫
d3k

(
δij − k̂ik̂j

)
~ω

4π2
exp[ik · (r1 − r2)− iω(t1 − t2)]

(2)

which clearly shows that 〈· · · 〉 of Eq. (1) and 〈0 |· · ·| 0〉 of Eq. (2) are not the same.

This is of course not surprising. The two procedures are extraordinarily dissimilar,

at least on the surface. The stochastic averaging of Eq. (1) involves averaging over

the random phases in a manner thoroughly described in Refs. [3, 7, 8, 9]. On the

other hand, the averaging described in Eq. (2) is the standard quantum averaging

where the Ei and Ej fields are taken as operators in the Heisenberg picture that

are represented by means of creation and annihilation operators. In Eq. (2), the

operator nature of the vector components of the field is indicated here by a bar.

Nevertheless, if instead of writing the operator fields as in Eq. (2), we write them

in terms of a symmetrized expression, then we have that

1

2

[〈
0
∣∣Ei(r1, t1)Ej(r2, t2)

∣∣ 0
〉

+
〈
0
∣∣Ej(r2, t2)Ei(r1, t1)

∣∣ 0
〉]

=

〈
0

∣∣∣∣
Ei(r1, t1)Ej(r2, t2) +Ej(r2, t2)Ei(r1, t1)

2

∣∣∣∣ 0
〉

= 〈Ei(r1, t1)Ej(r2, t2)〉 . (3)

In the calculations performed in Ref. [3], the expression of Eq. (3) plays a minor

role (it appeared in the calculation of the electromagnetic energy-momentum stress

tensor that was needed for the covariant calculation10). A more prominent role was

played by the expressions of the Poynting vector which is proportional to
〈
E×B

〉
.

For example, we look at the z-component of the Poynting vector N that is of the
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form

〈Nz〉 =
c

4π
〈ExBy −EyBx〉 . (4)

So, we will be looking at correlations of the form
〈
0
∣∣Ei(r1, t1)Bj(r2, t2)−Ej(r1, t1)Bi(r2, t2)

∣∣ 0
〉
, (5)

where i, j = x, y, z. It is easy to see that when transferred to quantum notation in

a case like this, though the vector part is indeed the result of an antisymmetrization,

the operator part that involves the creation and annihilation operators comes out

as a factor that is perfectly symmetrized. In short, though N remains as expected,

vectorially antisymmetric, it comes out as symmetrized in the creation and anni-

hilation operators. So we must have that the stochastic averaging of SED and the

quantum averaging of QED in this particular case give identical results, as indeed

turns out to be the case when doing a detailed calculation.6 Also see Appendix at

the end. So, we can indeed write

〈N〉 = c

4π
〈E×B〉 = c

4π

〈
0
∣∣E×B

∣∣ 0
〉

= 〈0 |N| 0〉 , (6)

where as indicated above the first two expressions refer to the stochastic averaging

over the phases of SED while the last two refer to the quantum averaging over the

EM vacuum of QED.

3. Emergence of Newton’s Second Law (Origin of the Inertia

Reaction Force)

A laboratory sample of ordinary macroscopic solid has, say, 1021− 1024 atoms that

are practically frozen at their lattice points. Clearly there is a fantastic reduction in

number of degrees of freedom. In fact, neglecting the very constrained lattice vibra-

tions, there are only a few degrees of freedom left. (In the rigid body approximation

there are 3 degrees left for translation and 3 for rotation). Newton’s Second Law

and most of Classical Mechanics refer almost exclusively to the kinematics of these

few remaining degrees of freedom.

In what follows we consider only these remaining degrees of freedom (in partic-

ular the translational ones) of a macroscopic solid body that we call indistinctly the

body or the object.

We consider the object to be uniformly accelerated by a force applied to it by

an external agent and such that the object moves rectilinearly along the x-axis with

constant proper acceleration a = x̂a. We need only look at the coordinates of the

center of mass and for most purposes view the object as punctual. The object per-

forms then so-called hyperbolic motion.11,12 Assume the body was instantaneously

at rest at time t∗ = 0 in an inertial frame I∗ that we call the laboratory frame. Let

there be a non-inertial frame S such that its x-axis coincides with that of I∗ and let

the body be located at coordinates (c2/a, 0, 0) in S at all times. So this point of S

performs hyperbolic motion. The acceleration of the body point in I∗ is a∗ = γ−3
τ a
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at body proper time τ . We take S as a rigid frame and therefore only neighboring

points of S around the body are found to have the same acceleration. The frame S

we call the Rindler frame. Let there also be an infinite collection of inertial frames

{Iτ} such that at body proper time τ , the body is located at point (c2/a, 0, 0) of

Iτ . The Iτ frames have all axes parallel to those of I∗ and their x-axes coincide

with that of I∗. We set the proper time τ such that at τ = 0 the corresponding Iτ
coincides with I∗. So clearly Iτ=0 = I∗. If this is so then the hyperbolic motion11,12

guarantees that

x∗ =
c2

a
cosh

(aτ
c

)
, (7)

t∗ =
c

a
sinh

(aτ
c

)
, (8)

βτ =
ux(τ)

c
= tanh(

aτ

c
), (9)

γτ =
(
1− β2

)−1/2
= cosh(

aτ

c
). (10)

In what follows, we reproduce a brief sketch of the derivation of the electro-

magnetic contribution to the inertia reaction force.3,4,6 As the relevant electromag-

netic operators (Poynting’s vector N, Maxwell stress tensor T and electromagnetic

energy-momentum stress tensor Θ) have all the proper symmetry (a technical clas-

sification here is that in the case of T and thus in the space-space part of Θ, it is

T ·v that has the proper symmetry form). In all calculations that follow we use the

symbol 〈· · · 〉 to indicate either the stochastic averaging over the relevant random

phases in the SED case or equivalently the quantum averaging 〈0 |· · ·| 0〉 over the

vacuum state in which case E and B represent the corresponding field operators.6

Both cases yield exactly the same result. So illustrating with the stochastic case is

enough: As indicated in Eq. (6), in our case the final averaged results are the same

for both developments (SED and QED).

In the classical stochastic SED formalism, the ZPF in the laboratory system I∗
is given by

E(R∗, t∗) =

2∑

λ=1

∫
d3kε̂(k, λ)

√
~ω

2π2
cos [k ·R∗ − ωt∗ − θ(k, λ)] , (11a)

B(R∗, t∗) =

2∑

λ=1

∫
d3k

(
k̂ × ε̂

)√
~ω

2π2
cos [k ·R∗ − ωt∗ − θ(k, λ)] . (11b)

R∗ and t∗ denote respectively the space and time coordinates of the point of ob-

servation of the field in I∗. The phase term θ(k, λ) is a family of random variables,

uniformly distributed between 0 and 2π, or a stochastic process with index set

(k, λ) whose mutually independent elements are indexed by the wave vector k and

the polarization index λ.

A Lorentz transformation from I∗ into Iτ allows us to calculate the EM zero-

point field vectors Ezp and Bzp of I∗ but as represented in Iτ . We assume that
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these fields as seen in Iτ , to also correspond to the fields as instantaneously seen

in S. Though the fields at the object point in S and in the corresponding point

of the co-moving frame Iτ that instantaneously coincides with the object point are

the same, this does not mean that detectors in S and in Iτ will experience the

same radiation-field time evolution. The evolution of the fields in S and Iτ are

obviously different. A detector at rest in Iτ and the same detector at rest in S do

not experience timewise the same effect. The two fields, namely that of S and that

of Iτ , are the same at a given space-time point; however, the time evolution and

space distribution of the field in S and those of the field in Iτ are not the same.

All polarization components are understood to be scalars, i.e., directional

cosines, but written in the form ε̂i(k, λ) ≡ ε̂ · x̂i, where x̂i = x̂, ŷ, ẑ; i = x, y, z,

stands for three unit vectors along the three space directions. The caret in ε̂i(k, λ)

means that the directional cosines come from axial projections of the polarization

unit vector ε̂. We use the same convention for components of the k̂ unit vector where,

e.g., k̂x denotes k̂ · x̂. We can select space and time coordinates and orientation in

I∗ such that Eqs. (7-10) hold and in particular x∗ = R∗ · x̂.
After Lorentz-transforming the fields from I∗ in Eqs. (11a) and (11b) to those

in Iτ and using Eqs. (7-10) we obtain

E(0, τ) =

2∑

λ=1

∫
d3k

{
x̂ε̂x + ŷ cosh

(aτ
c

) [
ε̂y − tanh

(aτ
c

)
(k̂ × ε̂)z

]

+ ẑ cosh
(aτ
c

)[
ε̂z + tanh

(aτ
c

)
(k̂ × ε̂)y

]}

×
√

~ω

2π2
cos

[
kx
c2

a
cosh

(aτ
c

)
− ωc

a
sinh

(aτ
c

)
− θ(k, λ)

]
, (12a)

B(0, τ) =

2∑

λ=1

∫
d3k

{
x̂(k̂ × ε̂)x + ŷ cosh

(aτ
c

)[
(k̂ × ε̂)y + tanh

(aτ
c

)
ε̂z

]

+ ẑ cosh
(aτ
c

)[
(k̂ × ε̂)z − tanh

(aτ
c

)
ε̂y

]}

×
√

~ω

2π2
cos

[
kx
c2

a
cosh

(aτ
c

)
− ωc

a
sinh

(aτ
c

)
− θ(k, λ)

]
. (12b)

This is the I∗ ZPF, at proper object time τ , as instantaneously viewed from the

object fixed to the point (c2/a, 0, 0) of S that is performing the hyperbolic motion.

We consider next the ZPF radiation background of I∗ in the act of, to put it

graphically, being swept through by the object. Observe that this is not the ZPF of

Iτ that in Iτ should be homogeneous and isotropic. For this we fix our attention on a

fixed point of I∗, say the point of the observer at (c2/a, 0, 0) of I∗, that momentarily

coincides with the object at the object initial proper time τ = 0, and consider that

point as referred to another inertial frame Iτ that instantaneously will coincide with

the object at a future generalized object proper time τ > 0. Hence we compute the

Iτ -frame Poynting vector, but as instantaneously evaluated at the observer point or

the (c2/a, 0, 0) space point of the I∗ inertial frame, namely in Iτ at the Iτ space-time
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pointa:

ctτ = −c
2

a
sinh

(aτ
c

)
, (13)

xτ = −c
2

a
cosh

(aτ
c

)
, yτ = 0, zτ = 0, (14)

where the time in Iτ , called tτ , is set to zero at the instant when S and Iτ (locally)

coincide which happens at proper time τ . This Poynting vector we shall denote by

N∗. Everything, however, is ultimately referred to the I∗ inertial frame as that is

the frame of the observer that looks at the object and whose ZPF background the

moving object is sweeping through. For further light on this point, see Appendix C

of Ref. [3]. In order to accomplish this we first compute

〈Eτ (0, τ) × Bτ (0, τ)〉x = 〈EyτBzτ −EzτByτ 〉
= γ2 〈(Ey∗ − βBz∗) (Bz∗ − βEy∗)− (Ez∗ + βBy∗) (By∗ + βEz∗)〉
= −γ2β

〈
E2
y∗ +B2

z∗ +E2
z∗ +B2

y∗
〉

+ γ2(1 + β2) 〈Ey∗Bz∗ −Ez∗By∗〉
= −γ2β

〈
E2
y∗ +B2

z∗ +E2
z∗ +B2

y∗
〉
, (15)

that we use in the evaluation of the Poynting vector. For briefness, we omitted τ

subindex. The averaging symbols denote now the stochastic averaging. Exactly the

same can be done for the quantum averaging 〈0 |· · ·| 0〉 if we rewrite the fields as

operators and in the standard manner of QED.

N∗ =
c

4π
〈Eτ ×Bτ 〉∗ = x̂

c

4π
〈Eτ (0, τ)×Bτ (0, τ)〉x . (16)

The integrals are now taken with respect to the I∗ ZPF background as this is the

background that the I∗-observer considers the object to be sweeping through. This

is why we denote this Poynting vector by N∗, with an asterisk subindex instead of

a τ subindex, to indicate that it refers to the ZPF of I∗. Observe that in the last

equality of Eq. (15) the term proportional to the x-projection of the ordinary ZPF

Poynting vector of I∗ vanishes as the ZPF of a given frame is seen as homogeneous

and isotropic by an observer at rest in that given frame. The net impulse given by

the field to the accelerated object, i.e., the total amount of momentum of the ZPF

background the object has swept through after a time duration t∗, as judged again

from the I∗-frame viewpoint, is

p∗ = g∗V∗ =
N∗
c2
V∗ = −x̂ 1

c2
c

4π
γ2βτ

2

3

〈
E2

∗ + B2
∗
〉
V∗. (17)

Combining this with Eq. (9), (10), (15) and (16), we obtain

N∗(τ) =
c

4π
〈E×B〉

= x̂
c

4π
〈EyBz −EzBy〉 = x̂

c

4π

8π

3
sinh

(
2aτ

c

)∫
~ω3

2π2c3
dω, (18)

aHere we correct a sign error in Ref. [3], Eq. (20) where the minus sign in the RHS of Eq. (13)
does not appear.
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where E and B stand for Eτ (0, τ) and Bτ (0, τ) respectively as in the case of Eq. (16)

and where as in Eqs. (15), (16) and (17) the integration is understood to proceed

over the k-sphere of I∗ in the sense described in considerable detail in Appendix

C of Ref. [3]. This k-sphere is a subtler point referring to the need to regularize

certain prima facie improper integrals. N∗(τ) represents energy flux, i.e., energy

per unit area and per unit time in the x-direction. It also implies a parallel, x-

directed momentum density, i.e., field momentum growth per unit time and per

unit volume as it is incoming towards the object position, (c2/a, 0, 0) of S, at object

proper time τ and as estimated from the viewpoint of I∗. Explicitly such momentum

density is

gzp∗ (τ) =
Nzp

∗ (τ)

c2
= −x̂8π

3

1

4πc
sinh

(
2aτ

c

)∫
η(ω)

~ω3

2π2c3
dω, (19)

where we now introduce the henceforth frequency-dependent coupling or interaction

coefficient 0 ≤ η(ω) ≤ 1, that quantifies the fractional amount of interaction (or

fraction of absorption or scattering) at each frequency that the macroscopic body

absorbs in, or scatters off, the ZPF radiation. Let V0 be the proper volume of the

object. From the viewpoint of I∗, however, because of Lorentz contraction such

volume is then V∗ = V0/γτ . The amount of momentum due to the radiation inside

the volume of the object according to I∗, i.e., the radiation momentum in the volume

of the object viewed at the laboratory is

p∗(τ) = V∗g∗ =
V0

γτ
g∗(τ) = −x̂4V0

3
cβτγτ

(
1

c2

∫
η(ω)

~ω3

2π2c3
dω

)
, (20)

which is again Eq. (17).

At proper time τ = 0, the (c2/a, 0, 0) point of the laboratory inertial system I∗
instantaneously coincides and comoves with the object point of the Rindler frame

S in which the object is fixed. The observer located at x∗ = c2/a, y∗ = 0, z∗ = 0

instantaneously, at t∗ = 0, coincides and comoves with the object but because the

latter is accelerated with constant proper acceleration a, the object according to I∗
should receive a time rate of change of incoming ZPF momentum of the form:

dp∗
dt∗

=
1

γτ

dp∗
dτ

∣∣∣∣
τ=0

. (21)

We identify this expression with a force from the ZPF on the object. If the object

has a proper volume V0, the force exerted on the object by the radiation from the

ZPF as seen in I∗ at t∗ = 0 is then

f∗ =
dp∗
dt∗

= −
(

4

3

V0

c2

∫
η(ω)

~ω3

2π2c3
dω

)
a. (22)

Furthermore

mi =

(
V0

c2

∫
η(ω)

~ω3

2π2c3
dω

)
(23)
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is an invariant scalar with the dimension of mass. Observe that in Eq. (23) we have

neglected a factor of 4/3. Such factor must be neglected because a fully covariant

analysis (See Appendix D of Ref. [3]) shows that it should be replaced by unity.

The corresponding form of mi as written (and without the 4/3 factor) is then

the mass of that fraction of the energy of the ZPF radiation enclosed within the

object that interacts with the object as parametrized by the η(ω) factor in the

integrand. Observe that η(ω)→ 0 as ω →∞ because all bodies become transparent

at sufficiently high frequencies. For further discussions on these developments we

refer to the already published literature3–5,13,14 and in updated form this will appear

in Ref. [6].

4. Relativistic Four–Force Expression of Newton’s Second Law

This analysis yields not just the nonrelativistic Newtonian case but also a fully

relativistic description within special relativity, at least for the case of longitudinal

forces, i.e., forces parallel to the direction of motion. Moreover the extension to the

more general case, where the accelerating or applied force, f , is non-uniform, (i.e.,

it changes both in magnitude and direction throughout the motion of the object),

has been in principle accomplished.3

From the definition of the momentum p∗ in Eq. (20), from Eqs. (21) and (22),

it easily follows that the momentum of the body is

p∗ = miγτβτc, (24)

in agreement with the momentum expression for a moving object in special relativ-

ity. The space 3-vector component of the four-force11 is then

F∗ = γτ
dp∗
dt∗

=
dp∗
dτ

, (25)

and as the force is pure in the sense of Rindler,11 the correct form for the four-force

immediately follows,

F =
dP
dτ

=
d

dτ
(γτmic,p) = γτ

(
1

c

dE

dt
, f

)
= γτ (f · βτ , f) = (F · βτ ,F) . (26)

Consistency with Special Relativity is established (A more detailed discussion lead-

ing to Eqs. (24)-(26) appears in Ref. [3], in particular in its Appendix D).

5. Extension to Gravity

In a recent paper an extension of the inertia analysis described above to some aspects

of gravity has been performed.5 Using the fact, uncovered by Einstein, that a frame

fixed in a gravitational field g can be identified with a frame S that is uniformly

accelerated with acceleration −g and the concomitant equivalence of local frames

that freely fall in that gravitational field with ordinary inertial frames, the analysis

for the inertia case can be translated into the case of passive gravity. For example,
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if in the previous case we encountered an inertial mass mi, we now have a (passive)

gravitational mass mi. The only provision of course nis that all the new frames have

to be taken in a local sense.

The equivalence of the inertial mass mi, in the previous case, with the passive

gravitational mass now constitutes the well-known Weak Equivalence Principle, in-

troduced by Galileo and Newton. If furthermore, in addition to (i) the Weak Equiv-

alence Principle, we invoke two more assumptions that are very natural, namely,

(ii) the extended Einstein Relativity Principle: Physics is the same for all local

freely-falling inertial frames, plus, formally, (iii) the Uniformity Assumption, which

roughly states that the universe is homogenous and isotropic at the cosmological

scale, then one obtains the Einstein Strong Equivalence Principle. This is interest-

ing because all theories that satisfy the Strong Equivalence Principle constitute a

class called metric theories. Einstein’s General Relativity belongs to that class as

well as several others, e.g., the Brans-Dicke theory. This suggests that the quantum

vacuum inertia hypothesis, that we have discussed so far, is consistent with the

metric theories and therefore consistent with General Relativity.

Another interesting feature is that this analysis, that yields passive gravitational

mass (as contributed by the electromagnetic ZPF), allows one to derive in a very

simple way (See Section 7 of [5]) the classical Newton’s inverse square force with

distance law for the gravitational force. Its derivation only requires the use of simple

considerations based on well-known potential theory. Space limitations prevent us

from discussing this at length and we refer the reader to Ref. [5].

6. Conclusion

The fact that there is a contribution to the inertia reaction force by the electromag-

netic quantum vacuum, as obtained in Eq. (22), seems well-established. In the par-

ticular case of an electromagnetic (microwaves) cavity resonator, this contribution

can be estimated in considerable detail.5 There are two cut-offs in the frequency, one

at low frequencies roughly given by the maximal dimension of the cavity, the other

at high frequencies given by the plasma frequency of the electrons in the metallic

walls. The inertial mass and corresponding inertia reaction force contributed by the

ZPF radiation enclosed in the interior of the cavity can be rather easily estimated

numerically. It turns out to be, in general, a fairly small but by no means a negligi-

ble quantity. In more general matter structures than the interior of a cavity, there

is also an electromagnetic contribution to the inertia reaction force but there are

other more ponderous contributions presumably due to the quantum vacuum fields

of the other interactions.

We should in general think of the quantum vacuum, or just the vacuum, as a

medium. There are several kinds of fluctuating fields in that medium. One field in

that medium is presumably the Higgs field that according to the Standard Model

(SM) permeates all space. And there are vacuum fields of the other SM interac-

tions: weak and strong, that presumably also conspire to oppose the accelerated
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motion through them of bodies that interact with them. Or alternatively, one can

visualize a Dirac vacuum of particle-antiparticle pairs, that strongly couples to the

electromagnetic ZPF, and that also opposes the acceleration through it of bodies

that interact with it. This concept was independently presented by the late J. P.

Vigier.15 But how such contribution to the inertia reaction force happens has, to

our knowledge, never been derived in any detail. The vacua of the strong interac-

tion should also give a contribution to the inertia reaction force. Presumably for

the usual objects in our everyday macroscopic world, the gluonic vacuum is the

vacuum field that gives most of the inertial mass contribution, and consequently,

also most of the contribution to the inertia reaction force for ordinary objects. But

how exactly it is that such contribution to the inertia reaction force occurs, has not

been calculated in any detail. The contribution to the inertia reaction force by the

electromagnetic vacuum, herein discussed,3–7 is the only one to this day analyzed

in some detail.

Nevertheless we have proposed3–7 that it is the joint contributions of all these

vacuum fields, when taken in the sense of a physical vacuum, namely, the medium

permeating all of space (see, e.g., Refs. [16,17]), the entity responsible for the totality

of the inertia reaction force. This last claim we call the quantum vacuum inertia

hypothesis and it has been presented primarily3–7 in order to substitute for the

traditional form of Mach’s Principle which, by the way, has been shown to violate

general relativity18 and displays several other conceptual difficulties.19
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Appendix A. Correspondence Between SED and QED

In this appendix, it is indicated why the Poynting vector, Eq. (6), indeed gives iden-

tical results for SED and QED. For this purpose, let us see the case of 〈0 |EyBz| 0〉,
one of the two non-vanishing terms. The other seven happen to vanish both in this

QED formulation6 and in SED.3

The ZPF in SED after Lorentz-transformation is given by Eqs. (12a) and (12b).

To evaluate the Poynting vector component 〈EyBz〉, we multiply the y-component

of this ZPF electric field and the z-component of the magnetic field to obtain

〈EyBz〉 =

2∑

λ=1

2∑

λ′=1

∫
d3k

∫
d3k′

√
~ω

2π2

√
~ω′

2π2

×
{
cosh2

(aτ
c

) [
ε̂y − tanh

(aτ
c

)
(k̂ × ε̂)z

] [
(k̂ × ε̂)z − tanh

(aτ
c

)
ε̂y

]}

×
〈

cos

[
kx
c2

a
cosh

(aτ
c

)
− ωc

a
sinh

(aτ
c

)
− θ(k, λ)

]

· cos

[
k′x
c2

a
cosh

(aτ
c

)
− ω′c

a
sinh

(aτ
c

)
− θ′(k′, λ′)

]〉
. (A.1)

Since the average over the product of the two cosine functions above gives, (see,

e.g., Ref. [3]), 1
2δλλ′δ(k− k′), after one integration Eq. (A.1) simplifies to3

〈EyBz〉 =
1

2

2∑

λ=1

∫
d3k

~ω

2π2
cosh2

(aτ
c

)

×
[
ε̂y − tanh

(aτ
c

)
(k̂ × ε̂)z

] [
(k̂ × ε̂)z − tanh

(aτ
c

)
ε̂y

]
. (A.2)

With the help of the polarization relations

2∑

λ=1

ε̂y

(
k̂ × ε̂

)
z

= k̂x,

2∑

λ=1

(
k̂ × ε̂

)
z

(
k̂ × ε̂

)
z

= −k̂zk̂z, (A.3)

and the angular integration
∫
d3k =

∫
d2kdΩ =

∫
d2k

∫
d sin θ

∫
dφ, with

∫
dΩ = 4π, and

∫
k̂2
xdΩ =

∫
sin3 θdθ

∫
cos2 φdφ =

4π

3
, (A.4)

we find that Eq. (A.2) becomes, as already reported in Appendix A of Ref. [3],

〈EyBz〉 = −
4π

c
sinh

(
2aτ

c

)∫
~ω3

2π2c3
dω. (A.5)

The evaluation follows a similar pattern in QED as well. The Lorentz-
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transformed ZPF in QED is

E(0, τ) =

2∑

λ=1

∫
d3k

{
x̂ε̂x + ŷ cosh

(aτ
c

)[
ε̂y − tanh

(aτ
c

)
(k̂ × ε̂)z

]

+ ẑ cosh
(aτ
c

)[
ε̂z + tanh

(aτ
c

)
(k̂ × ε̂)y

]}

×
√

~ω

2π2

{
α (k, λ) exp [iΘ] + α† (k, λ) exp [−iΘ]

}
, (A.6)

B(0, τ) =

2∑

λ=1

∫
d3k

{
x̂(k̂ × ε̂)x + ŷ cosh

(aτ
c

)[
(k̂ × ε̂)y + tanh

(aτ
c

)
ε̂z

]

+ ẑ cosh
(aτ
c

)[
(k̂ × ε̂)z − tanh

(aτ
c

)
ε̂y

]}

×
√

~ω

2π2

{
α (k, λ) exp [iΘ] + α† (k, λ) exp [−iΘ]

}
, (A.7)

with Θ or Θ′ given by

Θ(′) = k(′)
x

c2

a
cosh

(aτ
c

)
− ω(′) c

a
sinh

(aτ
c

)
. (A.8)

Comparing the fields (12a) and (12b) with (A.6) and (A.7), we notice that in QED

the cosine functions are replaced by the sum of the products of the two exponen-

tial functions that are complex conjugates of each other and the annihilation and

creation operators, α and α†, respectively. Using the fields above, the expectation

value 〈0 |EyBz| 0〉, which is the QED analogue of 〈EyBz〉, can be expressed as

〈0 |EyBz| 0〉 =

2∑

λ=1

2∑

λ′=1

∫
d3k

∫
d3k′

√
~ω

2π2

√
~ω′

2π2

× cosh2
(aτ
c

) [
ε̂y − tanh

(aτ
c

)
(k̂ × ε̂)z

] [
(k̂ × ε̂)z − tanh

(aτ
c
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ε̂y

]

× 1

2

〈
0
∣∣{α (k, λ) exp[iΘ] + α† (k, λ) exp[−iΘ]

}

·
{
α (k′, λ′) exp[iΘ′] + α† (k′, λ′) exp[−iΘ′]

}∣∣ 0
〉
. (A.9)

This equation has four terms. However, since only the term proportional to〈
0
∣∣α (k, λ)α† (k′, λ′)

∣∣ 0
〉

remains due to the relations

〈0 |α (k, λ)α (k′, λ′)| 0〉 =
〈
0
∣∣α† (k, λ)α† (k′, λ′)

∣∣ 0
〉

= 0 (A.10)
〈
0
∣∣α (k, λ)α† (k′, λ′)

∣∣ 0
〉

= δλ,λ′δ3 (k− k′) (A.11)
〈
0
∣∣α† (k, λ)α (k′, λ′)

∣∣ 0
〉

= 0, (A.12)

the right hand side of Eq. (A.9) becomes identical to that of Eq. (A.2), i.e.,

〈EyBz〉 = 〈0 |EyBz | 0〉

=
1

2

2∑

λ=1

∫
d3k

~ω

2π2
cosh2

(aτ
c

)

×
[
ε̂y − tanh

(aτ
c

)
(k̂ × ε̂)z

] [
(k̂ × ε̂)z − tanh

(aτ
c

)
ε̂y

]
. (A.13)
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It is easy to see, following the same procedures, that this correpondence between

SED and QED is achieved in all the other eight Poynting vector components.
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ROTATING HOPF-KINKS: OSCILLATORS IN THE SENSE OF DE

BROGLIE

U. ENZ

de Lammert 10, 5662 HW Geldrop, The Netherlands

A specific form of the Hopf map S3 → S2 is introduced. The map is represented by
the fields θ and φ describing a (infinitely) extended, topologically stable field structure
in three dimensional space performing an internal rotation. That ’bunched’ field shows
properties that can be identified with properties of a particle: discrete mass and charge,
spin, left or right-handed chirality, and a far-reaching field oscillating in phase with
the internal rotation of the structure. In this model the particle is not introduced as a
basic object but appears as a specific field concentration of the extended field, which is
considered to be the fundamental entity.

Keywords: Particle model; Classical field theory; Domain walls.

1. The Model Structure

The present contribution to the workshop ’Beyond the quantum’ deals with an

extended field structure in three dimensional space. The structure is described by

two classical fields θ(xyzt) and φ(xyzt). The model is based on a Hopf map where φ

and φ appear as Eulerian angles. In the first instance the structure is introduced as

a free construct of purely geometrical character, in the second instance an attempt

is made to attribute physical meaning to the structure and its constituting fields.

Our approach is in line with long standing ideas1,2 that particles should be

understood as ’bunched fields’, i.e. field concentrations of an extended field, such

that high field energies occur near some center, the ’site’ of the ’particle’, and low

field energies far from that center. In such a view there is no room for particles with

given properties as basic objects, the only basic entity is the field.

Our particle model has been arrived at by perceiving and exploiting a close

factual and formal analogy3 between moving particles and moving domain walls4

or magnetic bubbles5 in magnetic crystals. These well known magnetic structures

can be viewed as objects moving in space. The domain walls3 are governed by the

sine-Gordon equation. The breather solution of that equation is of special interest

in the context of our model. The following assumptions are made:

1. The model field is assumed to carry energy i.e. the energy density is a function

of the gradients of the fields. The total energy (and thus mass) is defined as the

total field energy of the structure. The size or the structure is determined by an

elementary length l.
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2. The field structures are not static, the fields θ(xyzt) and φ(xyzt) have a simple

oscillatory time dependence. The internal oscillation of the bunched field is an es-

sential property of the structure.

3. Our structure is modeled in analogy to the breather solution of the sine-Gordon

equation,6,78 which describes a local oscillator in a one-dimensional space x. The

postulated structure is a generalization representing a local oscillator in three-

dimensional space. Oscillating structures of the type described can be viewed as

(moving) oscillators in the sense of de Broglie.6

We describe the postulated structure in toroidal coordinates η, ξ, ϕ by writing

θ = θ(η, β) and φ = φ(η, β) with β = ξ + ϕ + ωt. (nomenclature according to

Margenau and Murphy). The boundary conditions at infinity are θ = π/2 and

ϕ = 0, implying symmetry with respect to θ = π/2. (They differ from the boundary

conditions proposed before9 in an earlier attempt to construct a structural particle

model). The fields are time-dependent at each point of space except at infinity where

they are fixed by the boundary condition given.

Our ’Ansatz’ for the functions θ and φ is

cos θ = −f(η) sinβ (1)

and

sinφ = f(η)(1− f2 sin2 β)−
1
2 cosβ, (2)

where f(η) is a function of η alone. A tentative choice of the function f is

f =
2 tanh η

cosh η
, (3)

which, together with (Eq. 1) and (Eq. 2), describes the entire rotating structure.

The figure provides a visualization of that structure which consists essentially

of nested tori: each value of η (and thus of f) defines the surface of a torus. The

lines indicated are closed curves known as ’Clifford parallels’. In our description

these curves are the lines of constant phases β for any fixed time t. Each of those

lines encircles the central axis, defined by η = 0 and simultaneously the circular

axis defined by η → ∞. Moreover any two lines are linked to each other. As a

function of time the lines of constant phase revolve on the surface of the relevant

torus η =constant.

The function f reaches a maximum of f = 1 for a value of η defined by

sinh η0 = 1. The coordinate η = η0 marks the surface of a special torus called

’generating torus’. On that generating torus we find the ’cores’ θ = π and θ = 0,

which trace that surface while revolving around each other. The cores move in op-

position in the sense that the phase difference between them is π at any time. The

lateral velocity of the cores on the generating torus is 1/
√

2. It should be stressed

that the cores are not singularities of the field but are part of an extended regular

wave. The above ’Ansatz’ specifies the structures as Hopf kinks with Hopf indices

±1, i.e. structures with opposite chirality.
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Conform to our assumption a density u may be defined:

u = (∇θ)2 + (∇φ)2 sin2 θ. (4)

We will interprets u as (static) energy density. The integral of u taken over the

entire space then yields directly the static contribution Ws to the total energy. The

kinetic contribution will be defined below. With the aid of the functions defined the

density u (Eq. 4) can be calculated. After straightforward but lengthy summing we

find for arbitrary f(η):

u = b−2(cosh η − cos ξ)2
(
f2
η (1− f2)−1 + f2(tanh η)−2

)
. (5)

We remark that (Eq. 5) is the sum of two terms u = uc + ua. The first one, the

central term, reflects the dependence of the energy density on the variable η, the

second one, the axial term, its dependence on ξ and ϕ. The two terms turn out to

be equal.

Inserting the function (Eq. 3) delivers:

u = 8ρ−2(tanh η)2 = 32b2(ρ2 + z2 + b2)−2, (6)

where ρ and z are cylindrical coordinates(uc = ua = u/2). For r � b the density

reduces to the central symmetric expression

u = 32b2r−4. (7)

Departing from (Eq. 6) the static contribution Ws can be calculated:

Ws =

∫ ∞

0

u(r)4πr2dr = 128πbI1 = 32π2b, (8)

where I1 = π/4.

In order to evaluate the kinetic part of the energy we have to look closer at the

rotating structure, which is in fact an extended wave phenomenon. The second part

of the density u of (Eq. 5), the axial part ua, depends on β and contributes to the

momentum in both the ξ and ϕ directions, whereas the first term uc is independent

of time and does not contribute to the kinetic energy. We suppose that the energy

flow in each volume element can be treated as a local wave travailing on the surface

of any torus with the group velocity v = (c2/ω)k. The appropriate description of

that motion is v = b/s = tanh η, with k = 1/s and ω = 1/b. The velocity v then is

equal to c on the circular axis of the torus (s = b) and decreases to zero for η = 0.

On the generating torus the velocity is c/
√

2.

As the model departs from velocities near c we introduce the momentum in the

relativistic form:

p2 = µ2v2/(1− v2), (9)

where µ is the field mass contained in a volume element and v the appropriate local

velocity of that mass. The local momentum then reeds (with c = 1)

p2 = µ2b2/(s2 − b2) = µ2b2/g2, (10)
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which leads to the energy density wr of kinetic origin:

w2
r = µ2 + p2 = µ2(g2 + b2)/g2 = µ2s2/g2 = µ2(cosh η)2 = µ2/(1− v2). (11)

In the space region (η → 0) far from the circular torus axis wr reduces to µ. The

total kinetic contribution to the energy follows as the integral of wr over the entire

space. That integral, which has not yet worked out, can be shown to be convergent.

As an alternative we may treat the limit for small velocities. The density (Eq. 11)

then reduces to

wr ≈ µ(1 + v2/2) = µ(1 + b2/2s2). (12)

Equation (12) includes the classical kinetic energy of the moving mass µ. The ge-

ometry of the torus implies tanh η = b/s, thus we find from Eqs.(6) and (12) with

µ = ua

wr ≈ ua(1 + (1/2)(tanh η)2) = ua + (2/ρ2)(tanh η)4). (13)

The second part of (13) can be written as classical energy density

wk =
32b4(r sinϑ)2

(r2 + b2)4
(14)

with ρ = r sinϑ. For r � b it has the form of the energy density of a dipole field.

The total field energy of that field, the kinetic contribution Wk, follows directly:

Wk = 64πb4
∫ π

0

∫ ∞

0

r4(r2 + b2)−4 sin3 ϑdϑdr =
256

3
πI2b = (

8π2

3
)b, (15)

with I2 = π/32. The energy (15) is an approximation, valid only in the space region

where v � c. The total energy W in dimensionless form follows from Eqs.(8) and

(15)

W = Ws +Wk = π2(32 + (8/3))b. (16)

For the description of our model we need three constants: a velocity c, a funda-

mental length l and a constant B having the dimension of an action. The coordinates

used are expressed in units l (and l/c), and the energy of the structure takes the

form E = (Bc/l)W .

2. Interpretation

Up to this point our model is just an exercise in topology and geometry. The prop-

erties of the structure, however, are reminiscent of properties of particles. Hence

it seems justified to attempt an identification of the structure with a real particle.

The electron, generally considered to be the most fundamental stable elementary

particle, understood in every detail in the framework of existing theories (with the

exception of the discreteness of mass and charge and the internal structure) seems

to be a good candidate for such an identification.

Comparing corresponding properties of the electron and the model leads directly

to an identification of constants.The first property to be compared is the energy
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density u of our hypothetical field far from the ’site’ of the structure. Equation

(7) reflects the remarkable fact that the structure, which as a whole is not central

symmetric, has a central symmetric far field indeed. We interprets that far field as

the ’electric field’ of the model structure, and equate u to the energy density e2/r4

of the electric field of the electron, which yields

e2 = 32b2cB. (17)

The identification (17) is in line with our postulate that the field is the basic entity

and carries energy.

The next property to by identified is the length l which we relate to the Compton

wave length λc. We regard that length as a structural element of the electron, an idea

that has been argued before and appears even in quantum field theory (Schweber,10

p.625) where λc enters indirectly as the ’size’ of the electron. We assume

4πbl = h/mc. (18)

The identification (18) assures that our structure is an oscillator of frequency

ω = c/bl = 2mc2/}. (19)

According to Derrick’s theorem11 a wide class of field structures in three-dimensional

space is unstable. However Derrick’s reasoning (which moreover applies to static

structures only) does not apply here because we do not depart from field equa-

tions containing parameters to be optimized, but introduce a specific structure as

a whole, including the internal rotation (with v = c where b = s). It remains to be

demonstrated, however, that our specific structure corresponds to some minimum of

energy or action. Nevertheless it seems consequent to view the length l as a funda-

mental constant, thus we assume l = λc and b = 1
4π . That assignment completes the

identification of our structure with the electron: all of the fundamental constants

B, l, c are determined.

Departing from (Eq. 15) and (Eq. 16) the total field energy of the structure,

E = (Bc/l)W , can now be calculated:

E =
We2

32b2λc
=
e2mc24π3(32 + 8/3)

32hc
= α 134.36 mc2. (20)

The energy E turns out to be close to the rest energy of the electron, but that result

still depends on the choice of he function f . Yet it is clear that the model yields a

large number of the order of magnitude 1/α.

The structure owns an angular momentum caused by the momentum carried by

the waves θ and φ. The contributions to the total angular momentum vary from

point to point over the entire space. We discern a resulting finite spin component

in the z-direction and components in the x, y-plane. The resulting momentum in

that plane vanishes for symmetry reasons. The spin properties of the model will be

treated in a separate paper.

An important property of our structure is that it comes in two types with op-

posite chirality. The sign of the electrostatic interaction depends on the chirality:
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equal chirality results in repulsion, opposite chirality describes attraction. An iso-

lated structure of one type is topologically stable, for a pair of structures with oppo-

site chirality there is no topological barrier for annihilation. In principle, therefore,

pair creation and pair annihilation are inherent in our model. The details of these

processes are complex, however.

The present model unifies different aspects of the ’particle’: it describes the inner

’bunched’ region of the field where the main part of the particle mass is localized,

as well as its asymptotic part which represents the force field, and, most important,

also the oscillation of the field which is the root of the wave character of the particle.

These manifestations result from one unique field, the difference between the above

aspects is merely quantitative.

The wave nature of the particle emerges from the internal oscillation as follows:

the field of the structure at rest (i.e. without translational motion) oscillates in

phase with the fixed frequency ω at all points of space. The field of the structure in

uniform translational motion exhibits an additional modulation of the phase with

parallel wave fronts corresponding to the wave postulated by De Broglie12 in his

original paper on moving oscillators which led the basis for quantum mechanics. Our

structure is infinitely extended, be it with decreasing amplitude of the field far from

the central region. Consequently this holds for the electron as well. That insight

leads to a simple interpretation of e.g. the two slit experiment: the ’particle’ passes

simultaneously through both slits! It is interesting to note that Feynman13 had to

exclude explicitly that possibility in his subtle discussion of the two slit experiment.

The question of the entanglement of wave functions may appear in a new light as

well. Both of these effects can be interpreted in terms of the ’extension’14 of ’parti-

cles’: the ’particle’ is presents with the phase of its oscillation, at all points of space

simultaneously, even where the amplitude is very small! The existence of a charged

’particle’ has a further important consequent. According to the general solution

of Liénard and Wiechert15 the presence of moving charges and the corresponding

retarded fields constitutes the validity of Maxwell’s equations.

The advocated field model implies that there are no particles at all, but just

classical fields: nature behaves ’as if there were particles ’.16 The model unites in a

natural way topological stability, infinite range of the fields, and discreteness of mass

and charge. We think that it represents a first step towards a new understanding of

particles along such lines.
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Fig. 1. Structure of the model represented by nested tori. Each torus has a circular axis of radius
s and a surface defined by η =constant. The ’thickness’ of a torus is 2g. The drawn lines are known
as Clifford parallels: closed lines on the torus surface enclosing once the z-axis, and simultaneously
the innermost circular axis of radius s = b. The model describes waves θ, φ on the torus surfaces,
the Clifford parallels are the lines of constant phase β at any fixed time. The z-axis is marked
by η = 0, and η → ∞ defines the circular axis of radius b. The following relations are valid:
tanh η = b/s and sinh η = b/g. The generating torus is defined by f = 1 or equivalently by g = b.
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The Kerr-Newman (KN) solution to Einstein’s equation shows a gyromagnetic factor
g = 2, typical of a Dirac spinor. This fact has prompted many attempts to consider
this solution as the exterior metric for a fundamental spin 1/2 particle. In the present
work, the KN solution is proposed as the exterior and interior solution for a fundamental
particle, leading to a redefinition of the particle concept. By considering the extended
interpretation of Hawking and Ellis, other properties like the spacetime spinorial struc-
ture, mass and charge follow from its non- trivial geometry. A crucial point of the model
is the excision of the ring singularity present in the original KN solution. This excision
removes non-causal regions of the solution, and is consistent with its metric structure.
Although the spacetime dimension of the singularity is of the order of the particles’s
Compton wavelength, which for the electron is λ = 10−11cm, the space dimension of
the ring is found to vanish. In the three-dimensional space, therefore, it is a point-like
object, a property that validates the concept of “fundamental particle” of the model.

Keywords: Kerr-Newman solution; Particle model; Spin.

1. Introduction

With the evolution of particle physics and gravitation, the idea that a fundamental

particle could somehow be connected to spacetime began to emerge. This is the

case, for example, of the pioneering Wheeler’s approach, which was based on the

concept of spacetime foam. At the Planck scale, uncertainty in energy allows for

large curvature values. At this energy, spacetime can undergo deep transformations,

which modify the small scale topology of the continuum. This is where the “foam”

notion becomes important. Small regions of spacetime can join and/or separate

giving rise to non-trivial topological structures. The simplest of these structures is

the so called wormhole, a quite peculiar solution to Einstein’s equation. It represents

a topological structure that connects spacetime points separated by an arbitrary

spatial distance. An interesting property of the wormhole solution is that it can

trap an electric field. Since, for an asymptotic observer, a trapped electric field

is undistinguishable from a charge distribution, Wheeler introduced the concept
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of “charge without charge”.1 However, as Wheeler himself stated, these Planckian

wormholes could not be related to any particle model for several reasons: charge is

not quantized, they are not stable, their mass/charge ratio is very different from

that found in known particles, and half-integral spin cannot be defined for a simple

wormhole solution. There was the option to interpret a particle as formed by a

collective motion of wormholes, in the same way phonons behave as particles in

a crystal lattice. Another way out of the drawbacks of the wormhole idea was

conceived by Sorkin,2 who used non-orientability to avoid the linking between the

mouths of the wormhole while retaining the “charge without charge” concept.

The discovery of the Kerr-Newman (KN) solution3–5 in the early sixties opened

the door for new attempts to explore spacetime-rooted models for fundamental par-

ticles.6–10 These models tried to give a classical explanation for spin, something that

neither the wormhole model nor the point particle model could provide.a As is well

known, this problem is usually circumvented by saying that spin is a purely quan-

tum property, which cannot be explained by classical physics. However, although

shedding some light on the classical spin problem, the first models based on the KN

solution failed to explain a fundamental property of spin, namely, that only after a

4π rotation the particle returns to its original state.

By using the Hawking and Ellis11 extended interpretation of the KN solution,

as well as Wheeler’s concept of “charge without charge”, a KN based model for a

fundamental spin 1/2 particle has been proposed, which is able to provide a classical

explanation for its “quantum” transformation properties under rotations.12 Here,

we present a glimpse on the main properties of this model, as well as analyze the

possible solutions to some questions posed on the validity of the proposal. We will

mainly focus on the dimensions of the particle model. We begin by reviewing, in the

next section, the main properties and the topological structure of the KN solution.

2. The Extended Kerr-Newman Metric

The stationary axially-symmetric Kerr-Newman (KN) solution of Einstein’s equa-

tions was found by performing a complex transformation on the tetrad field for the

charged Schwarzschild (Reissner-Nordström) solution.3–5 For m2 ≥ a2 + q2, it rep-

resents a black hole with mass m, angular momentum per unit mass a, and charge

q (we use units in which ~ = c = 1). In the so called Boyer-Lindquist coordinates

r, θ, φ, the KN solution is written as

ds2 = dt2 − ρ2

∆
dr2 − (r2 + a2) sin2 θ dφ2 − ρ2 dθ2 − Rr

ρ2
(dt− a sin2 θ dφ)2, (1)

where

ρ2 = r2 + a2 cos2 θ, ∆ = r2 −Rr + a2, R = 2m− q2/r.

aNote that a point particle is, by definition, spherically symmetric, a symmetry violated by the
presence of spin.
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This metric is invariant under the change (t, a) → (−t,−a). It is also invariant

under (m, r) → (−m,−r) and q → −q. This black hole is believed to be the final

stage of a very general stellar collapse, where the star is rotating and its net charge

is different from zero.

The structure of the KN solution changes deeply for m2 < a2 + q2. Due to the

absence of a horizon, it does not represent a black hole, but a circular naked singu-

larity in spacetime. In fact, it represents a singular disk of radius a, whose border

singularity cannot be removed by any coordinate transformation. This means that

there is a true singularity at the border. The lack of smoothness of the metric com-

ponents across the enclosed disk, on the other hand, can be remedied by considering

the extended spacetime interpretation of Hawking and Ellis.11 The basic idea of this

extension is to consider that our spacetime is connected to another one through the

interior points of the disk. This extended solution does not necessarily implies that

the dimensionality of spacetime is greater than four, but rather that the manifold

volume is greater than expected. In other words, the disk surface (with the upper

points considered different from the lower ones) is interpreted as a shared border

between our spacetime, denoted by M, and another similar one, denoted by M’.

According to this construction, the KN metric components are no longer singular

A C

B D

M M’

Fig. 1. To better visualize the intrinsic geometry of the KN manifold, the KN disk is drawn as
if it presented a finite thickness, and consequently there is a space separation between the upper
and lower surfaces of the disk. The left-hand side represents the upper and lower surfaces of the
disk in M, whereas the right-hand side represents the upper and lower surfaces of the disk in M’.

across the disk, making it possible to smoothly join the two spacetimes, giving rise

to a single 4-dimensional spacetime, denotedM. This link can be seen in Fig. 1 as

solid cylinders going from M to M’. In this figure, to clearly distinguish the upper

from the lower side, the disk was drawn as if it presented a finite thickness. In order

to cross the disk, therefore, an electric field line that hits the surface A will forcibly

emerge from surface D, in M’. Then, it must go through surface C to finally emerge

from surface B, in M. This picture gives a clear idea of the topological structure
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underlying the KN solution.

Now, the singular disk is located at θ = π/2 and r = 0. Therefore, if r is assumed

to be positive in M, it will be negative in M’. Since the KN metric must be the

same on both sides of the solution, the mass m will be negative in M’. Furthermore,

the magnitude of the electric charge q on both sides of the solution is, of course,

the same. Taking into account that the source of the KN solution is represented by

the electromagnetic potential

A = −qr
ρ2

(dt− a sin2 θdφ), (2)

which is clearly singular along the ring, and since r has different signs on different

sides of the solution, we see from this expression that, if the charge is positive in

one side, it must be negative in the other side.

3. Singularity Excision

As already remarked, the above extended interpretation does not eliminate the

singularity at the rim of the disk. However, there are some arguments that can

be used to circumvent this problem. First, it is important to observe that there

is a torus-like region around the singular ring, in which the coordinate φ becomes

timelike. Inside this region, defined by

r2 + a2 +

(
rR

ρ2

)
a2 sin2 θ < 0, (3)

there will exist closed timelike curves.13 In fact, when crossing the surface of this

region, the signature of the metric changes from (−,−,−,+) to (−,−,+,+). This

reduction in the number of spatial dimensions is a drawback of the solution.

Now, when the values of a, q and m are chosen to be those of a fundamental

particle, as for example the electron, the surface of the torus-like region is sepa-

rated from the singular ring by a distance of the order of 10−34 cm, which coincides

roughly with the Planck length. At this scale, as is well known, topology changes

are expected to exist, and consequently changes in the connectedness of spacetime

topology are likely to occur. One could argue then, that at this level, the excision

of a region around the singularity (including it) is justified if both the resulting

manifold continues to be a solution of Einstein’s equations and the metric struc-

ture of the solution is not altered for points outside the excised region. That these

two constraints can be fulfilled is not a trivial result. In fact, if one excises the

infinitesimal non-causal region defined by Eq. (3), and then glue back the manifold,

one can prove that the resulting manifold continues to be a solution to Einstein’s

equations since it is formally identical to the KN spacetime, and that the gluing

procedure does not alter the metric structure.b A simple drawing of the region to

bThis kind of singularity removal is widely used when dealing with naked singularities. For the
specific case of the Kerr solution, it has already been explored by Punsly.14



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

312 H. I. Arcos and J. G. Pereira

be excised can be seen in Fig. 2, where the direction of the gradient of r has been

drawn at several points. Notice that the gluing procedure is not trivial; observe, for

Fig. 2. Tubular–like regions around the singular ring, which is to be excised. Several ~∇r direc-
tions are also depicted, which show how the borders in the positive and negative r sides can be
continuously glued.

example, that the point A on the positive-r side must be glued to the point A on

the negative-r side. If we glue all points of the torus border, we obtain a continuous

path for the electric field lines that flow through the disk, even for those lines that

would hit the disk at the singular ring. Furthermore, since the extrinsic curvature

does not change sign when crossing the hypersurface gφφ = 0, the above gluing

process does not generate stress-energy.8

An important point of the above structure is that, after removing the tubular

region around the singular ring, the surface delimiting both spacetimes turns out

to be defined by a reversed topological-product between two 2-torus. As is well

known,15 this is nothing, but the Klein bottle. This is a crucial property which is

in the root of the spinorial behavior of the KN spacetime.

4. The KN Solution as a Dirac Particle

4.1. Gyromagnetic ratio

We are going now to explore the possibility of using the extended KN solution as a

model for the electron. To begin with, let us observe that the total internal angular

momentum L of the KN solution, on either side ofM, can be written as

L = ma. (4)

If we take for a, m and q the experimentally known electron values, and considering

that, for a spin 1/2 particle L = 1/2, it is easy to see that the disk has a diameter

equal to the Compton wavelength λ/2π = 1/m of the electron. Consequently, the

angular velocity ω of a point in the singular ring turns out to be

ω = 2m, (5)

which corresponds to the so called Zitterbewegung frequency16,17 for a point-like

electron orbiting a ring of diameter equal to λ. This means that the KN solution has

a gyromagnetic ratio g = 2.4,13 This property is one of the reasons for the interest

to model the electron by using the KN solution. In prior KN models, however,

Wheeler’s concept of charge has never been used.
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4.2. Charge, mass and spin

With our extended KN solution, charge can be interpreted as arising from the multi-

connectedness of the spatial section of the solution. In other words, we can associate

the electric charge of the KN solution with the net flux of a topologically trapped

electric field. In fact, remember that, from the point of view of an asymptotic

observer, a trapped electric field is indistinguishable from the presence of a charge

distribution. Then, in analogy with the geometry of the wormhole solution, there

must exist a continuous path for each electric field line going from one space to the

other. Furthermore, the equality of magnetic moment on both sides of M implies

that the magnetic field lines must also be continuous when passing through the disk

enclosed by the singularity.

Mass can be associated with the degree of non-flatness of the KN solution. It is

given by Komar’s integral,18

m =

∫

∂Σ

?dξ, (6)

which holds for any stationary, asymptotically flat spacetime. In this expression,

? denotes the Hodge dual operator, ξ is the stationary Killing one-form of the

background metric, and ∂Σ is a spacelike surface of the background metric. It

should be noticed that the mass m is the total mass of the system, that is, the

mass-energy contributed by the gravitational and the electromagnetic fields.19

Finally, spin can be consistently interpreted as an internal rotational motion of

the singular ring. Of course, after the excision process, it turns out to be interpreted

as an internal rotation of the infinitesimally-sized Klein bottle.

4.3. Half-integer angular momentum

The excision process used to eliminate the non-causal region gives rise to highly

non-trivial topological structure. Now, it is a well known result that, in order to

exhibit gravitational states with half-integral angular momentum, a 3-manifold must

fulfill certain topological conditions. These conditions were stated by Friedman and

Sorkin,20 whose results were obtained from a previous work by Hendricks21 on the

obstruction theory in three dimensions. Interesting enough, the KN solution can

be shown to satisfy these conditions, which means that it is actually a spacetime

spinorial structure.12

An alternative way to verify this result is to analyze the behavior of the KN

topological structure under rotations. In general, when rotated by 2π, a classical

object returns to its initial orientation. However, the topological structure of the

KN solution presents a different behavior: it returns to its initial position only after

a 4π rotation. This result can be understood from the topology of the 2-dimensional

surface that is formed in the excision and gluing procedure. This surface, as we have

already seen, is just a Klein bottle. A 2π rotation of the positive r side is equivalent

to moving a point on the Klein bottle surface halfway from its initial position. Only
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after a 4π rotation it returns to its departure point. This is a well known property

of Möbius strip, and consequently of the Klein bottle since the latter is obtained by

a topological product of two Möbius strips.

4.4. Particle Dimension

As already remarked, when the electron values for the mass, charge and spin are

used, the diameter of the ring singularity is found to be the electron Compton

length λ = 10−11cm. Now, since we are modeling a fundamental particle, it is

reasonable to ask about the consequences of the model for high energy collisions.

At first glance one could argue that, since these collisions occur in small regions

of spacetime — even smaller than the Compton wavelength of the electron — the

model here discussed faces the problem of being too large when compared to the

size of the interacting physical particles. We pass then to analyze this question.

To begin with we notice that, although the diameter of the ring singularity is

found to be the electron Compton length, this does not mean that the size of the

electron is λ = 10−11cm. The reason behind this statement is that the KN singular-

ity is not a usual singularity in the sense that it is not a static singularity. Actually,

it involves an angular momentum, which in turn means that “something” is rotat-

ing. It cannot be viewed, therefore, as emerging in a space section of spacetime for

a fixed time t. In fact, observe that in Boyer- Lindquist coordinates the position of

the singular ring is determined by r = 0 and θ = π/2. At this region, the KN metric

reduces to

ds2 = dt2 − a2 dφ2 − Rr

ρ2
(dt− a dφ)2. (7)

Since, at the singular ring,

Rr

ρ2
→∞, (8)

we see from the last term of Eq. (7) that the only singular components of the metric

tensor are those along the t and the φ directions. It is not, therefore, a singular ring

in 3-dimensional space, but in spacetime. If the singularity were, let us say, in the

xy plane, the angular momentum would be just a component of the orbital angular

momentum, for which the gyromagnetic factor is well known to be g = 1. Since the

gyromagnetic factor of the KN solution is g = 2, the rotation plane must necessarily

involve the time axis. In fact, we know from Noether’s theorem that conservation of

spin angular momentum is related to the invariance of the system under a “rotation”

in a plane involving the time axis.

If one tries to compute the size of the KN particle, a remarkable result is ob-

tained. To see it, we write down the spatial metric of the KN solution, which is

given by22

dl2 = ρ2

[
1

∆
dr2 + dθ2 +

∆ sin2 θ

∆− a2 sin2 θ
dφ2

]
. (9)
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If we use this metric to compute the spatial length L of the singular ring, we find

it to be zero:

L ≡
∫ 2π

0

dl = 0. (10)

This result is consistent with previous analysis made by some authors,8,13 who

pointed out that an external observer is unable to “see” the KN solution as an

extended object, but only as a point-like object. We can then say that the “funda-

mental particle” concept is validated in the sense that the non-trivial KN structure

is seen, by all observers, as a point-like object. Although the spatial dimension of

the disk is zero, its spacetime dimension is of the order of the Compton wavelength

for the particle, which for the electron is λ = 10−11cm.

4.5. Boosted KN solution

If one tries to compute the interacting size of two colliding KN solutions, one is

immediately led to the necessity of computing the form of the boosted KN metric

when expressed in laboratory coordinates. Since the KN metric (1) is not written in

an appropriate form, we have first to rewrite it in asymptotically Cartesian coordi-

nates. For definiteness, we assume that the direction of the boost coincides with the

+z direction in asymptotically Cartesian laboratory coordinates xµ. We consider

also Lorentz-transformed Cartesian coordinates x̄µ = (x̄, ȳ, z̄, t̄), which are related

to the laboratory coordinates xµ = (x, y, z, t) by

z̄ = γ (z − vt), ȳ = y, x̄ = x, t̄ = γ (t− vz), (11)

with γ = (1− v2)−1/2 the relativistic factor. Now, as is well known, in terms of the

asymptotically flat coordinates x̄µ, the KN metric (1) assumes the form13

ds2 = ds20 +
2mr̄3 − e2r̄2
r̄4 + a2z̄2

[
z̄

r̄
dz̄ +

(r̄x̄+ aȳ)

r̄2 + a2
dx̄+

(r̄ȳ − ax̄)
r̄2 + a2

dȳ − dt̄
]2
, (12)

where

ds20 = ηµν dx̄
µdx̄ν = dx̄2 + dȳ2 + dz̄2 − dt̄2, (13)

and r̄ is written in terms of x̄, ȳ, z̄ as

x̄2 + ȳ2

r̄2 + a2
+
z̄2

r̄2
= 1. (14)

Thus, in the coordinates x̄µ, the metric tensor components have the Kerr–Schild

form

ḡµν = η̄µν + 2H̄ k̄µk̄ν , (15)

where

k̄µdx̄
µ =

z̄

r̄
dz̄ +

(r̄x̄+ aȳ)

r̄2 + a2
dx̄+

(r̄ȳ − ax̄)
r̄2 + a2

dȳ − dt̄ (16)
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and

H̄ =
mr̄3 − e2r̄2
r̄4 + a2z̄2

. (17)

The covariant vector field k̄µ is null with respect to ḡµν , and consequently also null

with respect to the auxiliary Minkowskian metric tensor η̄µν . It should be stressed

that m and a are the mass and angular momentum per unit mass as measured by

the moving observer.

Using this form of the KN metric, it is possible to study the effect of the boost

on the singular ring, now expressed by x̄2 + ȳ2 = a2. The metric (12) is singular

at the points where the function H̄ is unbounded, that is, for r̄ = 0 and z̄ = 0. In

other words, it is singular at the rim of the disk of radius a. The relation between

the moving and the laboratory coordinates is given by equations (11), which can

be directly replaced into the metric (12) since, due to its Kerr–Schild structure, it

is form-invariant. However, an important point must be taken into account: for a

laboratory observer, the parameters m and a does not represent anymore the mass

and angular momentum per unit mass. The physical meaning of the constant m

can be obtained by noticing that, in the moving frame, the integral over a spacelike

hypersurface of the normal component of the conserved current associated with the

Killing vector field ∂/∂t̄ is conserved. This is just the ADM mass of the solution,

which gives exactly m. However, in the laboratory frame, the vector field ∂/∂t is

not a Killing field; in fact, the solution is not even stationary on this frame. Since

the solution continues to be asymptotically Minkowskian, one can then consider the

weak-field limit, and compare it with the weak-field limit of a boosted Schwarzschild

solution. When we do that, we find that the “effective” mass of a point particle static

in the laboratory frame transforms like M ∼ γm,23 which is the usual relativistic

relation.

In the laboratory frame, because the KN metric keeps its Kerr–Schild form

gµν = ηµν + 2H(x, y, z, t) kµkν , (18)

the singular points remain defined by the singular points of the function H(x, y, z, t),

which is now given by

H =
mr3 − e2r2

r4 + a(γ)2[γ(z − vt)]2 (19)

with

r =
1√
2

[
[γ(z − vt)]2 + x2 + y2 − a(γ)2 +

√
[(γ(z − vt))2 + x2 + y2 − a γ2]

2
+ 4 a γ2[γ(z − vt)]2

]1/2

. (20)

Since the boost is along the z-direction, the singularity position turns out to be

defined by z = vt and

x2 + y2 = a(γ)2, (21)
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where a(γ) is the transformed radius of the singularity. This is required because of

the total angular momentum conservation: it must be the same in both frames. For

a Dirac particle, for example, one must have L = 1/2.

Now, considering that the total angular momentum measured in any frame must

be the same, the quantity Ma(γ) must remain constant under the boost transfor-

mation. This means that the measured angular momentum per unit mass a(γ) must

behave like

a(γ) ∼ γ−1a, (22)

where a is the value measured in the laboratory frame (γ = 1). This last equation

does not mean that the laboratory observer can actually measure the radius of the

singular disk, but rather that he will deduce, based on the mass and the angular

momentum measurements, that the radius must shrink as the speed becomes higher.

This shrinking is not a consequence of the Lorentz boost alone: it is a combined

consequence of the boost and the conservation of angular momentum. The fact

that this phenomena is not expected in a macroscopic body is connected with a

non-trivial property of the KN solution: the border of the singular disk rotates

with a tangencial velocity equal to c. Lorentz invariance forbids that this tangencial

velocity changes in different frames.c

The shrinking of the singularity points can be interpreted as a classical realiza-

tion of the wave-particle duality: the associated wave length decreases as the speed

increases. For example, for a typical accelerator energy in the order of GeV, the γ

factor is of the order of 10−6, giving rising to a(γ) ≈ 10−17cm. The 3-dimensional

size of the solution continues to be zero according to (10), but its associated wave

length changes from 10−11cm at rest to a smaller value, depending on the γ factor.

5. Final Remarks

For small values of the mass, or more precisely, for m2 < a2 + q2, the KN solu-

tion does not represent a black hole, but a circular naked singularity of radius a

in spacetime. This solution can be considered to be localized in spacetime, and

consequently asymptotically flat. It has a topological structure which behaves as

an spinor when analyzed microscopically, that is, in terms of the Boyer-Lindquist

coordinates in which it is described at this level. Furthermore, it presents a gyro-

magnetic factor g = 2, which enables it to be considered as a model for spinorial

fundamental particles, like for example electrons.

In this paper we have mainly focused on the question of the dimension of the

particle. As we have seen, although the spacetime dimension of the singularity is

of the order of the Compton wavelength for the particle, which for the electron is

cIt is important to remark that the transformation property for a(γ) and M are not the same as

those used in references like [24] and [25]. Those transformations were proposed having in mind
the computation of the ultra-relativistic limit for the KN solution. This is a singular limit leading
to a shock wave solution which is a totally different solution of Einstein’s equations.
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λ = 10−11cm, the space dimension of the disk is zero. This property is in consonance

with previous results which pointed out that an external observer is unable to “see”

the KN solution as an extended object, but only as a point-like object. This result

gives some additional support to the idea that the KN structure is consistent with

the concept of a “fundamental particle”. Furthermore, because it is asymptotically

flat, an asymptotic observer can describe its spacetime evolution in terms of the

Cartesian coordinates of Minkowski spacetime. Due to the spinorial structure, the

spacetime evolution of the KN solution, in Cartesian coordinates, turn out to be

governed by the Dirac equation.12
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Dirac electron theory and QED do not take into account gravitational field, while the cor-
responding Kerr-Newman solution with parameters of electron has very strong stringy,
topological and non-local action on the Compton distances, polarizing space-time and
deforming the Coulomb field. We discuss the relation of the electron to the Kerr’s mi-
crogeon model and argue that the Kerr geometry may be hidden beyond the Quantum
Theory. In particular, we show that the Foldi-Wouthuysen ‘mean-position’ operator of
the Dirac electron is related to a complex representation of the Kerr geometry, and to
a complex stringy source. Therefore, the complex Kerr geometry may be hidden beyond
the Dirac equation.
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1. Introduction. Quantum gravity at the Compton level

Superstring theory1 is based on the extended stringy elementary states:

Points −→ Extended Strings, and also, on the unification of the Quantum

Theory with Gravity on Planckian level of masses Mpl, which correspond to the dis-

tances of order 10−33 cm. Such a penetrating into the deep structure of space-time

has been based on the convincing evidences:

a/ The brilliant confirmation of the predictions of QED which ignored gravita-

tional field and has been tested up to the distances of order 10−16 cm. It suggests

that boundary of Quantum Gravity may be shifted at least beyond the distances

10−16 cm.

b/ The dimensional analysis, showing thatMpl corresponds to the energiesEpl =√
~c5/G which are formed from the fundamental constants relating quantum theory,

~, special relativity, c, and gravity, G.

c/ Estimation of the masses Mq and distances, where the action of gravity may

be comparable with the action of quantum effects, which is done by the comparison

of the gravitational radius of the Schwarzschild black hole rg = 2Mq with the

Compton radius of the corresponding quantum particle rc = 1/Mq (we use here the

Planck units ~ = c = G = 1). One sees that the equality rg ∼ rc is achieved by the

Planckian masses Mq ∼ 1, i.e. by Mq ∼ 10−33cm. It leads to the conclusion that

quantum gravity has to act on the Planckian scale rg ≈ rc = 1
Mq
∼ 1.
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All that is convincing, except for the argument c/ . The Schwarzschild geometry

does not take into account spin of quantum particles which is indeed very high with

respect to the masses. In particular, for electron S = 1/2, while m ≈ 10−22. So, to

estimate gravitational field of spinning particle, one has to use the Kerr, or Kerr-

Newman solutions.2 Of course, there may be objections that quantum processes are

strongly non-stationary because of the vacuum fluctuations, and they cannot be

described by the stationary Kerr and Kerr-Newman solutions. However, QED tells

us that electromagnetic radiative corrections are not too large. On the other hand,

we do not know another solution which could better describe the gravitational field

of a spinning particle. In any case, estimations on the base Kerr solution have to be

much more correct then on the base of Schwarzschild solution.

Performing such estimation, we obtain a striking contradiction with the above

scale of Quantum Gravity !

Indeed, for the Kerr and Kerr-Newman solutions we have the basic relation

between angular momentum J , mass m and radius of the Kerr singular ring a :

J = ma. (1)

Therefore, Kerr’s gravitational field of a spinning particle is extended together with

the Kerr singular ring up to the distances a = J/m = ~/2m ∼ 1022 which are of the

order of the Compton length of electron 10−11 cm., forming a singular closed string
a Therefore, in analogy with string theory the ‘point-like’ Schwarzschild singularity

turns in the Kerr geometry into an extended string of the Compton size.

Notice, that the Kerr string is not only analogy. It was shown that the Kerr

singular ring is indeed the string,7 and, in the analog of the Kerr solution to low

energy string theory,8 the field around the Kerr string is similar to the field around

a heterotic string.9

The use of Kerr geometry for estimation of the scale of Quantum Gravity gives

the striking discrepancy with respect to the estimation done with the Schwarzschild

solution. We arrive at the conclusion that the Kerr geometry has to play an im-

portant role in Quantum processes on the Compton distances of electron, of order

∼ 10−11 cm. The local gravitational field at these distances is extremely small,

and the strong field is concentrated near an extremely narrow vicinity of the Kerr

singular ring which forms a closed string of the Compton radius.

2. The real structure of the Kerr-Newman solution

The Kerr-Newman metric may be represented in the Kerr-Schild form

gµν = ηµν − 2Hkµkν , (2)

where ηµν is auxiliary Minkowski metric and H = mr−q2/2
r2+a2 cos2 θ .

aSee also.3–5,7
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Fig. 1. The Kerr ring as a branch line, and the twistor lines of the Kerr congruence which covers
twice the space-time.

One sees that metric is Minkowskian almost everywhere, for exclusion of the

negligibly small subset of the space-time. However, this stringy subset has very

strong dragging effect which polarizes space-time leading to a very specific polar-

ization of the electromagnetic fields. As a result, the electromagnetic field of the

corresponding Kerr-Newman solution Fµν , which cannot be consider as a weak one

for parameters of charged particles, turns out to be aligned with the Kerr principal

null congruence. Electromagnetic and gravitational fields are formed by the twisting

vector field kµ(x), principal null congruence (PNC), and acquire the Kerr stringy

circular singularity as a caustic of PNC.

The explicit form of the field kµ is determined by the one-form

kµdx
µ = dt+

z

r
dz +

r

r2 + a2
(xdx+ ydy)− a

r2 + a2
(xdy − ydx). (3)

It is a twisting family of null rays, fig.1, forming a vortex which is described by the

Kerr theorem in twistor terms.10–12b

PNC plays very important role, since the field kµ determines not only the form

of Kerr-Newman metric with mass m and charge q, but also the Kerr-Newman

electromagnetic vector potential Aµ = qr
r2+a2 cos2 θ kµ, , and the flow of radiation in

the radiative rotating solutionsc Tµν = Φ(r, φ, θ)kµkν .

bComplicate form of the field kµ(x) determines the complicate form of the Kerr metric, contrary
to the extremely simple Kerr-Schild representation (2).
c
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The congruence covers spacetime twice, and the Kerr ring is a branch line of the

space on two sheets: positive sheet of the ‘outgoing’ fields (r > 0) and negative sheet

of the ‘ingoing’ fields. (r < 0). Notice, that for a2 >> m2 the black hole horizons

are absent, and space-time acquires a twofold topology.3,5

There appears the Question: “Why Quantum Theory does not feel such drastic

changes in the structure of space time on the Compton distances?”

How can such drastic changes in the structure of space-time and electromagnetic

field be experimentally unobservable and theoretically ignorable in QED?

The negative sheet of Kerr geometry may be truncated along the disk r = 0.

In this case, inserting the truncated space-time into the Einstein-Maxwell equation,

one obtains on the ‘right’ side of the equations the source with a disk-like support.

This source has a specific matter with superconducting properties.3,5 The ‘negative’

sheet of space appears now as a mirror image of the positive one, so the Kerr singular

ring is an ‘Alice’ string related to the mirror world. Such a modification changes

interpretation, but does not simplify problem, since it means that Quantum Theory

does not feel this ‘giant’ mirror of the Compton size, while the virtual charges have

to be very sensitive to it.d

The assumption, that QED has to be corrected taking into account the pecu-

liarities of the space-time caused by the Kerr geometry, may not be considered as

reasonable because of the extraordinary exactness of the QED.

There is apparently the unique way to resolve this contradiction: to conjecture

that the Kerr geometry is hidden beyond the Quantum Theory, i.e. is already taken

into account and play there essential role.

From this point of view there is no need to quantize gravity, since the Kerr

geometry may be the source of some quantum properties, i.e. may be primary with

respect to the Quantum Theory.

3. Microgeon with spin

Let us consider the Wheeler’s model of Mass Without Mass – ‘Geon’. The photons

are moving along the ring-like orbits, being bound by the own gravitational field.

Such field configuration may generate the particle-like object having the mass and

angular momentum. Could such construction be realized with an unique photon?

In general, of course - not, because of the weakness of gravitational field. However,

similar idea on ‘mass without mass’ is realized in the theory of massless relativis-

tic strings and may be realized due to the stringy properties of the Kerr solution

with a >> m. In the Kerr geometry, one can excite the Kerr circular string by an

electromagnetic field propagating along this singular string as along of a waveguide.

Φ(r, φ, θ) = 1
r2+a2 cos2 θ

[−6m(ẍµ
0 kµ) + 2ṁ] is an angular distribution of the energy density of

radiation. Radiation may be related to the loss of mass ṁ < 0, acceleration ẍµ
0 kµ 6= 0 and to the

wave electromagnetic excitations of the Kerr-Newman solution.7,10,12
dNote, that this disk is relativistically rotating and has a thickness of the order of classical size of
electron, re = e2/2m,.5,6
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Fig. 2. Skeleton of the Kerr Spinning Particle.

Electromagnetic excitations of the Kerr source with a >> m has the stringy struc-

ture, and leads to a contribution to the mass and spin. In particular, the model of

microgeon with spin turns out to be self-consistent.4,7,15

Analysis of the exact aligned electromagnetic excitations on the Kerr background

shows an unexpected peculiarity: the inevitable appearance of two axial singular

semi-infinite half-strings of opposite chiralities. There appears the following stringy

skeleton of a spinning particle, fig. 2.

The spin of this microgeon may be interpreted as excitation of the Kerr string

by a photon moving along a circular orbit, which is reminiscent of the electron

self-energy diagram in QED

In the Kerr’s gravity, the virtual photon line of this diagram does not leave the

Compton region of the particle due to the Kerr stringy waveguide. As it was shown

in15 , the axial half-strings are the null-strings (the Schild, or the pp-wave strings)

and may be described by the bilinear spinor combinations formed from the solutions

of the Dirac equation.e

eThe axial and circular singularities form a specific multisheeted topology of space-time, which
admits the spinor two-valuedness.



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

324 A. Burinskii

It should also be mentioned a wonderful fact, that the basic quantum relation

E = ~ω is contained in the classical basic relation of the Kerr geometry J = ma,

(1). Indeed, setting J = ~

2 , one writes (1) as a = ~

2m . At this step, we can consider

the constant ~ not as a quantum constant, but as an experimentally constant char-

acterizing the spin of electron. Let us consider now the classical fields propagating

along the Kerr ring with speed of the light and with the winding phase number

n = 1/2. The corresponding wave will have the length λ = 2πa/n = 2π~/m and

the frequency ω = 2πc/λ = cm/~. It yields

E

c
≡ mc = ~ω. (4)

Up to now, we have not used the quantum operators at all. Only the topological

properties of space where used, which provided a two-valued representation by ro-

tations and a classical quantization of phase. As a result, we have got the quantum

relation (4) from the classical Kerr relation J = ma. It suggests that some Quantum

relations may have the origin in topological properties of the ‘Kerr geometry’.

4. Dirac equation and the complex Kerr geometry

4.1. Dirac equation in the Weyl basis

In the Weyl basis the Dirac equation demonstrates some interesting peculiarities.f

The Dirac spinor has the form Ψ =

(
φα
χα̇

)
, and the Dirac equation splits into

σµαα̇(i∂µ + eAµ)χ
α̇ = mφα, σ̄µα̇α(i∂µ + eAµ)φα = mχα̇. (6)

Conjugate spinor has the form

Ψ̄ = (χ+, φ+) = (χ̄α, φ̄α̇). (7)

The Dirac current

Jµ = e(Ψ̄γµΨ) = e(χ̄σµχ+ φ̄σ̄µφ), (8)

can be represented as a sum of two lightlike components of opposite chirality

JµL = eχ̄σµχ , JµR = eφ̄σ̄µφ. (9)

The corresponding null vectors kµL = χ̄σµχ , and kµR = φ̄σ̄µφ, determine the con-

sidered above directions of the lightlike half-strings in the microgeon model. The

momentum of the Dirac electron is pµ = m
2 (kµL +kµR), and the vector of polarization

fWe use spinor notations of the book,14 see also.18 The Dirac matrices in the Weyl basis take the
form

γµ =

(
0 σµ

σ̄µ 0

)
, where σ̄µα̇α = εα̇β̇εαβσµ

ββ̇
, and σ0 = σ̄0, σk = −σ̄k, k = 1, 2, 3,

σ0 =

(
1 0
0 1

)
, σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (5)
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of electron17,18 in the state with a definite projection of spin on the axis of polariza-

tion is nµ = 1
2 (kµL − kµR). In particular, in the rest frame and the axial z-symmetry,

we have kL = (1, ~kL) = (1, 0, 0, 1) and kR = (1, ~kR) = (1, 0, 0,−1), which gives

pµ = m(1, 0, 0, 0), and nµ = (0, 0, 0, 1) and corresponds to the so-called transverse

polarization of electron,17 ~n~p = 0.

The Dirac spinors form a natural null tetrad. The null vectors kµL = χ̄σµχ and

kµR = φ̄σ̄µφ, may be completed to the null tetrad by two null vectors mµ = φσµχ ,

and m̄µ = (φσµχ)+ which are controlled by the phase of wave function. Therefore,

the de Broglie wave sets a synchronization of the null tetrad in the surrounding

space-time, playing the role of an ‘order parameter’.

It is well known19 that the Kerr-Newman solution has the same gyromagnetic

ratio (g = 2), as that of the Dirac electron. So, there appears a natural question:

is it an accidental coincidence, or there is a deep relationship between the Dirac

equation and the Kerr-Newman geometry? This problem is related to the problem of

description of electron in coordinate representation, and to the problem of localized

states in the Dirac theory.20–22

4.2. The problem of position operator in the Dirac theory

It is known22 that the position operator ~̂x = ∇~p is not Hermitean in any relativistic

theory, (Ψ, x̂Φ) 6= (x̂Ψ,Φ). In the Dirac theory, the problem of position operator is

still more complicate. The plane wave solutions of the Dirac equation correspond to

the states with a fixed momentum, and the position of electron ~x is undetermined

for plane waves. To get a localization of position, one has to form a wave packet.

The velocity ẋ for the operator of coordinate x is ẋ = (xH−Hx) = cα, and pro-

jection of the velocity on any direction yields ±c. Dirac shows23 that this equation

may be integrated, yielding for coordinate x the result

x = −1

4
c~2α̇0

xe
−2iHt/~H−2 + c2pxH

−1t+ x0. (10)

Therefore, the velocity of coordinate x consists of the constant term c2pxH
−1

and the oscillating contribution 1
2 ic~α̇

0
xe

−2iHt/~H−1, the so-called ‘zitterbewegung’.

In the rest frame, ~p = 0, one can get i~α̇x = −2Hαx, and the oscillating part

x̃ = − 1
4c~

2α̇0
xe

−2iHt/~H−2 has the Compton amplitude 1
2 ic~αxH

−1.

Since this expression describes complex oscillations, it is more convenient to

consider the complex combination

x̃+ iỹ =
1

4
ic~2(α̇0

x + iα̇0
y)e

−2iHt/~H−2 (11)

which describes circular motion in the (xy)-plane along a ring of the Compton

size c~
2m . The plane of oscillations is orthogonal to the direction of polarization of

electron. One can see here a correspondence to the structure of the Kerr microgeon

model.
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The ‘zitterbewegung’ problem is related to the problem of localized states and

caused the treatment of a ‘mean-position’ operator.20 One of the best solution on

this problem was found by Foldi and Wouthuysen21,22 which performed a very

nontrivial matrix transformation of the wave function Ψ and Hamiltonian H to

the so-called Foldi-Wouthuysen (FW) representationg ΨFW = eiSFWΨ and HFW =

eiSFWHe−iSFW .

In the new representation the negative frequency modes are suppressed, ‘zitter-

bewegung’ is absent, and the new (rather complicate) position operator ~XFW =

eiSFW~xe−iSFW corresponds to the conventional concept of the velocity of particle,
~̇XFW = i[HFW, ~x] = β~p/E~p.

On the other hand, the use of ordinary position operator ~x in the Foldi-

Wouthuysen representation may be transformed back to the Dirac or Weyl rep-

resentation ~̂X = e−iSFW~xeiSFW , leading to a mean-position operator without ‘zit-

terbewegung’ which has the form

~̂X = ~x+ i
~c

2Ep
~γ +

i(~γ · ~p)~p+ [Σ× ~p]p
2Ep(Ep +m)p

. (12)

It should be noted that the second term contains a shift in the complex direction

which is the constant vector i ~c
2m~γ for small ~p. The corresponding four-vector i ~c

2mγ
µ

may be represented in terms of the null vectors kL = (1, ~kL) = (1, 0, 0, 1) and

kR = (1, ~kR) = (1, 0, 0,−1) in the following form

(Ψ̄X̂Ψ) = x+ ia(kL + kR), (13)

where x is a center of mass and a = ~c
2m is the Compton length. In the Weil represen-

tation, the vectors kL and kR transform independently by Lorentz transformations,

which indicates that the Dirac particle may be formed by two complex conjugate

point-like sources XL and XR propagating along the complex world-lines

Xµ
L (t) = xµ(t) + ia(1, 0, 0, 1), Xµ

R(t) = xµ(t) + ia(1, 0, 0,−1), (14)

where the 3-vector of mean-position is ~X = 1
2 ( ~XL + ~XR) = ~x(t). Such a complex

representation turns out to be close related to the known complex representation

of the Kerr geometry.4,10,15,16,24

4.3. Complex representation of the Kerr geometry

In 1887 (!) Appel26 considered a simple complex transformation of the Coulomb

solution φ = q/r, a complex shift (x, y, z)→ (x, y, z+ ia) of the origin (x0, y0, z0) =

(0, 0, 0) to the point (0, 0, ia).On the real section (real(x, y, z)), the resulting solution

φ(x, y, z) = <e q/r̃ (15)

gNote, that this transformation depends on the momentum ~p of plane wave, and therefore, it
deforms spectrum of the wave function.
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acquires a complex radial coordinate r̃ =
√
x2 + y2 + (z − ia)2. Representing r̃

in the form

r̃ = r − ia cos θ (16)

one obtains for r̃2

r2 − a2 cos2 θ − 2iar cos θ = x2 + y2 + z2 − a2 − 2iaz. (17)

Imaginary part of this equation gives z = r cos θ, which may be substituted back

in the real part of (17). It leads to the equation x2 + y2 = (r2 + a2) sin2 θ, which

may be split into two conjugate equations x ± iy = (r ± ia)e±iφ sin θ. Therefore,

we obtain the transfer from the complex coordinate r̃ to the Kerr-Schild coordinate

system

x+ iy = (r + ia)eiφ sin θ, (18)

z = r cos θ,

t = r + ρ.

Here r and θ are the oblate spheroidal coordinates, and the last relation is a defini-

tion of the real retarded-time coordinate ρ. The Kerr-Schild coordinates θ, φ, ρ fixe

a null ray in M4 (twistor) which is parametrized by coordinate r.

One sees, that after complex shift, the singular point-like source of the Coulomb

solution turns into a singular ring corresponding to r̃ = 0, or r = cos θ = 0. This

ring has radius a and lies in the plane z = 0. The space-time is foliated on the null

congruence of twistor lines, shown on fig. 1. It is twofolded, having the ring-like

singularity as the branch line. Therefore, for the each real point (t, x, y, z) ∈M4 we

have two points, one of them is lying on the positive sheet of space, corresponding

to r > 0, and another one lies on the negative sheet, where r < 0.

It was obtained4 that the Appel potential corresponds exactly to electromagnetic

field of the Kerr-Newman solution written on the auxiliary Minkowski space of the

Kerr-Schild metric (2). The vector of complex shift ~a = (ax, ay, az) corresponds to

the direction of the angular momentum J of the Kerr solution4,25 and |a| = J/m.

Newman and Lind24 suggested a description of the Kerr-Newman geometry in

the form of a retarded-time construction, in which it is generated by a complex

source, propagating along a complex world line Xµ(τ) = xµ(0) + uµτ + iaµ in a

complexified Minkowski space-time CM4. Here time is complex, τ = t+ iσ, and uµ

is a unit time-like vector. The rigorous description of this representation may be

given in the Kerr-Schild approach2 based on the Kerr theorem and the Kerr-Schild

form of metric (2)h In the rest frame one can consider the ‘left’ and ‘right’ complex

world lines, related to the complex conjugate sources i~a and −i~a.
Xµ

L (τL) = xµ(τL) + i~a, Xµ
R(τR) = xµ(τR)− i~a, (19)

hIt is related to the existence of auxiliary Minkowski metric ηµν , which is necessary for the complex
representation, as well as for the conditions of the Kerr theorem.10,11
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The complex retarded time is determined in analogy with the real one, but is

based on the complex null cones, see.10,15,24

Let’s consider the complex radial distance from a real point x to a complex point

XL of the ‘left’ complex world-line

r̃L =

√
(~x− ~XL)2 = rL − ia cos θL. (20)

To determine a retarded-time parameter τL one has to write down the light-cone

equation ds2 = 0, or

r̃2L − (t− τL)2 = 0 (21)

It may be split into two retarded-advanced-time equations t − τL = ±r̃L. The

retarded-time equation corresponds to the sign + and, due to (16), leads to relation

τL = t− rL + ia cos θL. (22)

One sees that τL turns out to be complex

τL = ρL + iσL, σL = a cos θL. (23)

4.4. The complex worldline as a string

In the complex retarded-time construction, the left complex world line XL(τL) has

to be parametrized by complex parameter τL = ρL + iσL. It has a few important

consequences.

i/ Being parametrized by two parameters ρ and σ, a complex world-line X(τ) is

really a world-sheet and corresponds to a complex string. This string is very specific,

since it is extended in the complex time direction σ.

ii/ A fixed value of σL corresponds to the fixed value of cos θL, and, in accordance

with Eq. (18), together with the fixed parameter φ, it selects a null ray of the Kerr

congruence (twistor).

iii/Since | cos θ| ≤ 1, parameter σ is restricted by interval σ ∈ [−a, a], i.e. com-

plex string is open and the points ρ± ia are positioned at its ends. The world-sheet

represents an infinite strip: (t, σ) : −∞ < t <∞, σ ∈ [−a, a].
iv/ From Eq. (19) and Eq. (22) one sees that the left complex point of the Dirac

x-coordinate XL = ia(1, 0, 0, 1) has =m τL = ia cos θL, which yields cos θL = 1.

Therefore, this point is the boundary point of the complex world line, and coordinate

relations (18) show that the complex light cones positioned at this boundary have

the real section along the Kerr axial half-string z = r, x = y = 0.

Similar treatment for the right complex point of the Dirac x-coordinate XR =

ia(1, 0, 0,−1) show that it is also placed on the same boundary of the stringy

strip (the same timelike component ia), however, =m τR = −ia cosθ, which yields

cos θR = −1 and corresponds to the axial half-string propagating in opposite di-

rection z = −r, x = y = 0. Therefore, in the real space-time, the two complex
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sources of the Dirac position operator have the real image in the form of the con-

sidered above two axial semi-infinite half-strings: left and right.i

Note, that there is an asymmetry in the complex left and right coordinatesXL =

ia(1, 0, 0, 1) and XR = ia(1, 0, 0,−1). The time-like components of the both sources

are adjoined to the same right end of the complex string interval [−ia, ia]. This

asymmetry is removed by a remarkable stringy construction - orientifold.7,15,16,27

4.5. Orientifold

With respect to the Dirac solutions, the orientifold is analog of the charge conjuga-

tion. The models of relativistic strings contain usually two stringy modes: left and

right. So, the modes XL(τL) and XR(τR) represent only the half-strings on the in-

terval σ ∈ [−a, a]. Orientifold is formed from two open half-strings which are joined

forming one closed, but folded string. The interval [−a, a] is covered by parameter

σ twice: the first time from left to right, and (say) the left half-string has the usual

parametrization, while the interval [−a, a] is reversed and covers the original one

in opposite orientation for the right half-string. Therefore, the string is formed by

two half-strings and turns out to be closed, but folded. The right and left string

modes are flipping between the the initiate and the reversed intervals. One sees

that for the complex interval the revers is equivalent to complex conjugation of the

parameter τ. So, one has to put τR = τ̄L.
j After orientifolding, the complex timelike

coordinates of the points XL and X̄R turns out to be sitting on the opposite ends of

the interval [−a, a], while their imaginary space-like coordinates will be coinciding,

which corresponds to one of the necessary orientifold condition XL(τL) = X̄R(τ̄R).

5. Conclusion

The above treatment shows that there is a deep internal relationships between the

Dirac equation and the complex representation of the Kerr geometry. The Dirac

equation works in the complex Minkowski space-time, and electron is not elemen-

tary point-like object, but is rather a many-sided particle. It has a nontrivial com-

plex structure which is related to complex structure of the Kerr geometry and its

non-trivial real topology. The space-time source of the naked electron represents

a very specific complex string with two point-like (quark-like) sources located on

the ends of this string. In the same time, after orientifolding this string, the space

coordinates of these sources are merging, turning into one complex point shifted in

the imaginary direction on the Compton distance a. This complex position of the

source is, apparently, the origin of the problems with the position operator in the

Dirac theory. On the other hand, the real stringy source of the Kerr geometry has

the Compton size and is also an evidence of the extended spice-time structure of

electron.

iFor more details see.7,15,16
jDetails of this construction may be found in.7,15,16,27
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The obtained recently multiparticle Kerr-Schild solutions11 shed some light on

the multiparticle structure of the considered in QED dressed electron. This treat-

ment is based on the remarkable properties of the Kerr theorem. There is also

remarkable renormalization of the Kerr singularity by gravitational field.6 However,

these questions go out of the frame of this paper.
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THE ELECTRON AND THE NEUTRINO AS SOLITONS IN

CLASSICAL ELECTROMAGNETISM
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E-mail: nieuwenh@science.uva.nl

In classical electrodynamics, extended with gradients of the electric and magnetic fields,
a linear soliton is presented which bears features of the Kerr-Newman electron of electro-
gravity. This is considered as a model for the electron, having a ring shape, with diameter
equal to the Compton length ~/mc and thickness smaller by the fine structure constant.
The soliton has a finite mass, a spin− 1

2
, a g = 2 factor, and an electric quadrupole

moment that is also “twice too large”. From this setup, all relativistic corrections to
the classical version of the Pauli Hamiltonian are derived. There appears an additional,
spin-dependent quadrupolar force that may vanish on the average. Particle-antiparticle
annihilation may become explained on the basis of electromagnetic attraction.

Keywords: Electron; Classical model; Spin; Charge; Electromagnetism; Electromagnetic
mass; Annihilation.

1. Introduction

Since Faraday’s insights in elecromagnetic fields were put in mathematical form

by Maxwell, nature is described by two antagonistic entities: matter and fields. A

triumph for this split was the discovery of the electron by J.J. Thomson in 1897.

Still, in those days it was now and then supposed that matter was itself some

manifestation of fields, in the very same way that a vortex (a whirl of fluid or

vapor), a hurricane and a tsunami are ‘solitons’ in hydrodynamics.

Models for the electron with extended charge distributions were considered by

Abraham1 in 1903 and Lorentz2 in 1904. Though this led to a finite energy, they

could not satisfactorily explain the criticism that Coulomb repulsion between dif-

ferent parts would prevent stability. Another twist came from the postulate of the

electron spin ,3 which would imply in these models also a surface rotation speed

that exceeds the speed of light by a factor of order 1/α. In those days, classical

intuition still held such a firm position that de Kronig refrained from publishing

his idea after a discussion with Pauli, while Uhlenbeck begged Ehrenfest to with-

draw the manuscript.4 Only two years later the essential correctness of the idea was

demonstrated by Dirac:5 the spin of the electron is identical to that of a spinning

top, but it is an “intrinsically quantum” phenomenon. Nevertheless, here we shall

discuss spin on a classical basis.
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Our argument starts with considering the Kerr-Newman black hole. It is a so-

lution in electrogravity for a massive, spinning, charged black hole. 14,15 Based on

the observation that is has a g-factor equal to 2, Carter proposed to consider it as a

model for the electron .6 For this application, it has a naked singularity with charge

located on a ring of diameter equal to the Compton length ~/mc. Soon several

papers elaborated this idea from various perspectives.7–9 Its spin− 1
2 structure was

elucidated10 and many particle solutions were discussed.11

The aim of the present paper is to regularize this singularity. Because the electron

mass is much smaller than the Planck mass, and the radius of the ring is much larger

than the Planck length, we may expect that, to a very good approximation, space

is not curved. We can thus restrict ourselves to the limit of special relativity and

only study its electromagnetic properties. The electromagnetic field is stationary

and cylindrically symmetric. In toroidal coordinates xµ = (ct, r, θ, φ), also called

Boyer-Lindquist coordinates, 12 one has 0A1 = 0A2 = 0 and

0A0 = −e r
Σ
, 0A3 = ea

r sin2 θ

Σ
, Σ ≡ r2 + a2 cos2 θ. (1)

Let us recall for completeness the Kerr Newman metric. With

∆ = r2 + a2 +
e2G

c4
− 2

Gmr

c2
, u = a2 sin2 θ, (2)

it reads:

ds2 =
∆− u

Σ
dt2 − 2a(∆− Σ− u)

Σ
sin2 θ dtdφ− (Σ + u)2 −∆u

Σ
sin2 θdφ2

−Σ

∆
dr2 − Σdθ2. (3)

In our special relativistic approach, G → 0, it becomes the Minkowski metric ex-

pressed in toroidal coordinates.

2. Ring Theory

When resolving the physics at distances close to the heart of the ring, the situation

looks like a cylindrical problem. We now introduce variables xµ = (ct, ζ, R, φ) which

describe that in a natural manner. The smallest physical distance to the ring is

R ≡ |r− a(cosφ, sin φ, 0)| =
√
r2 + a2 − a sin θ. (4)

One may go from the toroidal coordinates (r, θ) to the ring coordinates (ζ, R), where

the angle ζ is defined by

cos θ =
1

a

√
Σ cos

1

2
ζ, r =

√
Σ sin

1

2
ζ. (5)

Inversion brings

Σ = −R2 cos ζ +

√
4a2R2 −R4 sin2 ζ. (6)



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

334 Th. M. Nieuwenhuizen

The disc included by the ring, x2 + y2 ≤ a2 and z = 0, is described by ζ = 0,

0 ≤ R ≤ a, with the connection sin θ = 1−R/a. The region of large r corresponds

to large R and ζ near π. Close to the ring it follows that Σ ≈ 2aR − R2 cos ζ and

(x, y) = [a−R cos ζ](cosφ, sinφ), z = R sin ζ, so the physical angle is indeed ζ.

In these variables one also has 0A1 = 0A2 = 0, while

0A0 = −e sin 1
2ζ√
Σ

, 0A3 = ea
sin2 θ sin 1

2 ζ√
Σ

. (7)

With its 4π periodicity it displays a spin 1
2 -structure. The range of ζ is just 0 ≤ ζ ≤

2π, while the regime 2π ≤ ζ ≤ 4π describes an antiparticle, equivalent to e→ −e.
At fixed R and φ one can consider changing ζ from 0 to 2π. For R < a this

means to start right above the disc, turn around the ring and end up right below

the disc. In ring coordinates the electric and magnetic fields read for ζ close to 0 or

2π, 0F 20 ∼ sin 1
2ζ,

0F 23 ∼ sin 1
2ζ,

0F 10 ≈
−e cos 1

2 ζ

2
√

2aR−R2
, 0F 13 ≈

ea cos 1
2ζ

2
√

2aR−R2
. (8)

Through the cosine they exhibit a change in sign when one jumps from ζ = 2π to

ζ = 0. When approaching the disc from below (ζ → 2π), the discontinuity is avoided

by letting ζ continue in the range 2π ≤ ζ ≤ 4π. So the ring connects two different

three-spaces. This offers a geometrical explanation for the “intrinsically quantum”

particle — antiparticle connection of fermions .10,11

3. Extended electromagnetism

In order to regularize the above solution, we have to study an extended theory. Let

the Maxwell Lagrangian be extended with gradients,

L = −1

4
FµνF

µν − s1
4
Fµν;ρF

µν;ρ − s2
4
F · · ;ν
µν F µρ· · ;ρ, (9)

where a semicolon denotes a covariant derivative. As usual, we have defined Fµν =

∂µAν − ∂νAµ, F µ· ν = gµρFρν , etc. In special relativity and for cartesian coodinates,

gµν = gµν =diag(−1, 1, 1, 1). This leads to the Maxwell equation F µν· · ;ν = Jµ with

Jµ = s1F
µν;ρ
· · · ;ρ;ν +

s2
2

(F µ · ;ρ;ν
· ρ · · ;ν − F ν · ;ρ;µ

· ρ · · ;ν). (10)

In special relativity, covariant derivatives commute, so the second s2 term in Eq.

(10) vanishes. What remains is a Laplace equation, ∆Jµ ≡ Jµ;ν
· · ;ν = κ2Jµ, where

s1 =
u1

κ2
, s2 =

u2

κ2
, u1 +

1

2
u2 = 1. (11)

3.1. The electron as an electromagnetic soliton

In order that Aµ has the same structure as 0Aµ at larger distances, but be more

regular near the ring, we look for a solution

Aµ = 0AµCµ[1− fµ(R)], Jµ = 0AµCµκ
2 fµ(R), (12)
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with the Cµ constants, fµ(0) = 1 and fµ(∞) = 0. The Laplace equation

(r2 + a2)∂2
rJ0 + 2r∂rJ0 + 1

sin θ∂θ sin θ∂θJ0

r2 + a2 cos2 θ
= κ2J0,

(r2 + a2)∂2
rJ3 + sin θ∂θ

1
sin θ∂θJ3

r2 + a2 cos2 θ
= κ2J3. (13)

implies near the ring

c2f
′′
0 (R) + c1f

′
0(R) = κ2f0(R), (14)

with c2 = 1 exactly. For c1 we have

c1 =
1

2a
(1− r2 + 3a2 cos2 θ

4a2
+ · · · ). (15)

It is not a function of R alone, so our solution is approximate. We therefore work

in the regime a � 1/κ. Since c1 is regular at R = 0 (i.e., at r = 0, θ = π/2) and

since it is small, we may approximate c1 = 1/2a. This brings

f0(R) = e−κ0R, κ0 =

√
κ2 +

1

16a2
+

1

4a
, (16)

and, similarly, for f3 we find c1 = −3/2a, yielding

f3(R) = e−κ3R, κ3 =

√
κ2 +

9

16a2
− 3

4a
. (17)

To keep the charge observed at infinity equal to e, we take C0 = 1. It appears that,

in order to have equally strong behavior of A0 and A3 at small R, we have to choose

C3/C0 = κ0/κ3. In the combination F µν;ρFµν;ρ, that enters the Lagrangian L, see

Eq. (9), and the Hamiltonian density H = T00, this is needed to cancel the non-

integrable 1/R3 divergences from the ∇E : ∇E and ∇B : ∇B terms. This finally

leads to the regularized solution

A0 = −e sin 1
2ζ√

Σ
[1− e−κ0R], A3 =

eaκ0 sin 1
2ζ sin2 θ

κ3

√
Σ

[1− e−κ3R], (18)

with Σ taken from Eq. (6) and sin θ from (5). These expressions are correct to

relative order 1/(κa)2. The fields are mildly singular at the heart of the ring R = 0.

3.2. Energy momentum tensor

In general relativity, the energy momentum tensor is defined in terms of changes of

the metric. With g = det gµν , one has

T µν =
2√−g

δ
∫

d4x
√−gL

δgµν
= (0)T µν + (1)T µν + (2)T µν . (19)
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The calculations are somewhat intricate. We give here the results,

(0)T µν = F µ· ρF
νρ − 1

4
gµν FρσF

ρσ ,

(1)T µν = s1{−
1

4
gµνFρσ;τF

ρσ;τ +
1

2
F ρσ;µF · · ;ν

ρσ − F (µσ;ρ
· · · ;ρF

ν)
·σ − F ρσ;(µ

· · · ;ρF
ν)
· σ

−F σ(µ;ν)
· · · ;ρF

ρ
·σ + F ρσ;µF ν· ρ;σ + F ρ(µ;ν)Jρ}, (20)

(2)T µν = s2{
1

4
gµνJρJρ +

1

2
gµνFρσJ

ρ;σ − 1

2
JµJν − J (µ

· ;ρF
ν)ρ − F · (µ

ρ Jρ;ν)},

where A(µ···ν) denotes the symmetrization 1
2A

µ···ν + 1
2A

ν···µ and Jµ = F µν· · ;ν . It can

be verified that energy and momentum are conserved, T µν· ;ν = 0.

4. Mass and spin

Whereas in the Kerr-Newman solution there is an intrinsic mass and strong gravity,

we assume negligible gravity and a mass solely of electromagnetic origin. The inertial

mass just arises from the energy density,

mic
2 =

1

4π

∫
dvT00, (21)

with dv = dxdydz ≈ dζdRdφ aR(1− 3R
2a cos ζ ). There is a spin in the z-direction of

magnitude14,15

Sz =
1

4πc

∫
dv T 0

· 3. (22)

Analyzing the above expressions in ring coordinates, with the help of an algebraic

manipulation program, we find for the leading and subleading terms

mic
2 =

πe2κ

16
[ 2− u2 +

1

κa
(1 +

1

2
u1 −

1

2
u2) ], (23)

Sz =
πe2κa

16c
[ 2− u2 +

1

κa
(
1

2
+ u1 −

5

4
u2) ]. (24)

In these expressions we have not yet inserted u1 + 1
2u2 = 1. We now equate Sz to

1
2~. Choosing the charge equal to the electron charge we combine (23) and (24)

a =
~

2mic
(1 +

παu2

8
), κ =

8

πu1 `∗
, `∗ ≡

α~

mic
. (25)

It is now indeed clear that κa ∼ 1/α � 1. The radius a ≈ 1
2 ~/mic equals half the

Compton length and it is similar to the one of the Kerr-Newman electron. The scale

`∗ is known as the Abraham-Lorentz classical radius of the electron. The timescale

τL = (2/3)`∗/c = 2α~/(3mic
2) is the Lorentz damping time .2,16 It now gets a

physical interpretation as the time that light needs to traverse the thickness of the

ring.
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4.1. Electromagnetic properties

From the large r-behavior of the electromagnetic field tensor, we indeed notice a

charge e. Following Israel,9 we can verify that this charge, enclosed by the surface

r =∞, can be written as a volume integral arising from the ring, with a large but

finite outcome, qring = e
√
κa � e, and a negative surface integral from the two

sides of the disc enclosed by the ring — that add up because of the opposite signs

in the fields as in Eq. (8) — yielding indeed qdisc = e− qring .
Next, there is a magnetic dipole moment Mz = eaκ0/κ3. With the Bohr mag-

neton µB = ~e/(2mic) this defines the magnetic g-factor (Landé factor)

g =
2Mz

µB
=

4amcκ0

~κ3
= 2(1 +

1

4
πα). (26)

Of interest is also the electric quadrupole moment. The quadrupole tensor gen-

erally enters as A0 ≈ q/|r|+ 1
2Q

ij∂i∂j(1/|r|). The nonvanishing elements are thus

Qxx = Qyy =
1

2
gEea

2, gE = 2. (27)

The standard answer for a ring would be gE = 1, see, e.g. Jackson.13 The value

gE = 2 is related to the spin− 1
2 structure, as is long known for the Kerr-Newman

solution 7,8 and it just extends here.

4.2. Behavior in external electromagnetic fields

The soliton can be characterized by its mass, charge and spin together with its center

of mass, its speed and its spin direction. When it moves with a speed v, there will

be a Lorentz boost, replacing mic
2 of Eq. (21) by γmic

2, with γ = 1/
√

1− v2/c2

the Lorentz factor. In an external electromagnetic field Aµex we have to replace

Aµ → Aµint + Aµex and F µν → F µνint + F µνex , where Aµint is the solution discussed so

far. This additionally brings via Eq. (21) the potential energy U and it defines the

Hamiltonian H by H = (γ − 1)mic
2 + U .

It has been checked that the resulting terms linear in Aµex and F µνex are just the

ones that can be read off in the far field. The leading term is the charge, yielding the

first term 17 of the potential energy, δU = eA0 ≡ eV . A spin in the direction ŝ (with

|ŝ| ≡ 1), has a spin vector S = 1
2~ŝ and magnetic dipole moment M = geS/(2mic),

see (26). The effect in the Hamiltonian is familiar,

HB = −M ·B = − ge

2mic
S ·B. (28)

When the electron moves with speed v, a Lorentz boost transforms B→ γ(B−v×
E/c). For a centrally symmetric potential V and |v| � c, this adds to (28) the well

known spin-orbit coupling that involves L = mir× v.

Including the Thomas factor 1
2 (g − 1),13 one has

δHso =
(g − 1)e

2mi
2c2

V ′

r
S · L. (29)
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Finally, we consider the contribution from the electric quadrupole moment (27).

It leads to a potential energy

δH = −1

2
ea2(∂xEx + ∂yEy) ≡ HD +HQ. (30)

For the first term we add the ∂zEz term, which brings

HD = − e~2

8mi
2c2
∇ · E =

e~2

8mi
2c2

∆V. (31)

Exactly this expression is known as the Darwin term, a leading relativistic correction

from the Dirac equation.19,20 Notice that gE = 2, see Eq. (27), is crucial.

4.3. An additional quadrupolar force

The second term in Eq. (30) arises because we have to undo the addition ∂zEz . The

result is spin-dependent. For a centrally symmetric potential and spin direction ŝ

this leads to

HQ = − e~2

8mi
2c2

[
V ′

r
+ (r̂ · ŝ)2(V ′′ − V ′

r
)]. (32)

The average of (32) vanishes if 〈(r̂ · ŝ)2〉 = V ′/(V ′ − rV ′′). For the Coulomb force

this is equal to 1/3 (isotropy).

4.4. Hydrogen-type problems

For centrally symmetric potentials we collect all terms and arrive after the substi-

tution miv → p − eA/c at the Pauli Hamiltonian H = H0 + H1 + HQ with the

non-relativistic Hamiltonian H0 = (p− eA/c)2/2mi + eV . The next term,

H1 = − (p− eA/c)4
8mi

3c2
− eS ·B

mic
+
eV ′ S · L
2mi

2c2r
+
e~2∇2V

8mi
2c2

,

contains all the relativistic corrections known from the Dirac theory .19,20 But it is

still classical, with v = (p− eA/c)/mi the speed and S = 1
2~ŝ the spin vector. On

top of this, there is the quadrupole potential HQ, which may vanish on the average.

4.5. Towards fixing charge and spin

In our linear theory, the charge is a free parameter that was adjusted by hand. The

same holds for the radius a that was fixed by equating the spin to 1
2~. Stability

questions make sense only in a non-linear theory. To proceed, nonlinear terms have

to be imposed, e.g., δL = s4(FµνF
µν)2. It is hoped that this gives a factor g = 2

exactly, before fluctuations are taken into account. To ‘quantize’ charge and spin,

different kinds of solitons (electron, muon, etc) are needed.



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

The Electron and the Neutrino as Solitons in Classical Electromagnetism 339

5. Application to the neutrino

In the literature, the application of Kerr Newman black holes to elementary particles

has been limited to the electron. The electromagnetic potentials (1) can be written

as a real part,

0A0 = < −e
r − ia cos θ

, 0A3 = < ea sin2 θ

r − ia cos θ
. (33)

Clearly, one can also consider the imaginary parts,

0A0 =
−ea cos θ

r2 + a2 cos2 θ
, 0A3 =

ea2 sin2 θ cos θ

r2 + a2 cos2 θ
. (34)

They also relate to a source-free solution of the Maxwell equations, at least outside

the disc discussed above. They describe the far field of a spinning, massive neutral

particle, that we identify with the electron neutrino. Now e is not necessarily the

elementary charge, but a parameter related to the electric dipole moment d,

d = ea. (35)

Since our approach does not need the modified version of the Kerr Newman

metric, it can also be applied to this situation. In terms of the ring coordinates the

potentials read

0A0 =
−d cos 1

2ζ

a
√

Σ
, 0A3 =

d sin2 θ cos 1
2ζ√

Σ
, (36)

which should be compared with Eq. (7). Because of the cosine, it also displays a

spin- 1
2 structure, so it can be viewed as a model for the neutrino.

The same regularization procedure, as described above for the electron, can be

worked out. We shall refrain from presenting details here. To leading order we finally

get for the inertial mass and the spin

mνc
2 =

πd2κ

32a2
(2 + u2), Sνz =

πd2κ

32ac
(2 + u2). (37)

This only differs from the electron result (21-22) in an additional factor 1
2 and the

sign of u2. Equating Sνz = 1
2~, it appears that the neutrino radius is half of its

Compton length,

aν =
1

2

~

mνc
. (38)

The same connection was observed for the electron, Eq. (25).

The neutrinos electric dipole moment thus reads

dν =
~e

2mνc
. (39)

Estimating the mass as 0.1 eV/c2 from the cosmological estimate
∑
ν mνc

2 . 0.7

eV,24 and keeping e as the electron charge, we arrive at an estimate

dν . 10−21 e−cm, (40)
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much less than the upper bound for heavy neutrinos, d = 10−16 − 10−15 e–cm,

discussed in literature.25

6. Summary and outlook

In line with the 19th century thinking of, e.g., Abraham, Lorentz, Poincaré and

Einstein, we have shown that many aspects of the electron, e.g. its spin− 1
2 , mass,

charge and g = 2 factor, can be understood within classical electrodynamics. Such

“intrinsically quantum” aspects are long known for the Kerr-Newman electron, a

singular object with strong gravity.6 Here they just arise for a ring geometry in clas-

sical electrodynamics, and they indeed persist because of the fortunate cancellation

of two extra factors two. 21

To start, we added some gradients of the electric and magnetic fields to the

Maxwell action. Then a linear solitonic solution occurs with the shape of a ring

having a diameter equal to the Compton wavelength and thickness smaller by a

factor α = 1/137. The old objections against the Abraham-Lorentz theory do not

apply: electrostatic repulsion of different parts of the soliton is prevented by the

extra terms we added to Maxwell theory. The spin does not lead to a speed exceeding

the speed of light because our structure is a ring rather than a sphere. Loosely

speaking, the speed at the ring is Sz/(mia) = ( 1
2~)/[mi ~/(2mi c)], so just c.

In an external field our approach reproduces all relativistic corrections to the

Pauli Hamiltonian, which determine the fine structure of the H-atom, on a classical

basis. In addition, there is a spin-dependent quadrupolar force that may vanish on

the average. The question of whether the electric quadrupole moment of the electron

has been observed, may now appear to be related to the long established role of

the Darwin term in the hydrogen fine structure. The Darwin term is attributed to

the Zitterbewegung because the position of the electron cannot be determined with

accuracy better than the Compton length. Our picture offers a simpler explanation:

the Compton scale is just the physical size of the electron.

Mass and charge arise from electromagnetism alone. Contrary to the Kerr-

Newman electron, mass is never negative. Spin is a property related to the currents

circling around the ring. In the far field they can be considered as “intrinsic prop-

erties” of a “point object”. The present experimental upper bound for the electron

size is about 10−18m at e− + e+ center-of-mass energy 200 GeV,22 equivalent to a

Lorentz factor γ ∼ 2 105. Our contracted radius [~/(2mec)]/γ just coincides with

that bound. This may indicate that deviations from quantum theory hide themselves

at high energies. 23

Whereas the Kerr-Newman electron can be seen as the real part of a complex

potential, we pointed out that the imaginary part of this potential can describe

a neutrino. The essential point is then that it has a mass and an electric dipole

moment. Our regularization can be carried out as well, and sets the radius of the

ring structure again as half of its Compton length.

Another “intrinsically quantum” field theoretic property is particle-antiparticle



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

The Electron and the Neutrino as Solitons in Classical Electromagnetism 341

annihilation. Our picture may explain it as a classical effect. Indeed, when we just

superimpose a solution (18), having charge +e and spin parameter +a, with another

one, having −e and +a, we see that the electromagnetic potentials and fields cancel.

Such also occurs in the spin-down channel (+e,−a & −e,−a), but not in any other

channel. There is thus a strong attraction between a particle and an antiparticle

with the same spin direction. In a nonlinear approach this may explain on a classical

basis why the process e− + e+ → γ only occurs in parallel spin channels.

In the s restframe of the Kerr-Newman neutrino, spin reversal amounts to d→
−d and a→ −a, replacing 0A0 → 0A0,

0A3 → − 0A3. The replacement d→ −d alone,

inducing 0Aµ → − 0Aµ, defines the antineutrino with spin up in the rest frame. Since

neutrinos are mostly left handed and antineutrinos right handed, moving basically

with the speed of light, the annihilation process ν↑ + ν̄↑ → γ is related to opposite

speeds and parallel spins. In our restframe discussion, precisely this situation leads

to a cancellation of the electromagnetic fields when the two rings overlap, and is

expected produce a photon in an extended version of the approach.

The selected model proves that the spin− 1
2 structure exists in classical electro-

dynamics. A more realistic starting point might be that of U(1) × SU(2) gauge

groups in the presence of a Higgs field,15 which are gauge fields of the electro-weak

sector of the standard model. This may open the door for a solitonic description

of the other leptons, massive gauge bosons and, after adding SU(3), of gluons and

quarks.

The idea that particles are solitons of the fields that surround them is very

intriguing. In our case it explains right away why special relativity holds for matter

— it already holds for the fields from which they are composed. And because of this

composition, identical solitons, that undergo chaotic motion, are indistinguishable,

which explains another “intrinsically quantum” property.
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Non-collapse interpretations of quantum mechanics set themselves the task of developing
a self-consistent and empirically adequate version of quantum mechanics that does not
make use of the projection postulate (or collapse of the wavefunction). Only unitary evo-
lution is allowed in these interpretations, so that superpositions are always maintained
during evolution—even in measurements. In this paper we discuss how this deterministic
mathematical scheme can be brought into accordance with the usual statistical predic-
tions of quantum mechanics. In particular, we investigate how the Born probability rule
fits in.

Keywords: Non-collapse interpretations; Probability; Born rule; Many worlds; Modal
interpretations; Decoherence.

1. The Non-Collapse Point of View

In standard presentations of quantum theory two types of evolution are recognized:

unitary evolution, described by the Schrödinger equation or one of its relativistic

generalizations—and non-unitary collapses. The latter processes are associated with

measurements: in a measurement a superposition of states is assumed to be reduced

to one of its components, corresponding to the actual outcome. Mathematically, this

is achieved by a projection of the state onto the component in question.

By contrast, non-collapse interpretations accept only the Schrödinger-type of

evolution. This has the consequence that according to these interpretations not

only the actual outcome, but also all other outcomes that were possible remain

represented in the final state after a measurement. In the notorious Schrödinger

cat case, for example, non-collapse interpretations maintain that both the dead cat

state and the state corresponding to the living cat occur in the final state (which is

a superposition). Clearly some non-standard interpretational step is needed to make

this compatible with the empirical fact that only one of the outcomes is actually

realized in a measurement—that the cat is either dead or alive, and not both.

The simplest approach is to interpret the total uncollapsed state in a probabilis-

tic way. That is, although only one state of affairs is actual, the total state describes

all possibilities—it gives rise to a probability distribution that comprises both the
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actual and the possible. Modal interpretations1–4 take this point of view, and it also

is implicit in approaches based on decoherence.5,6 An interpretational alternative

to this ‘probabilism’ is to promote the different terms in the superposition all to the

level of actuality ; so that, e.g., both the living and the dead cat are actual. Since

these different states of affairs exclude each other, they cannot be realized in one and

the same world. Thus the concept of many worlds is born. The many-worlds con-

cept may appear outlandish, but as we can only become conscious of observations

in one world, the many-worlds option is operationally indistinguishable from the

probabilistic approach. Whether the events that were possible but were not realized

in our world are actual in other worlds that really exist, or whether they are possi-

bilities that can formally be represented in other possible worlds, is a question that

cannot be decided by observation. We shall discuss some of the arguments pro and

contra here in Sec. 4. However, the unifying trait, common to all the interpretations

we are considering here, is the absence of collapses, and this is the essential element

in the next two Sections. We shall focus on the probabilistic viewpoint there, but

most results can be carried over to the framework of many worlds without much

difficulty.

The motivation for investigating non-collapse interpretations comes from the

idea that measurement results and measuring devices do not possess a special on-

tological status: they are physical things with ordinary physical properties, like

positions of pointers attached to measuring devices, marks on computer tapes, etc.

Moreover, non-collapse interpretations are motivated by the conviction that there is

no fundamental difference between microscopic and macroscopic objects: both are

subject to the same quantum mechanical principles. In accordance with these ideas,

no special status is attributed to measurement interactions. Measurement interac-

tions are treated according to the same principles as all other physical interactions

between systems. Indeed, a measurement is just a physical interaction between an

object system and a measuring device. Since ordinary interactions are described by

means of unitary evolution, it follows that unitary interactions should be the norm

across the board, in all processes, in both the macroscopic and the microscopic

domains.

Our task in non-collapse interpretations is therefore to endow Hilbert space,

equipped with an exclusively unitary time evolution, with physical meaning. We

need interpretational rules that tell us how this mathematical formalism relates to

physical reality. To this end, we can safely use a number of the usual interpretative

principles of quantum mechanics that have proved their mettle; in particular the

one saying that physical quantities are represented by hermitian operators (observ-

ables). But we cannot accept everything from standard textbook interpretations. In

particular, since superpositions are always maintained according to the non-collapse

scheme, even in measurement interactions, we cannot assume that observables can

only have a definite value if the state is an eigenstate of the observable in ques-

tion. We want to be able to say, for example, that Schrödinger’s cat is either dead

or alive in spite of the fact that the total state is a superposition of eigenstates
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corresponding to ‘dead’ and ‘alive’, respectively.

An important question thus becomes: which physical quantities—represented by

hermitian operators, observables—can be assigned a definite value, when it is given

that the physical system is represented by a particular state in Hilbert space. An

answer to this question is needed in order to make it possible to define events, phys-

ical occurrences, to which probabilities can be assigned. In the context of the many

worlds interpretation, this becomes the question of how to define the branching

process: is there a privileged way of writing down the total state as a superposition,

corresponding to the branching into different worlds? In decoherence schemes and

modal interpretations the question is how to define a preferred basis that fixes the

observables that possess definite values; mathematically, this comes to the same

thing. Several proposals have been made to define a preferred basis (e.g., bases that

are robust under decoherence or bases with certain entropic properties,5,6 bases that

follow from the Schmidt decomposition1,2). In many cases these various proposals

lead to effectively the same results. Here, we shall focus on observables singled out

by the Schmidt decomposition—these are selected if we impose the requirement

that the definite-valued observables should be determined by only the state and the

Hilbert space structure.7–9

Consider the quantum mechanical treatment of a composite physical system,

consisting of two parts. In this case, the total Hilbert space can be decomposed:

H = H1 ⊗ H2. According to a famous theorem (Schmidt, Schrödinger) there is a

corresponding biorthogonal decomposition of every pure state in H:

|ψ〉 =
∑

k

ck|ψk〉 ⊗ |Rk〉, (1)

with |ψk〉 in H1, |Rk〉 in H2, 〈ψi|ψj〉 = δij and 〈Ri|Rj〉 = δij . This decomposition

is unique if there is no degeneracy among the values of |ck|2.
Modal non-collapse interpretations give the following physical interpretation to

this state. The system represented by vectors in H1 possesses exactly one of the

physical properties associated with the set of projectors {|ψk〉〈ψk|}, and definitely

does not possess the others. That is, exactly one of the mentioned projectors is

assigned the definite value 1, the others get the definite value 0. The interpretation

thus selects, on the basis of the form of the state |ψ〉, the projectors |ψk〉〈ψk| as

definite-valued magnitudes. Given that these projectors are all definite-valued, it is

natural to stipulate further that all physical magnitudes represented by maximal

hermitian operators with spectral resolution given by Σak|ψk〉〈ψk | are also definite-

valued. Since such operators are functions of the definite-valued projectors, their

possible values can be taken as given by the functions in question applied to the

values assumed by the projections.

In the case of degeneracy, that is |cj |2 = |ci|2, for i, j ∈ Il (with Il a set of in-

dices), the biorthogonal decomposition (1) still determines a unique set of projection

operators, but these will now generally be multi-dimensional. The one-dimensional

projectors must in this case be replaced by projectors Pl =
∑

i∈Il
|ψi〉〈ψi|. The gen-
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eral class of definite physical quantities contains in this case non-maximal hermitian

operators in whose spectral resolution such multi-dimensional projectors occur.

We have just stipulated that only one of the values that can be assumed by

the definite-valued observables is actually realized. This makes it natural to ask for

the probability that it is the l-th possibility that is actual. In accordance with the

standard Born rule, we may take this probability as |cl|2 (in the case of degeneracy

this becomes
∑

i∈Il
|ci|2).

The next Section is devoted to the question whether this probability assignment

can be further justified within the context of non-collapse interpretations. Should

we just posit the Born rule, as an axiom, or can it be based on other principles?

2. The Born Measure

Is it possible to derive a preferred probability measure on the lattice of definite-

valued observables? Any attempt at such a derivation evidently needs premises.

If we want to stay as close as possible to the standard mathematics of quantum

mechanics, without the introduction of additional elements by hand, it seems natural

to require that the measure is to depend only on the state in Hilbert space and the

tensor product structure of this Hilbert space. Has this enough bite to single out

a definite form of the measure? As we will argue, the answer is ‘yes’ if we add a

whiff of locality or non-contextuality assumptions: the features of system I should

be independent of things going on only in HII . The Born measure then becomes

the only one that is definable.

Denote the measure to be assigned to the definite-valued projector P , if the

state is |ψ〉, by µ(|ψ〉, P ). Write |ψ〉 in its biorthogonal form:

|ψ〉 =
∑

k

ck|αk〉 ⊗ |βk〉, (2)

where we now have taken the non-degenerate case for simplicity. First note that we

can take the coefficients ck to be real numbers: all phase factors can be absorbed

into the vectors |αk〉 or |βk〉, without any effect on the observables that are value-

definite (the projection operators are invariant under this operation). So if µ is going

to depend on the coefficients ck, only their absolute values or, what amounts to the

same thing, only |ck|2 can enter into the expressions.

An alternative road to this conclusion is to use the transformations UI ⊗ UII ,
with UI and UII unitaries in HI and HII , respectively, under which |ψ〉 is invariant.

As we have seen in the previous Section, both UI and UII must be pure phase

transformations in this non-degenerate case. One could now reason as follows (as

Zurek does in his proposed derivation of the Born rule10): any physical features

pertaining to system I alone should be invariant under the operation of any UI
on |ψ〉, for the following reason. The effect of UI can be undone by a suitably

chosen operator UII (UI is what Zurek calls an ‘envariance’ operation); and since

this UII operates solely on system II , it cannot affect the physical properties of

I . Consequently, any effects UI may have on the mathematical state of system I
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should be immaterial to the physical features of I . In particular, the phases of the

coefficients ck must be irrelevant, so that only their absolute values can count.

As pointed out by Caves,11 however, the essential element in the reasoning here

is already in the starting assumption (also implicitly made by Zurek) that the

probabilities and physical properties pertaining to system I only depend on the parts

of |ψ〉 defined in HI and do not depend on the vectors {|βk〉}. Once we make this

independence assumption, the additional introduction of the notion of envariance is

not really needed. The assumption in question may be regarded as a no-signalling or

locality condition: its violation would make it possible to change physical features of

I by intervening in the state of II , which would make it possible to signal to I even

if system II is far away. It can also be regarded as a non-contextuality condition: it

should not make a difference for the physical features of I what unitary operations

are taking place in its environment II if this environment is causally disconnected;

i.e., what kind of evolutions not involving I are taking place there is irrelevant.

This independence assumption already entails invariance of the probabilities under

arbitrary UII . In particular, it implies that µ can only depend on system I ’s definite-

valued projectors P and on ck, and since absorbing all phase factors into {|βk〉} does

not change the projectors, only the absolute values |ck| can be relevant (for further

discussions of Zurek’s line of argument see11–14). In summary, non-contextuality

entails that µ must be invariant under application of arbitrary unitaries UI ⊗ UII .
So we find that the bases {|αk〉} and {|βk〉} are irrelevant for the probabilities to

be defined, and only the values of |ck| can play a role.

This irrelevance of {|αk〉} and {|βk〉} for the expression of µ can be justified in

a yet different (but equivalent) way by an argument in the spirit of the previous

Section. We may directly impose the requirement that unitary transformations of

the form UI ⊗ UII do not change the values taken by the measure: that these

values should remain the same, but should now pertain to transformed projectors

(like UI
−1PUI). The reason is that these unitary transformations only change the

orientation of |ψ〉 in Hilbert space, but do not change anything in the relation

between |ψ〉 and the definite-valued observables determined by it; all changes are

equivalent to those induced by basis transformations in the factor Hilbert spaces.

But we want µ to be determined solely by the relation between the state and

its associated definite-valued projectors—the choice of a basis in Hilbert space in

terms of which the state is expressed should be immaterial. In other words, the

same collection of µ values must be associated with the entire class of states that

follow from |ψ〉 by application of arbitrary unitary operations of the form UI ⊗UII .
Since the only feature that is common to all these states are the absolute values

of all ck, µ must be a function of these values only. As pointed out before, we can

therefore take µ to be a function of {|ck|2}.
Now compare |ψ〉 with the vector that results from it by erasing the differences

between |βk〉 for k ≥ 2, and replacing all these vectors by |β2〉. This erasing process
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leads to the state

|χ〉 = c1|α1〉 ⊗ |β1〉+
√∑

k=2

|ck|2|α〉 ⊗ |β2〉, (3)

where |α〉 is a normalized vector. Since distinct and non-overlapping elements of

the set of definite-valued projectors have been grouped together in this operation,

the measure assigned to |β2〉〈β2| should be the sum of the original measures of the

projectors that have coalesced into |β2〉〈β2|.
Finally, because we can write |χ〉 as

c1|α1〉 ⊗ |β1〉+ d|α〉 ⊗ |β2〉, (4)

with |d|2 = 1− |c1|2, we may write µ(|β1〉〈β1|) = g(|c1|2, |d|2) = f(|c1|2). By parity

of reasoning we may write down an analogous formula for the other projectors:

µ(|βi〉〈βi|) = f(|ci|2).
Coming back to the just-made observation about the relation between the mea-

sures induced by |ψ〉 and |χ〉, respectively, we find that

f(
∑
|ck|2) =

∑
f(|ck|2). (5)

From this it follows that f(|ck|2) = const.|ck|2, and in view of normalization

µ(Pk) = |ck|2. (6)

This is the Born rule.

3. The Born Measure as a Probability

As explained in the Introduction, modal and decoherence interpretations under-

stand µ as a probability : given the state |ψ〉 in Hilbert space, exactly one of the

projectors that are singled out as definite-valued by |ψ〉 possesses the value 1, and

the chance that this value is taken by Pk is given by |ck|2. The relation between the

state in Hilbert space on the one hand and the actual physical situation on the other

is consequently assumed to be indeterministic. In general, given the state there are

more than one possibilities for the actual physical situation (defined by the values

of the definite-valued observables), and the state specifies a probability distribution

over them. This probability can be taken to quantify our ignorance about the ac-

tually obtaining physical situation in cases in which we know the state in Hilbert

space and have no additional information. It will also reflect the relative frequencies

with which physical properties occur in repetitions of situations corresponding to

the same |ψ〉. In other words, the available range of interpretations of µ is the same

as in the case of classical probabilistic theories.

That µ should be given this physical meaning in terms of probability is something

that cannot be decided by the mathematical formalism itself (see for a dissenting

voice Zurek,10 and for a critical analysis of this argument Mohrhoff13). It is an

interpretational postulate that must be judged on the basis of experience and the
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comparison with alternatives—we shall have more to say about this in the next

Section.

According to the probabilistic interpretation the state in Hilbert space is about

possibilities, about what may be the case; it is about modalities. But in addition

there is an obvious second aspect to |ψ〉: it is the theoretical quantity that occurs

in the evolution equation, and its time development governs how the set of definite

valued quantities changes. This double role of |ψ〉, on the one hand probabilis-

tic and on the other dynamical and deterministic, is a well-known feature of the

Bohm interpretation. The Bohm interpretation can be regarded as a specific ver-

sion of non-collapse interpretations, namely one in which there is an a priori given

definite-valued observable (position).2,9 As we now see, this double deterministic-

and-probabilistic aspect of |ψ〉 is not specific to the Bohm interpretation. It is typical

of all interpretations of quantum mechanics in which there are no collapses and in

which |ψ〉 relates in a probabilistic way to the physical world.

4. Non-Collapse and Probability

The non-collapse scheme by itself does not imply anything about probability: it

just says that the state vector evolves unitarily. As already emphasized, an inter-

pretation that is external to the formalism must be supplied before anything can

be stated about what the state represents. It is sometimes suggested, however, in

opposition to this, that the non-collapse formalism is capable of providing its own

interpretation. What seems to be meant is the claim that there exists a simplest in-

terpretation that does most justice to the symmetries inherent in the Hilbert space

formalism. In particular, the suggestion is that, granted the usual interpretational

links between eigenstates of observables and values of physical quantities, a superpo-

sition of such eigenstates should be interpreted as representing the joint existence of

the corresponding values. Consistent elaboration of this leads to the many-worlds

idea: superpositions represent collections of worlds, in each one of which exactly

one value of an observable—corresponding to one term from the superposition—is

realized.

In a superposition all terms occur in the same way, i.e. without any markers

that single out one, or some, terms as corresponding to what actually is the case.

The basic thought of the many-worlds interpretation is that this symmetry signifies

that all terms must correspond to reality in the same way: if one term refers to

something actually existing, then so must all. The identification of any particular

term as representing actuality is regarded as breaking the symmetry present in the

state, and therefore as objectionable.

Let us have a closer look at this argument, however. It may be conceded that

singling out any particular term from a superposition, and identifying it as the one

referring to actuality, breaks the symmetry of the series of superposed terms. But

do probabilistic interpretations really work this way; do they single out one term

over all others? Consider the analogous situation in classical probability theory:
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the same train of thought applied there would also lead to the conclusion that all

events to which a probability distribution assigns a value should be simultaneously

realized. If one starts from merely the mathematical formalism, one would therefore

be led, also in the classical case, to a many worlds ontology as the one that best

fits the formalism—e.g. in the case of classical statistical mechanics. But is this

interpretation really simpler or more symmetric than the usual probabilistic one?

One way of answering this question is to compare the two different reference

relations (between formalism and what the formalism refers to) provided by the

many-worlds and probabilistic interpretations, respectively. These are two map-

pings, both with the mathematical event space as their domain. The probabilistic

mapping is from this event space to possibilities; whereas the many-worlds map-

ping maps all elements of the event space into realities. Apart from this difference

in status of the elements of the ranges of the two mappings (possibility and real-

ity), which as far as the mapping itself is concerned is just a difference in labels,

everything is the same. It is therefore hard to see how there could be any difference

in simplicity, naturalness or symmetry between these two reference relations. One

is just as complex or simple as the other.

The notion that there nevertheless is an important difference evidently derives

from the impression that the probabilistic interpretation identifies one of the possi-

bilities as being actual, and thus violates the symmetry that is present in the many-

worlds option. But this impression is incorrect. Not singling out such a privileged

alternative is precisely what makes an interpretation fundamentally probabilistic.

Put in different terms, the probabilistic option treats all elements of the probability

space in exactly the same way, by mapping all of them to possibilities that may

be realized—it does not tell us which possibility is realized. Each single element of

the interpretation’s range may correspond to reality. There is therefore the same

symmetry as in the many-worlds option.

Still it has to be admitted, of course, that there is a difference. In the proba-

bilistic interpretation it is stipulated from the outset that exactly one possibility is

realized, although there is no indication which one. So even though there is sym-

metry with respect to which possibility this is, is it not true that the one-world

stipulation by itself introduces surplus structure that is not present in the many-

worlds interpretation? I do not think this is right. There is perfect equivalence in

the following sense: the many-worlds interpretation says that each element of the

measure space corresponds to an actual states of affairs, whereas the probabilistic

alternative tells us that each element may correspond to the one actual but unspec-

ified state of affairs. There is consequently no difference in the symmetry properties

or simplicity of the interpretations, but rather a difference in the nature of their

ranges: in the one case this is a collection of many real worlds, in the other it is a

collection of candidates for the one real world. So, in the end the significant differ-

ence boils down to the difference between one and many real worlds—and it surely

is not a principle of metaphysics that many is simpler than one. General consid-

erations concerning symmetry and simplicity do therefore not favor many worlds
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over a probabilistic interpretation. If anything, the probabilistic interpretation of

the non-collapse scheme is the soberer and more economical one.

5. Conclusion

It is possible to reproduce the usual probabilistic predictions of quantum mechanics

without positing any random element in the evolution of the quantum mechanical

state. Instead of assuming that the state randomly collapses during a measurement,

into a state that uniquely corresponds to the actual outcome, it is consistent to

maintain that there is only unitary evolution. It is part and parcel of this non-

collapse approach that the state does not only represent what is actually the case in

the world we observe, but also contains information about possibilities that have not

become actual in our world—there is a ‘modal’ aspect to the non-collapse approach.

According to this picture we, as observers, are also described by the always uni-

tarily evolving total quantum state. Since we become aware, through experience,

only of what is actual, we can in practice only take into account the part of the

total state that corresponds to our actual observations. But there are many sit-

uations in which measurements, or more generally macroscopic interactions, take

place without any human observation being made. In such circumstances the non-

collapse point of view generally differs from the collapse scheme, also in a practical

respect. According to the non-collapse approach the different terms of a superposi-

tion are maintained, even in macroscopic interactions, which makes recombination

and interference possible in principle. By contrast, the occurrence of collapses would

prevent recombination and the restoration of the original state during an inverse

process. Present-day experiments that have verified the possibility of macroscopic

interference and recombination thus lend support to the non-collapse position.

The absence of random elements in the evolution of the quantum state is not at

odds with a probabilistic interpretation. Quite on the contrary, it turns out (Sec.

2) that the non-collapse scheme is able to justify the Born probability rule on the

basis of very general and simple premises.

The issue of whether the non-collapse scheme should be construed strictly in

a modal manner, by thinking of one actual state of affairs and many non-realized

possibilities; or rather according to the many-worlds idea of many actualities is

open to philosophical debate. It seems clear that the modal interpretation is the

conceptually simpler one, whereas there are no observational differences between

the two options.
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1. Introduction

In 1936, Schrödinger1 published an article to denounce a “repugnant” but un-

avoidable consequence of the present formulation of Quantum Mechanics (QM)

and Quantum Statistical Mechanics (QSM). Schrödinger claimed no priority on the

mathematical result, and properly acknowledged that it is hardly more than a corol-

lary of a theorem about statistical operators proved by von Neumann2 five years

earlier.

Thirty years later, Park3 exploited von Neumann’s theorem and Schrödinger’s

corollary to point out quite conclusively an essential tension undermining the logi-

cal conceptual framework of QSM (and of Quantum Information Theory, QIT, as

well). Twenty more years later, Park returned on the subject in another magistral,

but almost forgotten paper4 in which he addresses the question of “whether an

observer making measurements upon systems from a canonical ensemble can deter-

mine whether the systems were prepared by mixing, equilibration, or selection”, and

concludes that “a generalized quantal law of motion designed for compatibility with

fundamental thermodynamic principles, would provide also a means for resolving

paradoxes associated with the characteristic ambiguity of ensembles in quantum

mechanics.”
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Schrödinger’s corollary was “rediscovered” by Jaynes5 and Gisin,6 and general-

ized by Hughston, Jozsa, and Wooters7 and Kirkpatrick.8 Also some interpretation

has been re-elaborated around it,9,10 but unfortunately not always the original ref-

erences have been duly cited.11 For this reason it is useful once in a while to refresh

our memory about the pioneering contributions by Schrödinger and Park. The crys-

tal clear logic of their analyses should not be forgotten, especially if we decide that

it is necessary to “go beyond”.

The tension that Park vividly brings out in his beautiful essay on the “nature

of quantum states” is about the central concept of individual state of a system.

The present formulation of QM and QSM implies the paradoxical conclusion that

every system is “a quantum monster”: a single system concurrently “in” two (and

actually even more) different states. We briefly review the issue below (as we have

done also in Ref. 12), but we urge everyone interested in the foundations of quantum

theory to read the original reference.3 The problem has been widely overlooked and

is certainly not well known, in spite of its periodic rediscoveries. The overwhelming

successes of QM and QSM understandably contributed to discourage or dismiss as

useless any serious attempt to resolve the fundamental conceptual difficulty.

Here, we emphasize that a resolution of the tension requires a serious re-

examination of the conceptual and mathematical foundations of quantum theory.

We discuss three logical alternatives. We point out that one of these alternatives

achieves a fundamental resolution of the difficulty without contradicting any of the

successes of the present mathematical formalism in the equilibrium realm where it

is backed by experiments. This alternative originates from a logical implementa-

tion of the conjecture — first proposed by Hatsopoulos and Gyftopoulos13 — that

the second law of thermodynamics may be a fundamental physical law valid at the

microscopic level. This conjecture is in sharp contrast with the traditional view

that the second law is some sort of typical statistical effect that emerges only for

macroscopic systems or open subsystems weakly coupled to much larger systems

(for references to traditional attempts to resolve the conflict between the second

law and the notorious reversibility of the fundamental laws of mechanics, see e.g.

Ref. 14, where yet another argument in favor of the traditional lines is discussed).

While entailing all the mathematical successes of equilibrium QSM, the

Hatsopoulos-Gyftopoulos Unified Quantum Theory of Mechanics and Thermody-

namics, which the present author12 complemented with the further conjecture of a

nonlinear, steepest-entropy-ascent dynamical law (and called it Quantum Thermo-

dynamics), forces a re-interpretation of the fundamental meaning of such successes,

but yields the second law as an exact theorem of the new conjectured dynamical

law and in the nonequilibrium domain opens to new discoveries, new physics com-

patible with the second law of thermodynamics,15–21 including the new theoretical

possibility (provided by the nonlinearity of the assumed dynamical law) to distin-

guish between homogeneous (proper) and heterogeneous (improper) ensembles, by

looking at the time-dependent behavior (e.g. by stroboscopic tomography).

As Park says:3 “problems concerning measurement in quantum physics can be
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sharpened, and sometimes resolved, by according proper attention to those basic

physical characteristics of quantum states.” Should the re-interpretation suggested

by the careful scrutiny of the Schrödinger-Park paradox and its resolution by con-

jecturing the validity of our Quantum Thermodynamics, motivate new fundamental

experimental tests and prove successful, then once again Thermodynamics would

have played a key role in a major step “beyond”.

2. Schrödinger-Park quantum monsters

In this section, we review briefly the problem at issue. We start with the seem-

ingly harmless assumption that every (individual) system is always in some definite,

though perhaps unknown, state. We will conclude that the assumption is incompat-

ible with the present formulation and interpretation of QSM/QIT. To this end, we

concentrate on an important special class of systems that we call “strictly isolated”.

A system is strictly isolated if and only if (a) it interacts with no other system in

the universe, and (b) its state is at all times uncorrelated from the state of any

other system in the universe.

The argument that “real” systems can never be strictly isolated and, therefore,

that the following discussion should be dismissed as useless is at once counterpro-

ductive, misleading and irrelevant, because the concept of strictly isolated system

is a keystone of the entire conceptual edifice in physics, particularly indispensable

to structure the principle of causality. Hence, the strictly isolated systems must be

accepted, at least, as conceivable. It is therefore an essential necessary requirement

that, when restricted to such systems, the formulation of a physical theory like QSM

be free of internal inconsistencies.

It is useful at this point to emphasize that here, with Schrödinger,1 von Neu-

mann,2 and Park,3 the term “state” is used with reference to the individual system

only, and not to indicate generic statistics from (or information about) an “unquali-

fied” (i.e., not necessarily homogeneous2 or proper22) statistical ensemble of systems

prepared under identical conditions. In other words, differently from the unfortunate

common current use of the term state in Quantum Information (see, e.g., Ref. 23

for a concise account of the statistical interpretation of Quantum Mechanics), here

we refer to the traditional concept of state associated with an individual system,

another keystone of physical thinking not only in Classical Mechanics but also in

Quantum Theory (whenever, for example, we assign a state vector to a single sys-

tem). From the conceptual point of view, our restrictive use of the term “state” (as

thoroughly discussed by Park3) is not contradictory with the fact that in Quantum

Theory it can be fully reconstructed from measurement results (tomography) only

by gathering enough data from a (homogeneous) ensemble of identically prepared

systems.

In QM the states of a strictly isolated (noninteracting and uncorrelated) system

are in one-to-one correspondence with the one-dimensional orthogonal projection

operators on the Hilbert space of the system. We denote such projectors by the
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symbol P . If |ψ〉 is an eigenvector of P such that P |ψ〉 = |ψ〉 and 〈ψ|ψ〉 = 1 then

P = |ψ〉〈ψ|. It is well known that differently from classical states, quantum states

are characterized by irreducible intrinsic probabilities. We give this for granted here,

and do not elaborate further on this point.

The objective of QSM is to deal with situations in which the state of the system is

not known with certainty. Such situations are handled, according to von Neumann2

(but also to Jaynes5 within the QIT approach) by assigning to each of the possible

states of the system an appropriate statistical weight which describes an “extrinsic”

(we use this term to contrast it with “intrinsic”) uncertainty as to whether that state

is the actual state of the system. The selection of a rule for a proper assignment of

the statistical weights is not of concern to us here.

To make clear the meaning of the words extrinsic and intrinsic, consider the

following non quantal example. We have two types of “biased” coins A and B for

which “heads” and “tails” are not equally likely. Say that pA = 1/3 and 1−pA = 2/3

are the intrinsic probabilities of all the coins of type A, and that pB = 2/3 and

1 − pB = 1/3 those of the coins of type B. Each time we need a coin for a new

toss, however, we receive it from a slot machine that first tosses an unbiased coin

C with intrinsic probabilities w = 1/2 and 1− w = 1/2 and, without telling us the

outcome, gives us a coin of type A whenever coin C yields “head” and a coin of

type B whenever C yields “tail”. It is clear that, for such a preparation scheme,

the probabilities w and 1− w with which we receive coins of type A or of type B

have “nothing to do” with the intrinsic probabilities pA, 1 − pA, and pB , 1 − pB
that characterize the biased coins we will toss. We therefore say that w and 1− w
are extrinsic probabilities, that characterize the heterogeneity of the preparation

scheme rather than features of the prepared systems (the coins). If on every coin

we receive we are allowed only a single toss (projection measurement?), then due

to the particular values (pA = 1/3, pB = 2/3 and w = 1/2) chosen for this tricky

preparation scheme, we get “heads” and “tails” which are equally likely; but if we

are allowed repeated tosses (non-destructive measurements, gentle measurements,

quantum cloning measurements?) then we expect to be able to discover the trick.

Thus, it is only under the one-toss constraint that we would not loose, if we base

our bets on a description of the preparation scheme that simply weighs the intrinsic

probabilities with the extrinsic ones, i.e., that would require us to expect “head”

with probability phead = wpA + (1− w)pB = 1/2 ∗ 1/3 + 1/2 ∗ 2/3 = 1/2.

For a strictly isolated system, the possible states according to QM are, in prin-

ciple, all the one-dimensional projectors Pi on the Hilbert space of the system.

QSM/QIT assigns to each state Pi a statistical weight wi, and characterizes the ex-

trinsically uncertain situation by a (von Neumann) statistical (or density) operator

W =
∑
i wiPi, a weighted sum of the projectors representing the possible states.

This construction is ambiguous, because the same statistical operator is assigned

to represent a variety of different preparations, with the only exception of homoge-

neous preparations where there is only one possible state Pψ with statistical weight

equal to 1, so thatW = Pψ is “pure”. Given a statistical operatorW (a nonnegative,
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unit-trace, hermitean operator on the Hilbert space of the system), its decomposi-

tion into a weighted sum of one-dimensional projectors Pi with weights wi implies

that there is a preparation such that the system is in state Pi with probability

wi, to which the QSM/QIT von Neumann construction would assign the statistical

operator W =
∑

i wiPi. The situation described by W has no extrinsic uncertainty

if and only if W equals one of the Pi’s, i.e., if and only if W 2 = W = Pi (von

Neumann’s theorem2). Then, QSM reduces to QM and no ambiguities arise.

The problem is that whenever W represents a situation with extrinsic uncer-

tainty (W 2 6= W ) then the decomposition of W into a weighted sum of one-

dimensional projectors is not unique. This is the essence of Schrödinger’s corol-

lary1 relevant to this issue (for a mathematical generalization see Ref. 8 and for

interpretation in the framework of non-local effects see e.g. Ref. 9).

For our purposes, notice that every statistical (density) operator W , when re-

stricted to its range Ran(W ), has an inverse that we denote by W−1. If W 6= W 2,

then Ran(W ) is at least two-dimensional, i.e., the rank of W is greater than 1. Let

Pj = |ψj〉〈ψj | denote the orthogonal projector onto the one-dimensional subspace

of Ran(W ) spanned by the j-th eigenvector |ψj〉 of an eigenbasis of the restriction

of W to its range Ran(W ) (j runs from 1 to the rank of W ). Then, W =
∑
j wjPj

where wj is the j-th eigenvalue, repeated in case of degeneracy. It is noteworthy that

wj = [TrRan(W )(W
−1Pj)]

−1. Schrödinger’s corollary states that, chosen an arbitrary

vector α1 in Ran(W ), it is always possible to construct a set of linearly indepen-

dent vectors |αk〉 (k running from 1 to the rank of W , α1 being the chosen vector)

which span Ran(W ) (but are not in general orthogonal to each other), such that the

orthogonal projectors P ′
k = |αk〉〈αk | onto the corresponding one-dimensional sub-

spaces of Ran(W ) give rise to the alternative resolution of the statistical operator

W =
∑

k w
′
kP

′
k, with w′

k = [TrRan(W )(W
−1P ′

k)]
−1.

To fix ideas, consider the example of a qubit with the statistical operator given

by W = p|1〉〈1| + (1 − p)|0〉〈0| for some given p, 0 < p < 1. Consistently with

Schrödinger’s corollary, it is easy to verify that the same W can also be obtained

as a statistical mixture of the two projectors |+〉〈+| and |a〉〈a| where |+〉 = (|0〉+
|1〉)/

√
2, |a〉 = (|+〉 + a|−〉)/

√
1 + a2 (note that |a〉 and |+〉 are not orthogonal

to each other), |−〉 = (|0〉 − |1〉)/
√

2, a = 1/(1 − 2p) and w = 2p(1 − p) so that

W = w|+〉〈+| + (1 − w)|a〉〈a|. With p = 1/4 this is exactly the example given by

Park in Ref. 3.

QSM forces on us the following interpretation of Schrödinger’s corollary. The

first decomposition of W implies that we may have a preparation which yields the

system in state Pj with probability wj , therefore, the system is for sure in one of

the states in the set {Pj}. The second decomposition implies that we may as well

have a preparation which yields the system in state P ′
k with probability w′

k and,

therefore, the system is for sure in one of the states in the set {P ′
k}. Because both

decompositions hold true simultaneously, the very rules we adopted to construct

statistical operators W allow us to conclude that that the state of the system is

certainly one in the set {Pj}, but concurrently it is also certainly one in the set
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{P ′
k}. Because the two sets of states {Pj} and {P ′

k} are different (no elements in

common), this would mean that the system “is” simultaneously “in” two different

states, thus contradicting our starting assumption that a system is always in one

definite state (though perhaps unknown). Little emphasis is gained by noting that,

because the possible different decompositions are not just two but an infinity, we are

forced to conclude that the system is concurrently in an infinite number of different

states! Obviously such conclusion is unbearable and perplexing, but it is unavoidable

within the current formulation of QSM/QIT. The reason why we have learnt to live

with this issue – by simply ignoring it – is that if we forget about interpretation

and simply use the mathematics, so far we always got successful results that are in

good agreement with experiments.

Also for the coin preparation example discussed above, there are infinite ways to

provide 50% head and 50% tail upon a single toss of a coin chosen randomly out of

a mixture of two kinds of biased coins of opposite bias. If we exclude the possibility

of performing repeated (gentle) measurements on each single coin, than all such

situations are indeed equivalent, and our adopting the weighted sum of probabilities

as a faithful representation is in fact a tacit acceptance of the impossibility of

making repeated measurements. This limitation amounts to accepting that extrinsic

probabilities (w,1 − w) combine irreducibly with intrinsic ones (pA,pB), and once

this is done there is no way to separate them again (at least not in a unique way).

If these mixed probabilities are indeed all that we can conceive, then we must give

up the assumption that each coin has its own possibly unknown, but definite bias,

because otherwise we are lead to a contradiction, for we would conclude that there

is some definite probability that a single coin has at once two different biases (a

monster coin which belongs concurrently to both the box of, say, 2/3 – 1/3 biased

coins and the box of, say, 3/4 – 1/4 biased coins).

3. Is there a way out?

In this section we discuss three main alternatives towards the resolution of the

paradox, that is, if we wish to clear our everyday, already complicated life from

quantum monsters. Indeed, even though it has been latent for fifty years and it has

not impeded major achievements, the conceptual tension denounced by Schrödinger

and Park is untenable, and must be resolved.

Let us therefore restate the three main hinges of QSM which lead to the logical

inconsistency:

(1) a system is always in a definite, though perhaps unknown, state;

(2) states (of strictly isolated systems) are in one-to-one correspondence with the

one-dimensional projectors P on the Hilbert space H of the system; and

(3) situations with extrinsic uncertainty as to which is the actual state of the system

are unambiguously described by the statistical operatorsW . The decomposition

W =
∑

i wiPi implies that the state is Pi with statistical weight wi.
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To remove the inconsistency, we must reject or modify at least one of these state-

ments. But, in doing so, we cannot afford to contradict any of the innumerable

successes of the present mathematical formulation of QSM.

A first alternative was discussed by Park3 in his essay on the nature of quantum

states. If we decide to retain statements (2) and (3), then we must reject statement

(1), i.e., we must conclude that the concept of state is “fraught with ambiguities and

should therefore be avoided.” A system should never be regarded as being in any

physical state. We should dismiss as unsound all statements of this type: “Suppose

an electron is in state ψ . . . ” Do we need to undertake this alternative and therefore

abandon deliberately the concept of state? Are we ready to face all the ramifications

of this alternative?

A second alternative is to retain statements (1) and (2), reject statement (3) and

reformulate the mathematical description of situations with extrinsic uncertainty

in a way not leading to ambiguities. To our knowledge, such a reformulation has

never been considered. The key defect of the representation by means of statistical

operators is that it mixes irrecoverably two different types of uncertainties: the

intrinsic uncertainties inherent in the quantum states and the extrinsic uncertainties

introduced by the statistical description.

In Ref. 12, we have suggested a measure-theoretic representation that would

achieve the desired goal of keeping the necessary separation between intrinsic quan-

tal uncertainties and extrinsic statistical uncertainties. We will elaborate on such

representation elsewhere. Here, we point out that a change in the mathematical for-

malism involves the serious risk of contradicting some of the successes of the present

formalism of QSM. Such successes are to us sufficient indication that changes in the

present mathematical formalism should be resisted unless the need becomes incon-

trovertible.

A third intriguing alternative has been first proposed by Hatsopoulos and

Gyftopoulos13 in 1976. The idea is to retain statement (1) and modify statement

(2) by adopting the mathematics of statement (3) to describe the states. The defin-

ing features of the projectors P , which represent the states for a strictly isolated

system in QM, are: P † = P , P > 0, TrP = 1, P 2 = P . The defining features of the

statistical (or density) operators W are W † = W , W > 0, TrW = 1. Hatsopoulos

and Gyftopoulos propose to modify statement (2) as follows:

(2’) States (of every strictly isolated system) are in one-to-one correspondence with

the state operators ρ onH, where ρ† = ρ, ρ > 0, Trρ = 1, without the restriction

ρ2 = ρ. We call these the “state operators” to emphasize that they play the

same role that in QM is played by the projectors P , according to statement

(2) above, i.e., they are associated with the homogeneous (or pure or proper)

preparation schemes.

Mathematically, state operators ρ have the same defining features as the statisti-

cal (or density) operatorsW . But their physical meaning according to statement (2’)

is sharply different. A state operator ρ represents the state of an individual system.
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Whatever uncertainties and probabilities it entails, they are intrinsic in the state,

in the same sense as uncertainties are intrinsic in a state described (in QM) by a

projector P = |ψ〉〈ψ|. A statistical operator W, instead, represents (ambiguously) a

mixture of intrinsic and extrinsic uncertainties obtained via a heterogeneous prepa-

ration. In Ref. 13, all the successful mathematical results of QSM are re-derived for

the state operators ρ. There, it is shown that statement (2’) is non-contradictory to

any of the (mathematical) successes of the present QSM theory, in that region where

theory is backed by experiment. However it demands a serious re-interpretation of

such successes because they now emerge no longer as statistical results (partly in-

trinsic and partly extrinsic probabilities), but as non-statistical consequences (only

intrinsic probabilities) of the nature of the individual states.

In addition, statement (2’) implies the existence of a broader variety of states

than conceived of in QM (according to statement (2)). Strikingly, if we adopt state-

ment (2’) with all its ramifications, those situations in which the state of the system

is not known with certainty stop playing the perplexing central role that in QSM is

necessary to justify the successful mathematical results such as canonical and grand

canonical equilibrium distributions. The physical entropy that has been central in

so many discoveries in physics, would have finally gained its deserved right to enter

the edifice from the front door. It would be measured by −kBTrρ ln ρ and, by way

of statement (2’), be related to intrinsic probabilities, differently from the von Neu-

mann measure −TrW lnW which measures the state of uncertainty determined by

the extrinsic probabilities of a heterogeneous preparation. We would not be any-

more embarrassed by the inevitable need to cast our explanations of single-atom,

single-photon, single-spin heat engines in terms of entropy, and entropy balances.

The same observations would be true even in the classical limit,19 where the state

operators tend to distributions on phase-space. In that limit, statement (2’) implies

a broader variety of individual classical states than those conceived of in Classical

Mechanics (and described by the Dirac delta distributions over phase-space). The

classical phase-space distributions, that are presently interpreted as statistical de-

scriptions of situations with extrinsic uncertainty, can be readily reinterpreted as

non-statistical descriptions of individual states with intrinsic uncertainty. Thus, if

we accept this third alternative, we must seriously reinterpret, from a new non-

statistical perspective, all the successes not only of quantum theory but also of

classical theory.

4. Concluding remarks

In conclusion, the Hatsopoulos-Gyftopoulos ansatz, proposed thirty years ago in

Ref. 13 and follow up theory,15,17–20 not only resolves the Schrödinger-Park para-

dox without rejecting the concept of state (a keystone of scientific thinking), but

forces us to re-examine the physical nature of the individual states (quantum and

classical), and finally gains for thermodynamics and in particular the second law

a truly fundamental role, the prize it deserves not only for having never failed in
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the past 180 years since its discovery by Carnot, but also for having been and still

being a perpetual source of reliable advise as to how things work in Nature.

In this paper, we restate a seldom recognized conceptual inconsistency which is

unavoidable within the present formulation of QSM/QIT and discuss briefly logical

alternatives towards its resolution. Together with Schrödinger1 who first surfaced

the paradox and Park3 who first magistrally explained the incontrovertible tension

it introduces around the fundamental concept of state of a system, we maintain that

this fundamental difficulty is by itself a sufficient reason to go beyond QSM/QIT,

for we must resolves the “essential tension” which has sapped the conceptual foun-

dations of the present formulation of quantum theory for almost eighty years.

We argue that rather than adopting the drastic way out provokingly prospected

by Park, namely, that we should reject as unsound the very concept of state of an

individual system (as we basically do every day by simply ignoring the paradox), we

may alternatively remove the paradox by rejecting the present statistical interpreta-

tion of QSM/QIT without nevertheless rejecting the successes of its mathematical

formalism. The latter resolution is satisfactory both conceptually and mathemati-

cally, but requires that the physical meaning of the formalism be reinterpreted with

care and detail. Facing the situation sounds perhaps uncomfortable because there

seems to be no harmless way out, but if we adopt the Hatsopoulos-Gyftopoulos fun-

damental ansatz (of existence of a broader kinematics) the change will be at first

mainly conceptual, so that practitioners who happily get results everyday out of

QSM would basically maintain the status quo, because we would maintain the same

mathematics both for the time-independent state operators that give us the canon-

ical and grand-canonical description of thermodynamics equilibrium states, and for

the time-dependent evolution of the idempotent density operators (ρ2 = ρ), i.e.,

the states of ordinary QM, which keep evolving unitarily. On the other hand, if the

ansatz is right, new physics is likely to emerge, for it would imply that beyond the

states of ordinary QM, there are states (“true” states, obtained from preparations

that are “homogeneous” in the sense of von Neumann2) that even for an isolated and

uncorrelated single degree of freedom “have physical entropy” (−kBTrρ ln ρ) and re-

quire a non-idempotent state operator (ρ2 6= ρ) for their description, and therefore

exhibit even at the microscopic level the limitations imposed by the second law,

In addition, if we adopt as a further ansatz that the time evolution of these

non-ordinary-QM states (the non-idempotent ones) obeys the nonlinear equation

of motion developed by the present author,13,15,18–20 then in most cases they do

not evolve unitarily but follow a path that results from the competition of the

Hamiltonian unitary propagator and a new internal-redistribution propagator that

“pulls” the state operator ρ in the direction of steepest entropy ascent (maximal

entropy generation) until it reaches a (partially) canonical form (or grand canonical,

depending on the system). Full details can be found in Ref. 17.

The proposed resolution definitely goes beyond QM, and turns out to be in line

with Schrödinger’s prescient conclusion of his 1936 article1 when he writes: “My

point is, that in a domain which the present theory does not cover, there is room
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for new assumptions without necessarily contradicting the theory in that region

where it is backed by experiment.”
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It is argued that local realism is a fundamental principle, which might be rejected only if
experiments clearly show that it is untenable. Forty years after Bell´s work no experiment
has provided a valid, loophole-free, violation of local realism which, in my opinion, is thus
reinforced. I study a simple, but wide, family of local realistic models and derive new
inequalities almost insensitive to the detection loophole. I argue that quantum mechanics,
with some change in the theory of measurement, might be compatible with local realism.
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1. Local Realism vs. Quantum Mechanics

In the present article I shall be concerned with epistemological realism, that is the

opinion that physics makes assertions about the world, not merely about the results

of the observations or experiments. This kind of realism was supported by Einstein,

who wrote: “Physics is an attempt conceptually to grasp reality as it is thought

independently of its being observed. In this sense one speaks of physical relity”.1

The idea that physics, or more generally natural science, is knowledge about the

world was fully accepted before the advent of quantum mechanics in 1925. But soon

after this date the founding fathers became aware that a trivial realistic interpre-

tation of quantum mechanics was not possible, and a non-realistic interpretation

(the “Copenhagen interpretation”) was developed resting upon the idea that the

aim of physics is not to provide a picture of the natural world but just predicting

the results of experiments.

The difficulty for a realistic interpretation derives from the fact that in quan-

tum mechanics not all observables possessing a meaning for the said system have

definite values in a given state, as shown for instance by the Heisenberg uncertainty

relations. Indeed, usually quantum mechanics predicts a probability distribution for

every observable in a given state rather than a specific value. It would appear that

a realistic interpretation is still possible attaching a joint probability distribution of

all observables to every state, a distribution whose marginals should correspond to

the quantum predictions. This solution was envisaged by several people, amongst

them Einstein, who wrote: “The statistical character of the present theory would

then have to be a necessary consequence of the incompleteness of the description of
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the systems in quantum mechanics, and there would no longer exist any ground for

the supposition that a future basis of physics must be based upon statistics”.1 Thus

the possibility of a realistic interpretation is linked to the incompleteness of quan-

tum mechanics, and incompleteness is popularly expressed as “existence of hidden

variables”. However the said solution is not possible because the existence of joint

probability distributions for any state contradicts quantum mechanics, as is shown

by the Kochen-Specker theorem (for a clear exposition of the different theorems

related to hidden variables, see Mermin2 ). This and other proofs of impossibility of

hidden variables have been formulated along the years, the most celebrated in early

times being the 1932 von Neumann´s theorem. The problem was studied in 1966 by

John Bell,3 who stated that contextual hidden variables, and therefore contextual

realism, is always possible but local realism is not ( the latter statement is called

Bell´s theorem). This has been the common wisdom during the last 40 years.

I think that few people are aware of the acute conflict put by Bell´s theorem. For

most physicists any violation of quantum mechanics would be dramatic, but not too

many appreciate how dramatic would be a violation of local realism. In fact such a

violation would make impossible a realistic interpretation of nature which preserves

locality, something making the world rather bizarre. I fully agree with Einstein´s

opinion that: “On one supposition we should, in my opinion, absolutely hold fast:

the real factual situation of the system S2 is independent of what is done with the

system S1 which is spatially separated from the former”. Indeed I consider that the

conflict between local realism and quantum mechanics is the most important open

problem in theoretical physics. Of course I do not agree with the common wisdom

that local realism has been empirically disproved so that the problem is already

solved. Consequently most of my scientific work during the last 30 years has been

devoted to the attempt at finding a solution for the said conflict and the present

article contains my current opinion after these years of effort. This opinion may be

summarized as follows.

I think that John Bell captured the essence of local realism when he proposed

the correlation formula (here written in terms of probabilities)

p12(a, b) =

∫
ρ(λ)P1(λ, a)P2(λ, b)dλ, (1)

p1(a) =

∫
ρ(λ)P1(λ, a)dλ, p2(b) =

∫
ρ(λ)P2(λ, b)dλ, (2)

where p12(a, b) is the probability of getting the value a for the observable A of system

1 and the value b for the observable B of system 2 in a simultaneous measurement of

both observables, simultaneous meaning here that the measurements are performed

at space-like separation in the sense of relativity theory. Similarly p1(p2) is the

probability when only the observable A of system 1 (B of system 2) is performed. λ

represents collectively all hidden variables relevant for the problem. The functions



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

368 E. Santos

involved should possess the properties of probabilities, that is

ρ(λ) ≥ 0,

∫
ρ(λ)dλ = 1, 0 ≤ P1(λ, a), P2(λ, b) ≤ 1. (3)

From Eq. (1) to Eq. (3) one may derive inequalities which should be fulfilled

if local realism is possible. In idealized experiments these Bell inequalities are vio-

lated by the quantum-mechanical predictions, but no real experiment has shown a

true (loophole-free) violation of the inequalities up to now. Therefore I may safely

conclude that local realism has not been refuted at the empirical level, in spite of

repeated claims of the opposite which minimize the relevance of the existing loop-

holes by introducing some hypotheses allegedly plausible. In my view the current

wisdom is misleading and harmful for the progress of science. Misleading because

it attempts answering a fundamental scientific question by means of a subjective

assessment of plausibility. Harmful because it discourages people from making the

necessary effort to perform a real, loophole-free, test.

On the basis of the failure to perform a loophole-free test of a Bell inequality

in the 40 years elapsed from Bell´s work, I conjecture that there are restrictions,

not appearing in the quantum formalism (or not obviously), which would prevent

the empirical violation of local realism, that is restrictions making impossible any

contradiction with Eqs. (1) to (3). Percival4 has proposed an analogy which, for

me, is illuminating. The second law of thermodynamics does not contradict the

laws of Newtonian mechanics or Maxwellian electromagnetism but nevertheless it

restricts the possible evolutions of actual physical systems. Similarly a new law, not

yet known, should exist which, without contradicting quantum mechanics, restricts

the available states and/or evolutions in such a way that local realism is always

maintained at the empirical level.

2. Local model for correlation experiments

In contrast with the initial hopes, it has been shown that most classes of correlation

experiments, which Bell´s correlation formulas Eqs.(1) and (2) refer to, cannot

discriminate between LR and QM even with ideal set-ups. In particular :

1) Polarization correlation of photon pairs produced in atomic cascades, which

includes Aspect´s.5

2) Experiments using high-energy photons, not reliable due to the low efficiency

of the polarization measurements.

3) Experiments using K mesons or B mesons (although here the situation is not

yet clear6).

Other experiments are extremely complex if a true discrimination is desired.

This is the case of spin correlation of non-relativistic particles, where “space-like”

measurements are very difficult to achieve,78

The fact is that only correlation experiments using photon pairs produced by

parametric down conversion appear now as promising. But the loophole of the low

detection efficiency remains a big difficulty. In order to make clear this point I shall



July 23, 2007 12:0 WSPC - Proceedings Trim Size: 9.75in x 6.5in master

Local Realism is Possible 369

study to which extent quantum mechanics is compatible with a simple, but wide,

family of local hidden variables models for polarization correlation experiments. I

define the family by the following properties of the functions ρ and Pj of Eqs. (1)

and (2). I shall assume that a and b are angles, labelled φ1 and φ2 from now on,

and λ is the set of two angles, χ1 and χ2, associated to the polarization of the two

photons of the pair. Also I assume identity of the polarizer-detector systems in the

sense that P1 = P2 = P . Thus any local hidden variables (LHV) model of the said

family predicts the following coincidence and single detection probabilities

p12(φ) =

∫
ρ(χ1 − χ2)P (χ1 − φ1)P (χ2 − φ2)dχ1dχ2, (4)

pj =

∫
ρ(χ1 − χ2)P (χj − φj)dχ1dχ2, j = 1, 2. (5)

where here and below both functions ρ and P are periodic with period π and the

integrals go from −π/2 to π/2. In addition the functions possess the following prop-

erties of positivity, symmetry and normalization (ρ is normalized so that p12(φ) = 1

if P = 1 in Eq. (4)

ρ(x) = ρ(−x) ≥ 0,

∫
ρ(x)dx = 1/π, 0 ≤ P (x) = P (−x) ≤ 1. (6)

In typical polarization correlation experiments quantum mechanics predicts

pQj =
1

2
η, pQ12 (φ) =

1

4
η2 (1 + V cos 2φ) , (7)

η being the detection efficiency of photons. (I am assuming symmetry amongst

the polarizer-detector set-ups of the two photons and rotational invariance, that is

independence of p12 on φ1 + φ2. In experimental practice these conditions are not

exactly fulfilled, but the lack of symmetry and rotational invariance makes easier

to construct LHV models reproducing the results of the experiments). Then I will

search for the best LHV model of the form Eqs. (4) and (5), defining “best” by the

conditions that, for fixed η and V, the following two conditions are fulfilled: 1) the

model prediction for the single probability, pj , agrees with the quantum prediction,

pQj , 2) the model coincidence probability, p12 (φ) , is as close as possible to pQ12 (φ).

By the latter condition I mean that the quantity S must be a minimum, where

S ≡
∫
dφ

[
p12(φ) − 1

4
η2 (1 + V cos 2φ)

]2
, (8)

with p12(φ) given by Eq. (4) and the functions ρ(x), P (x) fulfilling the condition

(6).

In the solution of the problem there are two cases which should be studied

separately (the details of the derivation will be given elsewhere). The first case

corresponds to experiments where the values of the detection efficiency, η, and the

visibility of the correlation curve, V , fulfil de inequality

V ≤ sin2 (πη/2)

(πη/2)
2 ' 1− π2η2

12
, (9)
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the latter approximation being valid for η << 1. In this case there are many choices

of ρ and P making S = 0 (see Eq. (8), for instance)

P (x) = 1 if |x| ≤ πη

4
, zero otherwise, (10)

ρ(x) =
1

π2

[
1 +

(πη/2)2

sin2 (πη/2)
V cos 2x

]
. (11)

Consequently for any experiment where the inequality (9) is fulfilled there are LHV

models of the type (4) giving complete agreement with quantum mechanics. Actu-

ally, as far as I know, no experiment has achieved values violating the inequality

(9), which means that our Eqs. (10) and (12) provide an explicit LHV model for

all performed experiments.

The second case happens when the inequality (9) is violated. In such a situation

no model of the family may fully agree with quantum mechanics and the best model

corresponds to the choice (10) for P combined with

ρ(x) = N [cos 2ε+ cos 2x]+ , (12)

where ε is a function of η and V to be specified below, N is a normalization constant

(see (6) and []
+

means putting 0 if the quantity inside the parenthesis is negative. It

may be shown that the parameter ε possess a value given by the following equality

(valid for ε << π/4)

(πη/2)2

sin2 (πη/2)
V − 1 = 2ε2 − 8

π
ε3 +O(ε4).

The disagreement with quantum mechanics may be exhibited writing our best LHV

prediction in the form

p12 (φ) =
1

4
η2[1 + V cos (2φ) + δ (φ)], (13)

where the term δ (φ), which might be expanded in Fourier series of cos(2nφ) with

n≥ 2, shows the departure from a pure cosinus curve. Then it is possible to prove

that

〈
δ (φ)2

〉1/2

≡
√

1

π

∫
δ (φ)2 dφ (14)

≥ 64 sin3 (2ε)

9 (π + sin 2ε− 2ε cos 2ε)

sin2 (πη)

π2η2
' 2.3

(
V − 1 +

π2η2

12

)3/2

,

the latter equality being valid for not too high efficiency η (the proof will be given

elsewhere). This is a new inequality which I propose to be tested in place of a

Bell´s inequality. Although the empirical violation of Eq. (14) would refute only

a restricted family of LHV theories, namely those defined by Eqs (4) and (5) , it

has the advantage that may be tested easily in a loophole-free experiment. In fact,
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it requires only a modest detection efficiency (about 30%). The convenience of the

test is reinforced by the fact that a similar but less stringent inequality, derived

elsewhere,9 has been tested with the result that it was fulfilled and the quantum

prediction contradicted10 (although the conditions of the experiment apparently

were not good enough to claim a true violation of quantum mechanics).

In recent optical tests of Bell´s inequalities people use two-channel polarizers

and four coincidence detection rates are measured, R++ (φ) , R+− (φ) , R−+ (φ) ,

R−− (φ) . Typically there is symmetry between the two channels, at least approxi-

mate. In this case our model may be extended to these experiments by using two

functions P+ (φ) and P− (φ) = P+ (φ+ π/2) instead of only one, P (φ) , as in Eq. (

4). Assuming the form Eq. (10) for P+ (φ) we may get the model prediction for the

joint probabilities

p+− (φ+ π/2) = p−+ (φ+ π/2) = p++ (φ) = p−− (φ) ,

using trivial generalizations of Eq. (4). These probabilities are proportional to the

coincidence detection rates. The quantity usually reported in the experiments is the

correlation, defined by

E (φ) =
R++ (φ) +R−− (φ)−R+− (φ)−R−+ (φ)

R++ (φ) +R−− (φ) +R+− (φ) +R−+ (φ)
, (15)

for which our model predicts

E (φ) = V cos(2φ)− δ (π/2 + φ) ,

where δ (φ) fulfils the inequality (14). Thus for these experiments I propose to test

the inequality
√
π−1

∫
[E (φ)− V cos(2φ)]2dφ ≥ 2.3

(
V − 1 +

π2η2

12

)3/2

,

valid for not too high detection efficiency η. This inequality should hold true for

any value of V.

3. Is Local Realism Truly Incompatible with Quantum Mechanics?

During the four decades elapsed since John Bell3 discovery a lot of papers have been

written pointing out quantum-theoretical violations of the inequalities in very many

different phenomena, but in sharp contrast only a few dozen empirical tests have

been actually performed. The results of all performed experiments are compatible

with local realism and, with few exceptions, agree with the quantum predictions.11

This period of 40 years may be compared with the few months elapsed from the

conjecture, by Lee and Yang, that parity is not conserved in the weak interactions

to the uncontroversial (loophole-free) empirical proof by Wu et al. The logical in-

terpretation of these facts, unbiased by theoretical prejudices, should be that there

is no empirical evidence against local realism in spite of quantum mechanics having

been confirmed.
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It is a historical fact that repeated experimental failures have led to fundamental

principles of physics. The best known example is the failure to measure the absolute

velocity of Earth, which led (or supported) Einstein´s relativity. Another example

is the impossibility of making a steam engine producing work at zero cost, which led

Sadi-Carnot, in 1824, to the conclusion that two reservoirs at a different temperature

were needed and the efficiency is always (much) less than 100%. This led Clausius,

25 years later, to the second law of thermodynamics.

In my opinion the failure to perform a loophole-free test of a Bell inequality

reinforces local realism. Thus I conjecture that a local realist description of nature

is possible. However I do not think that quantum mechanics is wrong. But how may

be compatible these two assertions with Bell´s theorem, which states that quantum

mechanics contradicts local realism? My answer is that the proof of Bell´s theorem

involves:

1) Derivation of Bell´s inequalities,

2) Example of violation of a Bell inequality by the quantum predictions.

I fully agree with the former but I question the latter. The reason is that quantum

mechanics consists of: 1) the formalism (including the equations) and 2) the theory

of measurement. The standard proofs of Bell´s theorem require both and, in my

opinion, although the formalism and the equations are correct to a high degree

of accuracy, the postulates of measurement are absurd and unnecessarily strong.

Too strong because most measurements reduce to position measurement (e.g. of

a pointer) and thus only a postulate about position observable (i.e. Born´s rule)

would be required. Absurd because the so called measurement “postulates” cannot

be postulates but just practical rules. In fact if I state that “the measurement of the

observable O will certainly give one of the eigenvalues of the associated operator”,

we are implicitly assuming that the measurement is made with good apparti by an

expert scientist (otherwise the measurement would not be reliable). But, which is

the precise meaning of “good” or “expert” in order to promote the rule to the quality

of a postulate?. In conclusion, I think that local realism is likely compatible with the

quantum formalism (and the equations) plus some (weak) assumptions about the

relation between elements of the theory and the experiments. Maybe only Born´s

rule is required and this may be stated in a realistic form as the modulus squared

of the wave function provides the probability distribution of the relevant position

coordinates.

In summary, there is not yet an empirical disproof of local realism. This leads me

to assume that the apparently unsurmontable difficulty to make a loophole-free test

of Bell´s inequalities reinforces the conjecture that a local realistic interpretation of

nature is possible.
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Transcript of the discussion

Gerard ’t Hooft: From our discussions it is clear that we have different ideas

about how to complete quantum theory, or at least about how to understand the

nature of the apparently stochastic phenomena that it describes. To my mind, the

answer should come from general relativity. Some think the answer is given by string

theory, but the formulation of this theory is still far from exact, still too vague. In
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physics, we are used to descriptions of phenomena that are infinitely precise, and

in this regard quantum mechanics works superbly for atoms and molecules.

We have seen here different approaches to the quantum problem. Where do they

have common starting points, where do they disagree? For example, Stochastic

Electrodynamics (SED) is very close to what I am thinking of. Why do we have to

believe that energy has to be an absolutely conserved quantity?

One concept that is important in this context is information loss. Consider the

motion of a particle in (x1, x2) space; in the conservative case the particle moves

on a torus. But if there is information loss, the particle can move toward an at-

tractor in this space, which represents a stable orbit. One could actually model the

stable orbits in an H atom this way. Moreover, the particle may be jittering along

its trajectory. This is an interesting possible approach. There must be other such

approaches.

Christian Maes: In your view, nature is nonlocal?

Gerard ’t Hooft: In quantum field theory, nature is local. Bell’s theorem

strongly suggests it is not. I think the Bell inequalities are based on a misrepre-

sentation of the quantities involved.

Willem de Muynck: The Bell inequalities have nothing to do with nonlocality.

When a quadrivariate joint probability distribution pi,j,k,` exists, the Bell inequal-

ities are satisfied. Incompatibility of the observables is necessary for the violation

of the Bell inequalities. But incompatibility is a local affair, hence also violation of

the Bell inequalities is a local affair.

With four variables you can reproduce the Aspect experiments, but the pi,j,k,`
depends on the experimental setup. There is no single pi,j,k,` for all Aspect exper-

iments, but this is not because of mutual disturbance between two parts of the

measurement (the arms of the interferometer), which have nothing to do with each

other.

Igor Volovich: Indeed, there is no such thing as quantum nonlocality. Quantum

field theory is local. Why so much talk about nonlocality in quantum mechanics?

Because of an erroneous calculation of Bell. The quantity 〈ψspin|σ · a⊗ σ · b|ψspin〉
does not correspond to a physical measurement, the starting point is wrong. We

must start from a space dependent form of the wavefunction, ψab(x1, x2) and write

〈ψ|σ · aP1a ⊗ σ · bP2b|ψ〉 where P1 is the projection on the measuring part 1, etc.

Franck Laloë: Yes, of course you are right: if you start from any quantum

state, for instance one with spherical orbital wave functions for the particles, no

violation of the Bell inequalities is obtained when the detectors have a limited

size. But you can also assume a more appropriate quantum state, for instance one

where the particles are localized within the two measurement apparatuses. Then

the orbital variables disappear, the only relevant variables are spin variables, and

the usual spin calculation applies perfectly well. This is implicitly assumed in most

discussions of the Bell inequalities, and explains why Bell’s calculation focuses on

spins only; nothing is erroneous in this. Of course it would be wrong to assume that

the Bell inequalities are violated with all quantum states having any orbital wave
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functions.

Theo Nieuwenhuizen: When you change the setup, you also change the forces

acting on the particles, so the non-existence of the quadrivariate probability men-

tioned by de Muynck is obvious: Why should experiments that cannot be carried

out simultaneously, necessarily have a joint distribution?

Giacomo D’Ariano: There is confusion between acausality and nonlocality.

Quantum mechanics satisfies Einstein locality, the structure of the theory guarantees

no-signaling. But we can still have violation of the Bell due to correlations.

Gerard ’t Hooft: Indeed, Bell inequalities refer to correlations. Let me recall an

argument given by Conway and Kochen (quant-ph/0604079) for the case of angular

momentum l = 1. We have in this case [L2
i , L

2
j ] = 0 and L2 = 〈L2

x + L2
y + L2

z〉 = 2.

If the observer could choose the direction of the measurement at the last instant,

he could get a different result, but this would violate quantum mechanics. This is a

beautiful twist to Bell’s theorem.

Walter Philipp: The scheme presented by Maes this morning always leads to

a contradiction. Consider the case of two possible results ±1 for each one of the

measured Xi and Yi, (i = 1, 2, 3). If we start from the two assumptions: Xi = Yi,

P (Xi = Yj) = α for i 6= j, then the expectation value of XiYj is E(XiYj) =

α+(−1)(1−α) = 2α−1. Now take S =
∑

i,j XiYj =
∑

iXi

∑
j Yj : the expectation

value of this quantity is E(S) = (
∑

iXi)
2 ≥ 1. On the other hand, E(S) = (1/9)[3+

6(2α − 1)] = (1/3)(−1 + 4α), hence (4α/3) > E(S) > 1 or α > 3/4, which is

incompatible with the assumed value α = 1/4.

Karl Hess added afterwards: The contribution made by Walter goes along the

lines of our paper in these proceedings: It is impossible to accomplish what is to be

accomplished on one probability space. The point is that when incompatible exper-

iments are involved (in the sense of quantum mechanics, relativity, and Vorob’ev’s

mathematical criteria), they can not necessarily be described on one probability

space. This, as Vorob’ev has shown, is a general feature that also occurs in entirely

classical problems and has nothing to do with action at a distance.

Giacomo D’Ariano: This is precisely the point: Bell’s theorem means that

there cannot be a joint probability distribution.

Igor Volovich: I agree with Prof. Laloë that if we have a quantum state where

the particles are localized within the two measurement apparatuses, then one can

focus on spins only. But I think that such a state it is almost impossible to prepare by

using a remote source. In particular for this reason there are no experiments on Bell

inequalities without loopholes. But let me ask a different question for our colleagues:

do you consider Stochastic Electrodynamics as an approximation to QED? Is it not

quantum mechanics that can be derived from QED?

Luis de la Peña: Of course quantum mechanics can be derived from QED,

but this is a formal procedure that does not throw much light on the fundamen-

tals of QM. Long ago A. A. Sokolov made a calculation starting from a classical

oscillator interacting with a quantized EM field, and after some approximations

he obtained a quantized oscillator. The point is that in our attempts to retrieve
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quantum mechanics from beyond quantum theory, we are driven by the quest for

an understanding of the physical meaning of quantum mechanics, not by a purely

formal or mathematical question.

Theo Nieuwenhuizen: Quantum field theory looks at extended objects in the

point limit, so your question does not completely cover the issue.

Igor Volovich: There is an old Einstein’s programme to describe elementary

particles as point like or extended objects in classical field theory. Unfortunately,

it is very hard to deal with nonlinear equations. The program is partially realized

only for two dimensional solitons and even in this case we have to quantize them.

So, even in this case we have to use standard quantum theory.

Theo Nieuwenhuizen: Solitons alone cannot lead to Quantum Mechanics, you

also need stochastic forces. This brings us to Stochastic Electrodynamics and the

combined program could be called Stochastic Soliton Mechanics. But what are these

fluctuations?

Luis de la Peña: I do not see a fundamental contradiction between our view

and that of others, like ’t Hooft’s. According to Stochastic Electrodynamics, the

electromagnetic field is enough to explain quantum mechanical phenomena, in par-

ticular the inescapable fluctuations, and it is a necessary ingredient. On the other

hand, Nelson’s approach (mentioned by ’t Hooft earlier in the discussion) and other

similar ones are purely phenomenological, they do not identify the nature of the

force causing the fluctuations.

Gerard ’t Hooft: If special relativity is true and quantum mechanics works,

the amount of freedom is extremely limited. The ultimate question would then be,

in quantum theory, what is beyond the quantum?

Theo Nieuwenhuizen: Could the Higgs particle be an effective way to solve

the problem?

Gerard ’t Hooft: Maybe nature has solved for us the problem of an unlimited

number of particles. Let me briefly explain the present situation in particle physics.

The Higgs particle could be still much heavier than usually expected, and there

may be also a lot of super-particles. The Higgs particles are needed for the scatter-

ing matrices to be unitary, but otherwise there may be more new fields and new

particles. Or it may also happen that several Higgs are detected.

Theo Nieuwenhuizen: If there is no Higgs at all, how do particles get their

masses?

Gerard ’t Hooft: Something must play the role of the Higgs. If its mass were

infinite, many couplings would be infinite as well, and our theory would be inconsis-

tent. When going to still higher energies, we might be entering into a new domain,

with strong interactions. Dark matter shows that there are still particles missing in

our present theories. In brief, quantum field theory - quantum theory in general -

shares all the problems of quantum mechanics.

Alexander Burinskii: During our conversations you said that the C-symmetry

of the electron is not compatible with the topology of the Kerr spinning particle,

which is based on the Kerr singular ring of Compton radius. Could you please clarify
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this point?

Gerard ’t Hooft: The C-symmetry is there: e → e+, q → q̄, proton → an-

tiproton, νL → ν̄R (antineutrino). Consider a Feynman diagram, with an electron-

positron pair at one vertex and a cascade at the other, and an appropriate boson

connecting them. One can consider the electron as a point; the scale is much smaller

than Compton’s wavelength. Hence the electron obeys locality. But the real picture

must be more complicated than that.

Alexander Burinskii: In the Kerr spinning particle, there are other, axial

singularities: forming a world-sheet in space-time. The problem is that the Kerr

gravitational field of an electron creates a singular ring of the Compton size, and

therefore, there have to be drastic changes in topology on the Compton distances.

The puzzle is why QED can ignore this, and yet be in beautiful agreement with

experiment.

Theo Nieuwenhuizen: Coming back to our original question, the idea that

the world is deterministic at the “beyond the quantum” level seems to be shared.

Luis de la Peña: There is some convergence. ’t Hooft is elaborating a nice gen-

eral and deep model; Khrennikov presented an abstract mathematical approach,

Cole a more physical (and more classical) one - we still have not seriously explored

the common ground between us, but surely it must exist. In Stochastic Electro-

dynamics we are modest: we are just trying to understand what is beyond the

quantum.

Gerard ’t Hooft: Any model you want to work out, should be based on solid

mathematics. The approach should not be called modest; small improvements are

important.

Igor Volovich: String theory also uses standard quantization rules. Here we

are trying to understand quantum mechanics.

Gerard ’t Hooft: We must ask questions we can answer. String theories came

with answers to some important questions.

Giacomo D’Ariano: Can we say something about quantum field theory with-

out being specific? For instance, we do not have a quantum theory of measurement.

Gerard ’t Hooft: Quantum field theory is quantum theory, there is no need to

be specific.

Roger Balian: In fact we do not need a new general theory of quantum mea-

surements, since a measurement can be treated in the mere framework of standard

quantum mechanics, as a dynamical process involving interaction between a system

and an apparatus. My talk, included in the proceedings, gives an example of such a

process, with an exact solution exhibiting all features of a quantum measurement.

Quantum statistical mechanics was needed because a measurement is irreversible.

Giacomo D’Ariano: Think of the quantum theory of a field. Are there, for

instance, no-go theorems? Do we have a set of open problems?

Gerard ’t Hooft: One burning problem is quantum gravity; another one is the

possibility of an unlimited number of fields. Further, there are mathematical diffi-

culties, not all proofs are mathematically solid. For instance, is the small-distance
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limit taken correctly? Or in the direction of complexity: at extremely high energies

you have showers of particles, which is far from the condition where you can make

a linear approximation.

Igor Volovich: And then there is the problem of quark confinement, which

does not yet have a technical solution. Superstring theory can be interpreted as a

quantum field theory with an infinite number of fields.

Gerard ’t Hooft: Field theory works fine for four dimensions, not more. In

short, quantum field theory is not a closed book. In any case, there is gravity. And

superstring theory does not solve the problem.

Igor Volovich: Let us assume that particles have a finite size?

Gerard ’t Hooft: Then you make things worse. If it is not a field, what is it?

It is much harder to do away with point particles in quantum field theory than you

might guess.

Alexander Burinskii: The Kerr ring-like string is an extended object, but it

is pointlike from a complex point of view.

Gerard ’t Hooft: When you take into account all the constraints, you end

up with quantum field theory. It is hard to be crazier than that on these matters,

because we do desire mathematical accuracy.

The general conclusion was: It is hard to be crazy enough.

But if Nature decided to go Beyond the Quantum, we must keep on trying.
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