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INTRODUCTION

This manuscript is a draft of a guided introduction to logic and its ap-
plications in philosophy. The focus will be a detailed examination of
the different ways to understand proof. Along the way, we will also
take a few glances around to the other side of inference, the kinds of
counterexamples to be found when an inference fails to be valid.

The book is designed to serve a number of different purposes, and it
can be used in a number of different ways. In writing the book I have
at least these four aims in mind.

A GENTLE INTRODUCTION TO KEY IDEAS IN THE THEORY OF PROOF: The
literature on proof theory contains some very good introductions to
the topic. Bostock’s Intermediate Logic [9], Tennant’s Natural Lo-
gic [87], Troelstra and Schwichtenberg’s Basic Proof Theory [91], and
von Plato and Negri’s Structural Proof Theory [56] are all excellent
books, with their own virtues. However, they all introduce the core
ideas of proof theory in what can only be described as a rather complic-
ated fashion. The core technical results of proof theory (normalisation
for natural deduction and cut elimination for sequent systems) are rel-
atively simple ideas at their heart, but the expositions of these ideas in
the available literature are quite difficult and detailed. This is through
no fault of the existing literature. It is due to a choice. In each book,
a proof system for the whole of classical or intuitionistic logic is in-
troduced, and then, formal properties are demonstrated about such a
system. Each proof system has different rules for each of the connect-
ives, and this makes the proof-theoretical results such as normalisation
and cut elimination case-ridden and lengthy. (The standard techniques
are complicated inductions with different cases for each connective: the
more connectives and rules, the more cases.)

In this book, the exposition will be somewhat different. Instead
of taking a proof system as given and proving results about it, we will
first look at the core ideas (normalisation for natural deduction, and cut
elimination for sequent systems) and work with them in their simplest
and purest manifestation. In Section 2.1.2 we will see a two-page norm-
alisation proof. In Section 2.2.3 we will see a two-page cut-elimination
proof. In each case, the aim is to understand the key concepts behind
the central results.

AN INTRODUCTION TO LOGIC FROM A NON-PARTISAN, PLURALIST, PROOE-
THEORETIC PERSPECTIVE: We are able to take this liberal approach to
introducing proof theory because we take a pluralist attitude to the
choice of logical system. This book is designed to be an introduction
to logic that does not have a distinctive axe to grind in favour of a
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| should like to outline an image
which is connected with the most
profound intuitions which | always
experience in the face of logistic.
That image will perhaps shed more
light on the true background of

that discipline, at least in my case,
than all discursive description could.
Now, whenever | work even on the
least significant logistic problem,

for instance, when | search for the
shortest axiom of the implicational
propositional calculus | always have
the impression that | am facing a
powerful, most coherent and most
resistant structure. | sense that struc-
ture as if it were a concrete, tangible
object, made of the hardest metal,

a hundred times stronger than steel
and concrete. | cannot change any-
thing in it; | do not create anything
of my own will, but by strenuous
work | discover in it ever new details
and arrive at unshakable and eternal
truths. Where is and what is that
ideal structure? A believer would say
that it is in God and is His thought.
— Jan tukasiewicz



I have in mind the distinction
between representationalist and in-
ferentialist theories of meaning. For
a polemical and provocative ac-
count of the distinction, see Robert
Brandom'’s Articulating Reasons [11].

An accessible example of this
work is Robinson’s “Proof
nets for Classical Logic” [80].

particular logical system. Instead of attempting to justify this or that
formal system, we will give an overview of the panoply of different
accounts of consequence for which a theory of proof has something
interesting and important to say. As a result, in Chapter 2 we will
examine the behaviour of conditionals from intuitionistic, relevant and
linear logic. The system of natural deduction we will start off with is
well suited to them. In Chapter 2, we also look at a sequent system for
the non-distributive logic of conjunction and disjunction, because this
results in a very simple cut elimination proof. From there, we go on to
more rich and complicated settings, once we have the groundwork in
place.

AN INTRODUCTION TO THE APPLICATIONS OF PROOF THEORY: We will
always have our eye on the kinds of concerns others have concerning
proof theory. What are the connections between proof theories and
theories of meaning? What does an account of proof tell us about how
we might apply the formal work of logical theorising? All accounts of
meaning have something to say about the role of inference. For some,
it is what things mean that tells you what inferences are appropriate.
For others, it is what inferences are appropriate that constitutes what
things mean. For everyone, there is an intimate connection between
inference and semantics.

A PRESENTATION OF NEW RESULTS: Recent work in proofnets and other
techniques in non-classical logics like linear logic can usefully illumin-
ate the theory of much more traditional logical systems, like classical
logic itself. T aim to present these results in an accessible form, and
extend them to show how you can give a coherent picture of classical
and non-classical propositional logics, quantifiers and modal operators.

The book is filled with marginal notes which expand on and comment
on the central text. Feel free to read or ignore them as you wish, and
to add your own comments. Each chapter (other than this one) con-
tains definitions, examples, theorems, lemmas, and proofs. Each of
these (other than the proofs) are numbered consecutively, first with
the chapter number, and then with the number of the item within the
chapter. Proofs end with a little box at the right margin, like this: =

The manuscript is divided into three parts and each part divides into
two chapters. The parts cover different aspects of logical vocabulary.
First, propositional logic; second, quantifiers, identity and existence;
third, modality and truth. In each part, the first chapter covers lo-
gical tools and techniques suited to the topic under examination. The
second chapter both discusses the issues that are raised in the tools
& techniques chapter, and applies these tools and techniques to differ-
ent issues in philosophy of language, metaphysics, epistemology, philo-
sophy of mathematics and elsewhere.

Each “Tools & Techniques’ chapter contains many exercises to complete.
Logic is never learned without hard work, so if you want to learn the
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material, work through the exercises: especially the basic, intermedi-
ate and advanced ones. The project questions are examples of current
research topics.

The book has an accompanying website: http://consequently.org/
writing/ptp. From here you can look for an updated version of the
book, leave comments, read the comments others have left, check for
solutions to exercises and supply your own. Please visit the website
and give your feedback. Visitors to the website have already helped me
make this volume much better than it would have been were it written
in isolation. It is a delight to work on logic within such a community,
spread near and far.

Greg Restall

Melbourne

SEPTEMBER 18, 2006
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WHY PROOF THEORY?

Why? My first and overriding reason to be interested in proof the-
ory is the beauty and simplicity of the subject. It is one of the central
strands of the discipline of logic, along with its partner, model theory.
Since the flowering of the field with the work of Gentzen, many beau-
tiful definitions, techniques and results are to be found in this field,
and they deserve a wider audience. In this book I aim to provide an in-
troduction to proof theory that allows the reader with only a minimal
background in logic to start with the flavour of the central results, and
then understand techniques in their own right.

It is one thing to be interested in proof theory in its own right, or as a
part of a broader interest in logic. It’s another thing entirely to think
that proof theory has a role in philosophy. Why would a philosopher
be interested in the theory of proofs? Here are just three examples of
concerns in philosophy where proof theory finds a place.

EXAMPLE 1: MEANING. Suppose you want to know when someone is
using “or” in the same way that you do. When does “or” in their
vocabulary have the same significance as “or” in yours? One answer
could be given in terms of truth-conditions. The significance of “or”
can be given as follows:

"p or q7is true if and only if "p7is true or "q ' is true.

Perhaps you have seen this information presented in a truth-table.

p dq|porg
00| o
0 1] 1
10| 1
11 1

Clearly, this table can be used to distinguish between some uses of
disjunctive vocabulary from others. We can use it to rule out exclusive
disjunction. If we take "p or q7 to be false when we take "p™ and "q”
to be both true, then we are using “or” in a manner that is at odds with
the truth table.

However, what can we say of someone who is ignorant of the truth
or falsity of "p™ and of "q7? What does the truth table tell us about
"p or " in that case? It seems that the application of the truth table to
our practice is less-than-straightforward.

It is for reasons like this that people have considered an alternate ex-
planation of a logical connective such as “or.” Perhaps we can say that
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someone is using “or” in the way that you do if you are disposed to
make the following deductions to reason to a disjunction

P q
porq  porgq

and to reason from a disjunction

Pl

porq T T

T

That is, you are prepared to infer to a disjunction on the basis of either
disjunct; and you are prepared to reason by cases from a disjunction.
Is there any more you need to do to fix the use of “or”? That is, if you
and I both use “or” in a manner consonant with these rules, then is
there any way that our usages can differ with respect to meaning?

Clearly, this is not the end of the story. Any proponent of a proof-
first explanation of the meaning of a word such as “or” will need to
say something about what it is to accept an inference rule, and what
sorts of inference rules suffice to define a concept such as disjunction
(or negation, or universal quantification, and so on). When does a
definition work? What are the sorts of things that can be defined using
inference rules? What are the sorts of rules that may be used to define
these concepts? We will consider these issues in Chapter 3.

EXAMPLE 2: GENERALITY. It is a commonplace that it is impossible or
very difficult to prove a nonexistence claim. After all, if there is no
object with property F, then every object fails to have property F. How
can we demonstrate that every object in the entire universe has some
property? Surely we cannot survey each object in the universe one-by-
one. Furthermore, even if we come to believe that object a has prop-
erty F for each object a that happens to exist, it does not follow that
we ought to believe that every object has that property. The univer-
sal judgement tells us more than the truth of each particular instance
of that judgement, for given all of the objects a1, ay,..., it certainly
seems possible that a; has property F, that a, has property F and so
on, without everything having property F since it seems possible that
there might be some new object which does not actually exist. If you
care to talk of ‘facts’ then we can express the matter by saying that the
fact that everything is F cannot amount to just the fact that a; is F and
the fact that a, is F, etc., it must also include the fact that a;,ay,...
are all of the objects. There seems to be some irreducible universality
in universal judgements.

If this was all that we could say about universality, then it would
seem to be very difficult to come to universal conclusions. However, we
manage to derive universal conclusions regularly. Consider mathemat-
ics, it is not difficult to prove that every whole number is either even
or odd. We can do this without examining every number individually.
Just how do we do this?

WHY PROOF THEORY? - CHAPTER 1



EXAMPLE 3: MODALITY. A third example is similar. Philosophical dis-
cussion is full of talk of possibility and necessity. What is the signi-
ficance of this talk? What is its logical structure? One way to give
an account of the logical structure of possibility and necessity talk is
to analyse it in terms of possible worlds. To say that it is possible
that Australia win the World Cup is to say that there is some possible
world in which Australia wins the World Cup. Talk of possible worlds
helps clarify the logical structure of possibility and necessity. It is pos-
sible that either Australia or New Zealand win the World Cup only
if there’s a possible world in which either Australia or New Zealand
win the World Cup. In other words, either there’s a possible world in
which Australia wins, or a possible world in which New Zealand wins,
and hence, it is either possible that Australia wins the World Cup or
that New Zealand wins. We have reasoned from the possibility of a dis-
junction to the disjunction of the corresponding possibilities. Such an
inference seems correct. Is talk of possible worlds required to explain
this kind of step, or is there some other account of the logical structure
of possibility and necessity?

These are three examples of the kinds of issues that we will consider in
the light of proof theory. Before we can broach these topics, we need
to learn some proof theory. We will start with proofs for conditional
judgements.

[SEPTEMBER 18, 2006]
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PROPOSITIONAL LOGIC:
TOOLS & TECHNIQUES

2.1 | NATURAL DEDUCTION FOR CONDITIONALS

We start with modest ambitions. In this section we focus on one way of
understanding inference and proof—natural deduction, in the style of
Gentzen [33]—and we will consider just one kind of judgement: con-
ditionals. Conditional judgements are judgements of the form

If ... then ...

To make things precise, we will use a formal language in which we can
express conditional judgements. Our language will have an unending
supply of atomic formulas

P, q, T, do, 91, d2,.-.

Po, P1, P2,.-. To,T1, T2y

When we need to refer to the collection of all atomic formulas, we will
call it ‘atom.” Whenever we have two formulas A and B, whether A
and B are in AToM or not, we will say that (A — B) is also a formula.
Succinctly, this grammar can be represented as follows:

FORMULA ::= ATOM | (FORMULA — FORMULA)

That is, a formula is either an aTom, or is found by placing an arrow
(‘—’) between two formulas, and surrounding the result with paren-
theses. So, these are formulas

p3 (g—=71) ((p1—= (g1 —=m1)) = (g1 — (p1 —m1)))

but these are not:

t pog—T pop
The first, t, fails to be a formula since is not in our set ATom of atomic
formulas (so it doesn’t enter the collection of formulas by way of being
an atom) and it does not contain an arrow (so it doesn’t enter the collec-
tion through the clause for complex formulas). The second, p — q — r
does not enter the collection because it is short of a few parentheses.
The only expressions that enter our language are those that bring a
pair of parentheses along with every arrow: “p — q — r” has two
arrows but no parentheses, so it does not qualify. You can see why it
should be excluded because the expression is ambiguous. Does it ex-
press the conditional judgement to the effect that if p then if q then r,
or is it the judgement that if it’s true that if p then g, then it’s also true
that r? In other words, it is ambiguous between these two formulas:

p—=(ag—r1) ((p—q)—7)

[SEPTEMBER 18, 2006]

2

Gerhard Gentzen, German Logician:
Born 1909, student of David Hil-
bert at Gottingen, died in 1945 in
World War Il. http://wuw-groups.
dcs.st-and.ac.uk/"history/
Mathematicians/Gentzen.html

This is BNF, or “Backus Naur Form,”
first used in the specification of
formal computer programming
languages such as ALGOL. http:
//cui.unige.ch/db-research/
Enseignement/analyseinfo/
AboutBNF.html

(p—(qa—(r—(p1 — (a1 = 11))))

You can do without parentheses

if you use ‘prefix’ notation for the
conditional: ‘Cpq’ instead of ‘p — ¢'.
The conditional are then CpCqr and
CCpgr. This is Polish notation.
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If you like, you can think of
them as including their outer
parentheses very faintly, like
P — q — (@ — 7).

this:

Our last example of an offending formula—p — p—does not offend
nearly so much. It is not ambiguous. It merely offends against the
letter of the law laid down, and not its spirit. I will feel free to use ex-
pressions such as “p — p” or “(p — q) — (q — r)” which are missing
their outer parentheses, even though they are, strictly speaking, not in
FORMULA.

Given a formula containing at least one arrow, such as (p — q) —
(q — 1), itis important to be able to isolate its main connective (the last
arrow introduced as it was constructed). In this case, it is the middle
arrow. The formula to the left of the arrow (in this case p — q) is said
to be the antecedent of the conditional, and the formula to the right is
the consequent (here, ¢ — 7).

We can think of these formulas in at least two different ways. We can
think of them as the sentences in a toy language. This language is
either something completely separate from our natural languages, or
it is a fragment of a natural language, consisting only of atomic ex-
pressions and the expressions you can construct using a conditional
construction like “if ... then ...” On the other hand, you can think
of formulas as not constituting a language themselves, but as construc-
tions used to display the form of expressions in a language. Nothing
here will stand on which way you understand formulas. In either case,
we use the conditional p — ¢ to represent the conditional proposition
with antecedent p and consequent g.

Sometimes, we will want to talk quite generally about all formulas of
a particular form. We will want to do this very often, when it comes
to logic, because we are interested in the structures or forms of valid
arguments. The structural or formal features of arguments apply gen-
erally, to more than just a particular argument. (If we know that an
argument is valid in virtue of its possessing some particular form, then
other arguments with that form are valid as well.) So, these formal or
structural principles must apply generally. Our formal language goes
some way to help us express this, but it will turn out that we will not
want to talk merely about specific formulas in our language, such as
(p3 — q7) — T26. We will, instead, want to say things like

Given a conditional formula, and its antecedent, its con-
sequent follows.

This can get very complicated very quickly. It is not at all convenient
to say

Given a conditional formula whose consequent is also a
conditional, the conditional formula whose antecedent is
the antecedent of the consequent of the original condi-
tional, and whose consequent is a conditional whose ante-
cedent is the antecedent of the original conditional and
whose consequent is the consequent of the conditional in-
side the first conditional follows from the original condi-
tional.

PROPOSITIONAL LOGIC: TOOLS & TECHNIQUES - CHAPTER 2



Instead of that mouthful, we will use variables to talk generally about
formulas in much the same way that mathematicians use variables to
talk generally about numbers and other such things. We will use cap-
ital letters like

A.B,C,D,...

as variables ranging over the class FormMuULA. So, instead of the long
paragraph above, it suffices to say

From A — (B — C) you can infer B — (A — C).

which seems much more perspicuous and memorable. Now we have
the raw formal materials to address the question of deduction using
conditional judgements. How may we characterise valid reasoning us-
ing conditional constructions? We will look at one way of addressing
this topic in this section.

2.1.1 | PROOFS FOR CONDITIONALS

Start with a piece of reasoning using conditional judgements. One
example might be this:

Suppose A — (B — C). Suppose A. It follows that B — C.
Suppose B. It follows that C.

This kind of reasoning has two important features. We make suppos-
itions or assumptions. We also infer from these assumptions. From
A — (B — C) and A we inferred B — C. From this new information,
together with the supposition that B, we inferred a new conclusion, C.

One way to represent the structure of this piece of reasoning is in
this tree diagram shown here.

A — (B— Q) A
B—C B
C

The leaves of the tree are the formulas A — (B — C), A and B. They
are the assumptions upon which the deduction rests. The other formu-
las in the tree are deduced from formulas occurring above them in the
tree. The formula B — C is written immediately below a line, above
which are the formulas from which we deduced it. So, B — C follows
from the leaves A — (B — C) and A. Then the root of the tree (the for-
mula at the bottom), C, follows from that formula B — C and the other
leaf B. The ordering of the formulas bears witness to the relationships
of inference between those formulas in our process of reasoning.

The two steps in our example proof use the same kind of reason-
ing. The inference from a conditional, and from its antecedent to its
consequent. This step is called modus ponens.* It’s easy to see that

*“Modus ponens” is short for “modus ponendo ponens,” which means “the
mode of affirming by affirming.” You get to the affirmation of B by way of the
affirmation of A (and the other premise, A — B). It may be contrasted with Modus
tollendo tollens, the mode of denying by denying: from A — B and not B to not A.

§2.1 - NATURAL DEDUCTION FOR CONDITIONALS
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Number theory books don’t often
include lots of numerals. Instead,
they're filled with variables like ‘x’
and ‘y.” This isn’t because these
books aren’t about numbers. They
are, but they don’t merely list partic-
ular facts about numbers. They talk
about general features of numbers,
and hence the variables.
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The major premise in a connect-
ive rule features that connective.

using modus ponens we always move from more complicated formu-
las to less complicated formulas. However, sometimes we wish to infer
the conditional A — B on the basis of our information about A and
about B. And it seems that sometimes this is legitimate. Suppose we
want to know about the connection between A and C in a context in
which we are happy to assume both A — (B — C) and B. What kind
of connection is there (if any) between A and C? It would seem that it
would be appropriate to infer A — C, since we have a valid argument
to the conclusion that C if we make the assumption that A.

A—(B-C [AY
B—C B
C
—
A— C

]

So, it seems we can reason like this. At the step marked with [1], we
make the inference to the conditional conclusion, on the basis of the
reasoning up until that point. Since we can infer to C using A as an
assumption, we can conclude A — C. At this stage of the reasoning, A
is no longer active as an assumption: we discharge it. It is still a leaf
of the tree (there is no node of the tree above it), but it is no longer
an active assumption in our reasoning. So, we bracket it, and annotate
the brackets with a label, indicating the point in the demonstration at
which the assumption is discharged. Our proof now has two assump-
tions, A — (B — C) and B, and one conclusion, A — C.

(A"
A—B A '
B B
A —B o

Figure 2.1: NATURAL DEDUCTION RULES FOR CONDITIONALS

We have motivated two rules of inference. These rules are dis-
played in Figure 2.1. The first rule, modus ponens, or conditional
elimination —E allows us to step from a conditional and its antecedent
to the consequent of the conditional. We call the conditional premise
A — B the major premise of the —E inference, and the antecedent
A the minor premise of that inference. When we apply the inference
—E, we combine two proofs: the proof of A — B and the proof of
A. The new proof has as assumptions any assumptions made in the
proof of A — B and also any assumptions made in the proof of A. The
conclusion is B.

The second rule, conditional introduction —I allows us to use a
proof from A to B as a proof of A — B. The assumption of A is dis-
charged in this step. The proof of A — B has as its assumptions all of

PROPOSITIONAL LOGIC: TOOLS & TECHNIQUES - CHAPTER 2
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the assumptions used in the proof of B except for the instances of A
that we discharged in this step. Its conclusion is A — B.

DEFINITION 2.1.1 [PROOFS FOR CONDITIONALS] A proof is a tree, whose
nodes are either formulas, or bracketed formulas. The formula at the
root of the tree is said to be the conclusion of the proof. The unbrack-
eted formulas at the leaves of the tree are the premises of the proof.

» Any formula A is a proof, with premise A and conclusion A.

» If 7y is a proof, with conclusion A — B and 7, is a proof, with
conclusion A, then the following tree

- M - Ty

A—-B A
- E
B

is a proof with conclusion B, and having the premises consisting
of the premises of m; together with the premises of ..

» If 7 is a proof, for which A is one of the premises and B is the

Condusion, then the fOHOWing tree How do you choose the number
for the label (i) on the discharged
[A][i) formula? Find the largest number

labelling a discharge in the proof
and then choose the next one.

B

A

is a proof of A — B.

» Nothing else is a proof.

This is a recursive definition, in just the same manner as the recursive
definition of the class FORMULA.

A—B [A" .
o ———— ¢ [A-=B" A A —B]" A
[B — C] B —E —E
—E B B
C _ 11 —L1
— 11 (A—B)—B C—B
A — C —1,2 —12
—12 A — ((A—B)— B) (C—A)— (C—B)
(B—C)— (A—C) —13
(A—=B)—=((C—=A)—=(C—B))
SUFFIXING (INFERENCE) ASSERTION (FORMULA) PREFIXING (FORMULA)

Figure 2.2 THREE IMPLICATIONAL PROOFS

Figure 2.2 gives three proofs of implicational proofs constructed using
our rules. The first is a proof from A — B to (B — C) — (A — C).
This is the inference of suffixing. (We “suffix” both A and B with

§2.1 - NATURAL DEDUCTION FOR CONDITIONALS 19



“Yesterday upon the stair, | met a
man who wasn’t there. He wasn't
there again today. | wish that man
would go away.” — Hughes Mearns

20

— C.) The other proofs conclude in formulas justified on the basis of
no undischarged assumptions. It is worth your time to read through
these proofs to make sure that you understand the way each proof is
constructed.

You can try a number of different strategies when making proofs for
yourself. For example, you might like to try your hand at constructing
a proof to the conclusion that B — (A — C) from the assumption
A — (B — C). Here are two ways to piece the proof together.

CONSTRUCTING PROOFS TOP-DOWN: You start with the assumptions
and see what you can do with them. In this case, with A — (B — C)
you can, clearly, get B — C, if you are prepared to assume A. And
then, with the assumption of B we can deduce C. Now it is clear that
we can get B — (A — C) if we discharge our assumptions, A first, and
then B.

CONSTRUCTING PROOFS BOTTOM-UP: Start with the conclusion, and
find what you could use to prove it. Notice that to prove B — (A — C)
you could prove A — C using B as an assumption. Then to prove
A — C you could prove C using A as an assumption. So, our goal is
now to prove C using A, Band A — (B — C) as assumptions. But this
is an easy pair of applications of —E.

[ have been intentionally unspecific when it comes to discharging for-
mulas in proofs. In the examples in Figure 2.2 you will notice that at
each step when a discharge occurs, one and only one formula is dis-
charged. By this I do not mean that at each —I step a formula A is
discharged and a different formula B is not. I mean that in the proofs
we have seen so far, at each —I step, a single instance of the formula
is discharged. Not all proofs are like this. Consider this proof from the
assumption A — (A — B) to the conclusion A — B. At the final step
of this proof, two instances of the assumption A are discharged in one
go.
A—(A—B) A"
—E
A — B (A"
> —E
A—B

For this to count as a proof, we must read the rule —I as licensing the
discharge of one or more instances of a formula in the inference to the
conditional. Once we think of the rule in this way, one further gen-
eralisation comes to mind: If we think of an —I move as discharging
a collection of instances of our assumption, someone of a generalising
spirit will ask if that collection can be empty. Can we discharge an
assumption that isn't there? If we can, then this counts as a proof:

—I,1

A

—_— I
B— A
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Here, we assume A, and then, we infer B — A discharging all of the
active assumptions of B in the proof at this point. The collection of
active assumptions of B is, of course, empty. No matter, they are all
discharged, and we have our conclusion: B — A.

You might think that this is silly—how, after all, can you discharge
a nonexistent assumption? Nonetheless, discharging assumptions that
are not there plays a role in what will follow. To give you a foretaste
of why, notice that the inference, from A to B — A, is valid if we
read “—" as the material conditional of standard two-valued classical
propositional logic. In a pluralist spirit we will investigate different
policies for discharging formulas.

DEFINITION 2.1.2 [DISCHARGE POLICY] A DISCHARGE POLICY may either
allow or disallow duplicate discharges (discharging more than one in-
stance of a formula at once) or vacuous discharges (discharging zero
instances of a formula in a discharge step). We can present names for
the different discharge policies possible in a table.

VACUOUS OK VACUOUS NOT OK

DUPLICATES OK  Standard Relevant
DUPLICATES NOT OK  “Affine” Linear

The “standard” discharge policy is to allow both vacuous and duplicate
discharge. There are reasons to explore each of the different combin-
ations. As I indicated above, you might think that vacuous discharge
is a bit silly. It is not merely silly: it seems downright wrong if you
think that a judgement of the form A — B records the claim that B
may be inferred from A.2 If A is not used in the inference to B, then
we hardly have reason to think that B follows from A in this sense. So,
if you are after a conditional which is relevant in this way, you would
be interested in discharge policies that ban vacuous discharge [1, 2, 71].

There are also reasons to ban duplicate discharge: Victor Pambuc-
cian has found an interesting example of doing without duplicate dis-
charge in early 20th Century geometry [58]. He traces cases where
geometers took care to keep track of the number of times a postulate
was used in a proof. So, they draw a distinction between A — (A — B)
and A — B. We shall see more of the distinctive properties of different
discharge policies as the book progresses.

DEFINITION 2.1.3 [DISCHARGE IN PROOFS] An proof in which every dis-
charge is linear is a linear proof. Similarly, a proof in which every dis-
charge is relevant is a relevant proof, a proof in which every discharge

is affine is an affine proof.

2You must be careful if you think that more than one discharge policy is ox.
Consider Exercise 19 at the end of this section, in which it is shown that if you
have two conditionals —¢ and —; with different discharge policies, the conditionals
collapse into one (in effect having the most lax discharge policy of either —; or —3).
Consider Exercise 23 to explore how you might have the one logic with more than
one conditional connective.
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For more work on a “pluralist spirit,”
see my work with JC Beall [4, 5, 77].

I am not happy with the label “af-
fine,” but that's what the literature

has given us. Does anyone have any

better ideas for this? “Standard” is

not “classical” because it suffices for
intuitionistic logic in this context, not
classical logic. It's not “intuitionistic”

because “intuitionistic” is difficult

to pronounce, and it is not distinct-

ively intuitionistic. As we shall see

later, it's the shape of proof and not

the discharge policy that gives us
intuitionistic implicational logic.
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We will generalise the notion of
an argument later, in a number of
directions. But this notion of ar-
gument is suited to the kind of
proof we are considering here.

If you like, you could define a

multiset of formulas to be the func-
tion fam (x) function f: FORMULA — w
from formulas to counting numbers.

22

Then f = g when f(A) = g(A)
for each formula A. f(A) is the
number of times A is in the
multiset f. A finite multiset is a
multiset f such that f(A) > 0
for only finitely many objects A.

Proofs underwrite arguments. If we have a proof from a collection
X of assumptions to a conclusion A, then the argument X .". A is valid
by the light of the rules we have used. So, in this section, we will think
of arquments as structures involving a collection of assumptions and
a single conclusion. But what kind of thing is that collection X? Tt
isn't a set, because the number of premises makes a difference: (The
example here involves linear discharge policies. We will see later that
even when we allow for duplicate discharge, there is a sense in which
the number of occurrences of a formula in the premises might still
matter.) There is a linear proof from A — (A — B), A, A to B:

A—(A=B) A
—E
A—B A
B

—E

We shall see later that there is 10 linear proof from A — (A — B),A
to B. The collection appropriate for our analysis at this stage is what
is called a multiset, because we want to pay attention to the number of
times we make an assumption in an argument.

DEFINITION 2.1.4 [MULTISET] Given a class X of objects (such as the class
FORMULA), a multiset M of objects from X is a special kind of collection
of elements of X. For each x in X, there is a natural number fj,(x), the
number of occurrences of the object x in the multiset M. The number
fm(x) is sometimes said to be the degree to which x is a member of M.

The multiset M is finite if fapr(x) > 0 for only finitely many objects
x. The multiset M is identical to the multiset M if and only if fpm (x) =
fam/(x) for every x in X.

Multisets may be presented in lists, in much the same way that sets
can. For example, [1,2,2] is the finite multiset containing 1 only once
and 2 twice. [1,2,2] = [2,1,2], but [1,2,2] # [1,1,2]. We shall only
consider finite multisets of formulas, and not multisets that contain
other multisets as members. This means that we can do without the
brackets and write our multisets as lists. We will write “A, B, B, C” for
the finite multiset containing B twice and A and C once. The empty
multiset, to which everything is a member to degree zero, is [].

DEFINITION 2.1.5 [COMPARING MULTISETS] When M and M’ are multis-
ets and far(x) < fam/(x) for each x in X, we say that M is a SUB-MULTISET
of M’, and M’ is a SUPER-MULTISET of M.

The GroUND of the multiset M is the set of all objects that are members
of M to a non-zero degree. So, for example, the ground of the multiset
A, B, B, Cis the set {A, B, C}.

We use finite multisets as a part of a discriminating analysis of proofs
and arguments. (An even more discriminating analysis will consider
premises to be structured in [ists, according to which A, B differs from
B, A. You can examine this in Exercise 24 on page 52.) We have no
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need to consider infinite multisets in this section, as multisets repres-
ent the premise collections in arguments, and it is quite natural to con-
sider only arguments with finitely many premises. So, we will consider
arguments in the following way.

DEFINITION 2.1.6 [ARGUMENT| An ARGUMENT X .". A is a structure con-
sisting of a finite multiset X of formulas as its premises, and a single
formula A as its conclusion. The premise multiset X may be empty.An  John Slaney has joked that the
argument X .. A is standardly valid if and only if there is some proof —empty multiset [] should be dis-

ith disch d . f . h It X d with th tinguished from the empty set 0,
with undischarged assumptions forming the multiset X, and with the G e oihing is a member of 0, but
conclusion A. It is relevantly valid if and only if there is a relevant everything is a member of [] zero

proof from the multiset X of premises to A, and so on. times.
Here are some features of validity.

LEMMA 2.1.7 [VALIDITY FACTS] Let v-validity be any of linear, relevant,
affine or standard validity.

1. A .. A s valid.

2. X,A .. Bisv-valid if and only if X .. A — B is v-valid.

3. If X,A .. BandY .. A are both v-valid, so is X,Y .". B.

4. If X .. B is affine or standardly valid, so is X, A .". B.

5. If X, A, A .. B is relevantly or standardly valid, so is X, A .. B.

Proof: It is not difficult to verify these claims. The first is given by the
proof consisting of A as premise and conclusion. For the second, take
a proof 7t from X, A to B, and in a single step —1I, discharge the (single
instance of) A to construct the proof of A — B from X. Conversely,
if you have a proof from X to A — B, add a (single) premise A and
apply —E to derive B. In both cases here, if the original proofs satisty
a constraint (vacuous or multiple discharge) so do the new proofs.

For the third fact, take a proof from X, A to B, but replace the in-
stance of assumption of A indicated in the premises, and replace this
with the proof from Y to A. The result is a proof, from X,Y to B as
desired. This proof satisfies the constraints satisfied by both of the
original proofs.

For the fourth fact, if we have a proof 7t from X to B, we can extend
this as follows

X
ST
B
.
A—B A
B

to construct a proof from to B involving the new premise A, as well as

the original premises X. The —1I step requires a vacuous discharge.
Finally, if we have a proof 7t from X, A, A to B (that is, a proof with

X and two instances of A as premises to derive the conclusion B) we

—E
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discharge the two instances of A to derive A — B and then reinstate a
single instance of A to as a premise to derive B again.

X, [A,A]Y

B ]

Now, we might focus our attention on the distinction between those
arguments that are valid and those that are not—to focus on facts about
validity such as those we have just proved. That would be to ignore the
distinctive features of proof theory. We care not only that an argument
is proved, but how it is proved. For each of these facts about validity,
we showed not only the existential fact (for example, if there is a proof
from X, A to B, then there is a proof from X to A — B) but the stronger
and more specific fact (if there is a proof from X, A to B then from this
proof we construct the proof from X to A — B in this uniform way).

» «

It is often a straightforward matter to show that an argument is valid.
Find a proof from the premises to the conclusion, and you are done.
Showing that an argument is not valid seems more difficult. According
to the literal reading of this definition, if an argument is not valid there
is no proof from the premises to the conclusion. So, the direct way to
show that an argument is invalid is to show that it has no proof from
the premises to the conclusion. But there are infinitely many proofs!
You cannot simply go through all of the proofs and check that none
of them are proofs from X to A in order to convince yourself that the
argument is not valid. To accomplish this task, subtlety is called for.
We will end this section by looking at how we might summon up the
required skill.

One subtlety would be to change the terms of discussion entirely,
and introduce a totally new concept. If you could show that all valid
arguments have some special property — and one that is easy to detect
when present and when absent — then you could show that an argu-
ment is invalid by showing it lacks that special property. How this
might manage to work depends on the special property. We shall look
at one of these properties in Section 2.5 when we show that all valid ar-
guments preserve truth in models. Then to show that an argument is
invalid, you could provide a model in which truth is not preserved from
the premises to the conclusion. If all valid arguments are truth-in-a-
model-preserving, then such a model would count as a counterexample
to the validity of your argument.

In this section, on the other hand, we will not go beyond be conceptual
bounds of the study of proof. We will find instead a way to show that
an argument is invalid, using an analysis of proofs themselves. The
collection of all proofs is too large to survey. From premises X and
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conclusion A, the collection of direct proofs — those that go straight
from X to A without any detours down byways or highways — might be
more tractable. If we could show that there are not many direct proofs
from a given collection of premises to a conclusion, then we might be
able to exploit this fact to show that for a given set of premises and a
conclusion there are no direct proofs from X to A. If, in addition, you
were to how that any proof from a premise set to a conclusion could
somehow be converted into a direct proof from the same premises to
that conclusion, then you would have success in showing that there is
no proof from X to A.

Happily, this technique works. But to make this work we need to
understand what it is for a proof to be “direct” in some salient sense.
Direct proofs have a name—they are ‘normal’.

2.1.2 | NORMAL PROOFS

It is best to introduce normal proofs by contrasting them with non-
normal proofs. And non-normal proofs are not difficult to find. Many
proofs are quite strange. Take a proof that concludes with an implic-
ation introduction: it infers from A to B by way of the sub-proof 7.
Then we discharge the A to conclude A — B. Imagine that at the very
next step, it uses a different proof — call it 71, — with conclusion A to
deduce B by means of an implication elimination. This proof contains
a redundant step. Instead of taking the detour through the formula
A — B, we could use the proof 7t; of B, but instead of taking A as an
assumption, we could use the proof of A we have at hand, namely 7,.
The before-and-after comparison is this:

(A" .
M 1T
BEFORE: B P AFTER: A
_ 4 )
A—B A L
_E B
B

The result is a proof of B from the same premises as our original proof.
The premises are the premises of 7t; (other than the instances of A that
were discharged in the other proof) together with the premises of 7.
This proof does not go through the formula A — B, so it is, in a sense,
simpler.

Well ... there are some subtleties with counting, as usual with our
proofs. If the discharge of A was vacuous, then we have nowhere to
plug in the new proof m,, so the premises of 7, don’t appear in the
final proof. On the other hand, if a number of duplicates of A were
discharged, then the new proof will contain that many copies of 7,
and hence, that many copies of the premises of 7. Let’s make this
discussion more explicit, by considering an example where 7; has two
instances of A in the premise list. The original proof containing the
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| think that the terminology ‘normal’
comes from Prawitz [63], though the

idea comes from Gentzen.

25



26

introduction and then elimination of A — B is

A — (A —B) [A]'V

A_B —F Al A2
B AL A) A A_A
A_)B—»IJ A —E

B

—I,2

—E

We can cut out the —I/—E pair (we call such pairs INDIRECT PAIRS)
using the technique described above, we place a copy of the inference
to A at both places that the A is discharged (with label 1). The result is
this proof, which does not make that detour.

[A](Z)
—1,2

(A—A)—A A—A [A]%)
—E
A — (A —B) A (A—-A)— A A—-A
A—B A

B

—I,2

—E

which is a proof from the same premises (A — (A — B) and (A —
A) — A) to the same conclusion B, except for multiplicity. In this
proof the premise (A — A) — A is used twice instead of once. (Notice
too that the label ‘2" is used twice. We could relabel one subproof to
A — A to use a different label, but there is no ambiguity here because
the two proofs to A — A do not overlap. Our convention for labelling
is merely that at the time we get to an —I label, the numerical tag is
unique in the proof above that step.)

We have motivated the concept of normality. Here is the formal defin-
ition:

DEFINITION 2.1.8 [NORMAL PROOF] A proof is NORMAL if and only if the
concluding formula A — B of an —I step is not at the same time the
major premise of an —E step.

DEFINITION 2.1.9 [INDIRECT PAIR; DETOUR FORMULA] If a formula A —
B introduced in an —I step is at the same time the major premise of
an —E step, then we shall call this pair of inferences an INDIRECT PATR
and we will call the instance A — B in the middle of this indirect pair
a DETOUR FORMUTLA in the proof.

So, a normal proof is one without any indirect pairs. It has no detour
formulas.

Normality is not only important for proving that an argument is in-
valid by showing that it has no normal proofs. The claim that every
valid argument has a normal proof could well be vital. If we think of
the rules for conditionals as somehow defining the connective, then
proving something by means of a roundabout —I/—E step that you
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cannot prove without it would seem to be quite illicit. If the condi-
tional is defined by way of its rules then it seems that the things one
can prove from a conditional ought to be merely the things one can
prove from whatever it was you used to introduce the conditional. If
we could prove more from a conditional A — B than one could prove
on the basis on the information used to introduce the conditional, then
we are conjuring new arguments out of thin air.

For this reason, many have thought that being able to convert non-
normal proofs to normal proofs is not only desirable, it is critical if the
proof system is to be properly logical. We will not continue in this
philosophical vein here. We will take up this topic in a later section,
after we understand the behaviour of normal proofs a little better. Let
us return to the study of normal proofs.

Normal proofs are, intuitively at least, proofs without a kind of redund-
ancy. It turns out that avoiding this kind of redundancy in a proof
means that you must avoid another kind of redundancy too. A nor-
mal proof from X to A may use only a very restricted repertoire of
formulas. It will contain only the subformulas of X and A.

DEFINITION 2.1.10 [SUBFORMULAS AND PARSE TREES] The PARSE TREE for
an atom is that atom itself. The pARsE TREE for a conditional A — B
is the tree containing A — B at the root, connected to the parse tree
for A and the parse tree for B. The suBrormuLAs of a formula A are
those formulas found in A’s parse tree. We let sf(A) be the set of all
subformulas of A. sf(p) = {p}, and sf(A — B) ={A — BJUsf(A)Usf(B).
To generalise, when X is a multiset of formulas, we will write sf(X) for
the set of subformulas of each formula in X.

Here is the parse tree for (p — q) — ((q — 1) — p):
q T
P q qg—t P
p—dq (@—=1)—p
(p—dad)—((ag—=1)—7p)

So,st((p —q) = ((gq—=1)—=p))={p—a)—((g—=71)—p),p—
a,p,d,(q = 71) —p,q—T1,7h

We may prove the following theorem.

THEOREM 2.1.11 [THE SUBFORMULA THEOREM] Each normal proof from
the premises X to the conclusion A contains only formulas in st(X, A).

Notice that this is not the case for non-normal proofs. Consider the
following circuitous proof from A to A.
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Notice that the subproofs of nor-
mal proofs are normal. If a sub-
proof of a proof contains an indirect
pair, then so does the larger proof.
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Here A — A is in the proof, but it is not a subformula of the premise
(A) or the conclusion (also A).

The subformula property for normal proofs goes some way to re-
assure us that a normal proof is direct. A normal proof from X to A
cannot stray so far away from the premises and the conclusion so as to
incorporate material outside X and A.

Proof: To prove the subformula theorem, we need to look carefully
at how proofs are constructed. If 7 is a normal proof, then it is con-
structed in exactly the same way as all proofs are, but the fact that the
proof is normal gives us some useful information. By the definition of
proofs, 7t either is a lone assumption, or 7t ends in an application of —1,
or it ends in an application of —E. Assumptions are the basic building
blocks of proofs. We will show that assumption-only proofs have the
subformula property, and then, also show on the assumption that the
proofs we have on had have the subformula property, then the normal
proofs we construct from them also have the property. Then it will fol-
low that all normal proofs have the subformula property, because all
of the normal proofs can be generated in this way.

ASSUMPTION A sole assumption, considered as a proof, satisfies the
subformula property. The assumption A is the only constituent of the
proof and it is both a premise and the conclusion.

INTRODUCTION In the case of —I, 7t is constructed from another nor-
mal proof 7t/ from X to B, with the new step added on (and with the
discharge of a number — possibly zero — of assumptions). 7t is a proof
from X’ to A — B, where X’ is X with the deletion of some number of
instances of A. Since 7t’ is normal, we may assume that every formula
in 7’ is in sf(X, B). Notice that sf(X’, A — B) contains every element of
sf(X, B), since X differs only from X’ by the deletion of some instances
of A. So, every formula in 7t (namely, those formulas in 7/, together
with A — B) isin sf(X’, A — B) as desired.

ELIMINATION In the case of —E, 7t is constructed out of two normal
proofs: one (call it 7171) to the conclusion of a conditional A — B from
premises X, and the other (call it 7t;) to the conclusion of the antecedent
of that conditional A from premises Y. Both 7ty and 7t; are normal, so
we may assume that each formula in 7ty is in sf(X, A — B) and each
formula in 71, is in sf(Y, A). We wish to show that every formula in 7t
is in sf(X, Y, B). This seems difficult (A — B is in the proof—where can
it be found inside X, Y or B?), but we also have some more information:
m1; cannot end in the introduction of the conditional A — B. So, m; is
either the assumption A — B itself (in which case Y = A — B, and
clearly in this case each formula in 7t is in sf(X, A — B, B)) or 7t; ends
in a —E step. But if 71y ends in an —E step, the major premise of that
inference is a formula of the form C — (A — B). So 7; contains the
formula C — (A — B), so whatever list Yis, C — (A — B) € sf(Y,A),
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and so, A — B € sf(Y). In this case too, every formula in 7t is in
sf(X,Y, B), as desired.

This completes the proof of our theorem. Every normal proof is con-
structed from assumptions by introduction and elimination steps in
this way. The subformula property is preserved through each step of
the construction. .

Normal proofs are useful to work with. Even though an argument
might have very many proofs, it will have many fewer normal proofs,
and we can exploit this fact.

EXAMPLE 2.1.12 [NO NORMAL PROOFS| There is no normal proof from p
to ¢. There is no normal relevant proof fromp — rtop — (q — 1).

Proof: Normal proofs from p to q (if there are any) contain only for-
mulas in sf(p, q): that is, they contain only p and q. That means they
contain no —I or —E steps, since they contain no conditionals at all.
It follows that any such proof must consist solely of an assumption.
As a result, the proof cannot have a premise p that differs from the
conclusion ¢. There is no normal proof from p to q.

Consider the second example: If there is a normal proof of p — (q —
1), from p — 1, it must end in an —I step, from a normal (relevant)
proof from p — r and p to ¢ — r. Similarly, this proof must also end
in an —I step, from a normal (relevant) proof fromp — v, pand q tor.
Now, what normal relevant proofs can be found fromp — v, p and q to
r? There are none! Any such proof would have to use ¢ as a premise
somewhere, but since it is normal, it contains only subformulas of p —
1, p, g and r—namely those formulas themselves. There is no formula
involving q other than q itself on that list, so there is nowhere for ¢
to go. It cannot be used, so it will not be a premise in the proof. There
is no normal relevant proof from the premises p — r, p and q to the
conclusion . .

These facts are interesting enough. It would be more productive, how-
ever, to show that there is no proof at all from p to ¢, and no relevant
proof from p — rtop — (g — r). We can do this if we have some
way of showing that if we have a proof for some argument, we have a
normal proof for that argument.

So, we now work our way towards the following theorem:
THEOREM 2.1.13 [NORMALISATION THEOREM] A proof 7 from X to A re-
duces in some number of steps to a proof ' from X’ to A.

If is linear, so is 7/, and X = X'. If 7 is affine, so is n/, and X’ is
a sub-multiset of X. If 7 is relevant, then so is ©/, and X' covers the
same ground as X, and is a super-multiset of X. If 7t is standard, then
sois 7', and X' covers no more ground than X.
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[1,2,2,3] covers the same ground

as-and is a super-multiset of-[1,2,3].

And [2,2,3,3] covers no more
ground than [1,2,3].
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We allow that m ~, 7. A proof
reduces to itself in zero steps.

Notice how the premise multiset of the normal proof is related to the
premise multiset of the original proof. If we allow duplicate discharge,
then the premise multiset may contain formulas to a greater degree
than in the original proof, but the normal proof will not contain any
new premises. If we allow vacuous discharge, then the normal proof
might contain fewer premises than the original proof.

The normalisation theorem mentions the notion of reduction, so
let us first define it.

DEFINITION 2.1.14 [REDUCTION] A proof 7 reduces to m’ (1w ~ 7') if
some indirect pair in 7 is eliminated in the usual way.

[A](i] ‘
™ T TR
B i A
—[i . ~ 7'(]
A—B A
LE B
B .
. C
C

If there is no 7’ such that @ ~» 7/, then 7’ is normal. If my ~~ 7 ~~

-~ T, We write “7ty ~, 7,” and we say that 7ty reduces to 7, in a
number of steps. We aim to show that for any proof 7, there is some
normal 7t* such that 7t ~, 7*.

The only difficult part in proving the normalisation theorem is show-
ing that the process reduction can terminate in a normal proof. In the
case where we do not allow duplicate discharge, there is no difficulty at

all.

Proof [Theorem 2.1.13: linear and affine cases]: If 7 is a linear proof,
or is an affine proof, then whenever you pick an indirect pair and nor-
malise it, the result is a shorter proof. At most one copy of the proof
7, for A is inserted into the proof 7t;. (Perhaps no substitution is made
in the case of an affine proof, if a vacuous discharge was made.) Proofs
have some finite size, so this process cannot go on indefinitely. Keep de-
leting indirect pairs until there are no pairs left to delete. The resultis a
normal proof to the conclusion A. The premises X remain undisturbed,
except in the affine case, where we may have lost premises along the
way. (An assumption from 7, might disappear if we did not need to
make the substitution.) In this case, the premise multiset X’ from the
normal proof is a sub-multiset of X, as desired. .

If we allow duplicate discharge, however, we cannot be sure that in
normalising we go from a larger to a smaller proof. The example on
page 26 goes from a proof with 11 formulas to another proof with 11
formulas. The result is no smaller, so size is no guarantee that the
process terminates.

To gain some understanding of the general process of transforming a
non-normal proof into a normal one, we must find some other measure
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that decreases as normalisation progresses. If this measure has a least
value then we can be sure that the process will stop. The appropriate
measure in this case will not be too difficult to find. Let’s look at a part
of the process of normalisation: the complexity of the formula that is
normalised.

DEFINITION 2.1.15 [COMPLEXITY] A formula’s complexity is the number
of connectives in that formula. In this case, it is the number of in-
stances of ‘—’ in the formula.

The crucial features of complexity are that each formula has a finite
complexity, and that the proper subformulas of a formula each have a
lower complexity than the original formula. This means that complex-
ity is a good measure for an induction, like the size of a proof.

Now, suppose we have a proof containing just one indirect pair, intro-
ducing and eliminating A — B, and suppose that otherwise, 7ty (the
proof of B from A) and 7, (the proof of A) are normal.

(A"
s 7
BEFORE: B L AFTER: AA
—_— i L
A—B A -
—E B
B

Unfortunately, the new proof is not necessarily normal. The new proof
is non-normal if 71, ends in the introduction of A, while 7t; starts off
with the elimination of A. Notice, however, that the non-normality of
the new proof is, somehow, smaller. There is no non-normality with
respect to A — B, or any other formula that complex. The potential
non-normality is with respect to a subformula A. This result would
still hold if the proofs 711 and 71, weren’t normal themselves, but when
they might have —I/—E pairs for formulas less complex than A — B.
If A — B is the most complex detour formula in the original proof,
then the new proof has a smaller most complex detour formula.

DEFINITION 2.1.16 [NON-NORMALITY] The non-normality measure of a
proof is a sequence (cy,Cz,...,cn) of numbers such that ¢; is the num-
ber of indirect pairs of formulas of complexity i. The sequence for a
proof stops at the last non-zero value. Sequences are ordered with their
last number as most significant. That is, (cy,...,cn) > (d1,...,dm) if
and only if n > m, or if n = m, when ¢, > d,, orif ¢,, = d, when
<C1,... ,Cn_1> > <d1,...,dn_1>.

Non-normality measures satisfy the finite descending chain condition.
Starting at any particular measure, you cannot find any infinite des-
cending chain of measures below it. There are infinitely many meas-
ures smaller than (0, 1) (in this case, {0), (1), (2),...). However, to form
a descending sequence from (0,1) you must choose one of these as
your next measure. Say you choose (500). From that, you have only
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finitely many (500, in this case) steps until (). This generalises. From
the sequence (cy,...,cn), you lower c,, until it gets to zero. Then
you look at the index for n — 1, which might have grown enormously.
Nonetheless, it is some finite number, and now you must reduce this
value. And so on, until you reach the last quantity, and from there, the
empty sequence (). Here is an example sequence using this ordering
(3,2,30) > (2,8,23) > (1,47,15) > (138,478) > --- > (1,3088) >
(314159) > --- > (1) > ().

LEMMA 2.1.17 [NON-NORMALITY REDUCTION] Any a proof with an in-
direct pair reduces in one step to some proof with a lower measure of
non-normality.

Proof: Choose a detour formula in 7 of greatest complexity (say n),
such that its proof contains no other detour formulas of complexity
n. Normalise that proof. The result is a proof i’ with fewer detour
formulas of complexity n (and perhaps many more of n — 1, etc.). So,
it has a lower non-normality measure. .

Now we have a proof of our normalisation theorem.

Proof [of Theorem 2.1.13: relevant and standard case]: Start with 7, a
proof that isn’t normal, and use Lemma 2.1.17 to choose a proof 7’
with a lower measure of non-normality. If 7/ is normal, we're done. If
it isn’t, continue the process. There is no infinite descending chain of
non-normality measures, so this process will stop at some point, and
the result is a normal proof. .

Every proof may be transformed into a normal proof. If there is a lin-
ear proof from X to A then there is a normal linear proof from X to
A. Linear proofs are satisfying and strict in this manner. If we allow
vacuous discharge or duplicate discharge, matters are not so straight-
forward. For example, there is a non-normal standard proof from p, q
to p:
p
— 11
q—"p q

P
but there is no normal standard proof from exactly these premises to
the same conclusion, since any normal proof from atomic premises to
an atomic conclusion must be an assumption alone. We have a normal
proof from p to p (it is very short!), but there is no normal proof from
p to p that involves q as an extra premise.

Similarly, there is a relevant proof from p — (p — q),p to g, but
it is non-normal.

—E

p—(p—aq) [p
P—( [p
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There is no normal relevant proof from p — (p — ¢),p to 4. Any
normal relevant proof from p — (p — q) and p to q must use —E to
deduce p — g, and then the only other possible move is either —I (in
which case we return to p — (p — () none the wiser) or we perform
another —E with another assumption p to deduce g, and we are done.
Alas, we have claimed two undischarged assumptions of p. In the non-
linear cases, the transformation from a non-normal to a normal proof
does damage to the number of times a premise is used.

» «

It is very tempting to view normalisation as a way of eliminating re-

dundancies and making explicit the structure of a proof. However, if This passage is the hardest part of
that is the case, then it should be the case that the process of normal- Section 2.1. Feel free to skip over
. . disti P " for th fth the proofs of theorems in this sec-
isation cannot give us two distinct “answers” for the structure of the i " il page 38 on first reading.
one proof. Can two different reduction sequences for a single proof res-

ult in different normal proofs? To investigate this, we need one more

notion of reduction.

DEFINITION 2.1.18 [PARALLEL REDUCTION] A proof 7t parallel reduces to
7’ if some number of indirect pairs in 7 are eliminated in parallel. We

17

write “7t ~ 7.

For example, consider the proof with the following two detour formu-
las marked:

A — (A —B) [A"Y
A—B (Al (A1)

To process them we can take them in any order. Eliminating the A — B,
we have

which now has two copies of the A — A to be reduced. However, these
copies do not overlap in scope (they cannot, as they are duplicated in
the place of assumptions discharged in an eliminated —1I rule) so they
can be processed together. The result is the proof

A—(A—B) A
—E
A—B A
B

—E
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To do: This proof sketch
should be made more precise.

You can check that if you had processed the formulas to be eliminated
in the other order, the result would have been the same.

LEMMA 2.1.19 [DIAMOND PROPERTY FOR ~] [f 7t ~ 711 and 7t ~ 7, then
there is some m’ where m; ~ ' and 7, ~ 7.

Proof [sketch]: Take the detour formulas in 7 that are eliminated in the
move to 7t; or to 7. For those not eliminated in the move to 7t;, mark
their corresponding occurrences in 7ty. Similarly, mark the occurrences
of formulas in 7, that are detour formulas in 7t that are eliminated in
the move to 7t;. Now eliminate the marked formulas in 7t; and those
in 71, to produce the proof 7t’. .

THEOREM 2.1.20 [ONLY ONE NORMAL FORM] Any sequence of reduction
steps from a proof m that terminates, terminates in a unique normal
proof m*.

Proof: Suppose that 7w ~, 7/, and 7t ~, ©”. It follows that we have
two reduction sequences

TCnm TU) ~o Ty~ + oo~ TO

By the diamond property, we have a t; ; where 7t} ~ 77 7 and 7t} ~
71 1. Then ©t{ ~ 717 1 and mt{’ ~~ 71§ so by the diamond property there
is some 7, 1 where 1) ~ 7, 1 and 1 7 ~ 73,1. Continue in this vein,
guided by the picture below:

T~ T e T ~ T
M Sl M Sl
! «in]J«in])z«i «in]m
M Sl S Sl
T T~ T~ e ST
M Sl M Sl
Ml Sl M Sl
! ST 1= Tl 2~ -+~ T

to find the desired proof 7*. So, if 7/, and ©t/ are normal they must be
identical. .

So, sequences of reductions from 7t cannot terminate in two different
proofs. However, does every reduction process terminate?

DEFINITION 2.1.21 [STRONGLY NORMALISING] A proof 7 is strongly nor-
malising (under a reduction relation ~~) if and only if there is no infin-
ite reduction sequence starting from 7.
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We will prove that every proof is strongly normalising under the rela-
tion ~ of deleting detour formulas. To assist in talking about this, we
need to make a few more definitions. First, the reduction tree.

DEFINITION 2.1.22 [REDUCTION TREE] The reduction tree (under ~~) of
a proof 7t is the tree whose branches are the reduction sequences on
the relation ~». So, from the root 7 we reach any proof accessible in
one ~ step from 7. From each 7’ where 7t ~» 7/, we branch similarly.
Each node has only finitely many successors as there are only finitely
many detour formulas in a proof. For each proof 7, v(7) is the size of
its reduction tree.

LEMMA 2.1.23 [THE SIZE OF REDUCTION TREES] The reduction tree of a
strongly normalising proof is finite. It follows that not only is every
reduction path finite, but there is a longest reduction path.

Proof: This is a corollary of Konig's Lemma, which states that every
tree in which the number of immediate descendants of a node is finite
(it is finitely branching), and in which every branch is finitely long, is
itself finite. It follows that any strongly normalising proof not only
has only finite reduction paths, it also has a longest reduction path. =

Now to prove that every proof is strongly normalising. To do this, we
define a new property that proofs can have: of being red. It will turn
out that all red proofs are strongly normalising. It will also turn out
that all proofs are red.

DEFINITION 2.1.24 [red PrROOFs] We define a new predicate ‘red” apply-
ing to proofs in the following way.

» A proof of an atomic formula is red if and only if it is strongly
normalising.

» A proof 7t of an implication formula A — B is red if and only if
whenever 7t is a red proof of A, then the proof

is a red proof of type B.

We will have cause to talk often of the proof found by extending a
proof 7t of A — B and a proof 7’ of A to form the proof of B by adding
an —E step. We will write ‘(7 7’)’ to denote this proof. If you like, you
can think of it as the application of the proof 7t to the proof 7’.

Now, our aim will be twofold: to show that every red proof is strongly
normalising, and to show that every proof is red. We start by proving
the following crucial lemma:

LEMMA 2.1.25 [PROPERTIES OF red PrROOFS| For any proof m, the follow-
ing three conditions hold:
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It's true that every finitely branching

tree with finite branches is finite.
But is it obvious that it's true?

The term ‘red’ should bring to
mind ‘reducible.” This formulation

of strong normalisation is originally

due to William Tait [86]. | am fol-

lowing the presentation of Jean-Yves

Girard [36, 37].
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C1

c2

3

If v is red then 7t is strongly normalisable.
If muis red and 7 reduces to 7' in one step, then 7’ is red too.

If tis a proof not ending in —I, and whenever we eliminate one
indirect pair in w we have a red proof, then m is red too.

Proof: We prove this result by induction on the formula proved by 7.
We start with proofs of atomic formulas.

C1

c2

<3

Any red proof of an atomic formula is strongly normalising, by
the definition of ‘red’.

If 7 is strongly normalising, then so is any proof to which n
reduces.

7t does not end in —I as it is a proof of an atomic formula. If
whenever T =7 7’ and 7’ is red, since 7’ is a proof of an atomic
formula, it is strongly normalising. Since any reduction path
through 7 must travel through one such proof 7/, each such path
through 7t terminates. So, 7t is red.

Now we prove the results for a proof w of A — B, under the assump-
tion that c1, c2 and c3 they hold for proofs of A and proofs of B. We
can then conclude that they hold of all proofs, by induction on the
complexity of the formula proved.

C1

c2

3

If 7t is a red proof of A — B, consider the proof

LT
c: A—B A
B

The assumption A is a normal proof of its conclusion A not end-
ing in —I, so c3 applies and it is red. So, by the definition of red
proofs of implication formulas, o is a red proof of B. Condition
c1 tells us that red proofs of B are strongly normalising, so any
reduction sequence for 0 must terminate. It follows that any re-
duction sequence for 7t must terminate too, since if we had a non-
terminating reduction sequence for 7, we could apply the same
reductions to the proof o. But since o is strongly normalising,
this cannot happen. It follows that 7 is strongly normalising too.

Suppose that 7t reduces in one step to a proof 7. Given that 7t
is red, we wish to show that 7’ is red too. Since 7t/ is a proof
of A — B, we want to show that for any red proof n” of A, the
proof (n’ ") is red. But this proof is red since the red proof
(") reduces to (n' ") in one step (by reducing 7t to 7’), and
c2 applies to proofs of B.

Suppose that 7t does not end in —I, and suppose that all of the
proofs reached from 7t in one step are red. Let o be a red proof
of A. We wish to show that the proof (7 o) is red. By c1 for the
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formula A, we know that ¢ is strongly normalising. So, we may
reason by induction on the length of the longest reduction path
for 0. If o is normal (with path of length 0), then (7o) reduces
in one step only to (7’ 0), with 7’ one step from 7. But 7’ is red
so (7’ 0) is too.

On the other hand, suppose o is not yet normal, but the result
holds for all o’ with shorter reduction paths than o. So, suppose
T reduces to (to’) with o’ one step from o. o’ is red by the
induction hypothesis c2 for A, and ¢’ has a shorter reduction
path, so the induction hypothesis for o’ tells us that (wo’) is
red.

There is no other possibility for reduction as 7 does not end in
—1, so reductions must occur wholly in 7t or wholly in o, and not
in the last step of (o).

This completes the proof by induction. The conditions c1, c2 and c3
hold of every proof. .

Now we prove one more crucial lemma.

LEMMA 2.1.26 [red PROOFs ENDING IN —I| If for each red proof o of A,
the proof

(o) : A

is red, then so is the proof

A—B

Proof: We show that the (t0) is red whenever ¢ is red. This will
suffice to show that the proof T is red, by the definition of the predicate
‘red’ for proofs of A — B. We will show that every proof resulting
from (7o) in one step is red, and we will reason by induction on the
sum of the sizes of the reduction trees of 7w and 0. There are three
cases:

» (t10) ~ 7(0). In this case, (o) is red by the hypothesis of the
proof.

» (T0) ~ (1’ o). In this case the sum of the size of the reduction
trees of T/ and o is smaller, and we may appeal to the induction
hypothesis.

» (To) ~ (T0’). In this case the sum of the size of the reduction
trees is T and o’ smaller, and we may appeal to the induction
hypothesis. .
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THEOREM 2.1.27 [ALL PROOFS ARE red] Every proof m is red.

LEMMA 2.1.28 [red PROOFS BY INDUCTION] Given proof m with assump-
tions Aq,...,An, and any red proofs o1,..., 0, of the respective for-
mulas Ay, ..., Ay, it follows that the proof m(o4, ..., 0n) in which each
assumption Ay is replaced by the proof o; is red.

Proof: We prove this by induction on the construction of the proof.

» If 7t is an assumption A4, the claim is a tautology (if oy is red,
then o7 is red).

» If mends in —E, and is (77 712), then by the induction hypothesis
mi(o1,...,0n) and (09, ..., 0n) are red. Since 71(07,...,0n)
has type A — B the definition of redness tells us that when
ever it is applied to a red proof the result is also red. So, the
proof (mty(01,...,0,) m2(071,...,0,)) is red, but this is simply
7(01,...,0n0).

» If m ends in an application of —I. This case is dealt with by
Lemma 2.1.26: if 7 is a proof of A — B ending in —E, then
we may assume that 7/, the proof of B from A inside 7 is red, so
by Lemma 2.1.26, the result 7 is red too.

It follows that every proof is red. .

It follows also that every proof is strongly normalising, since all red
proofs are strongly normalising.

2.1.3 | PROOFS AND A-TERMS

It is very tempting to think of proofs as processes or functions that
convert the information presented in the premises into the informa-
tion in the conclusion. This is doubly tempting when you look at the
notation for implication. In —E we apply something which converts
A to B (a function from A to B?) to something which delivers you
A (from premises) into something which delivers you B. In —I if we
can produce B (when supplied with A, at least in the presence of other
resources—the other premises) then we can (in the context of the other
resources at least) convert As into Bs at will.

Let’s make this talk a little more precise, by making explicit this
kind of function-talk. It will give us a new vocabulary to talk of proofs.

We start with simple notation to talk about functions. The idea is
straightforward. Consider numbers, and addition. If you have a num-
ber, you can add 2 to it, and the result is another number. If you like,
if x is a number then

x+2

is another number. Now, suppose we don’t want to talk about a partic-
ular number, like 5+ 2 or 7 + 2 or x + 2 for any choice of x, but we
want to talk about the operation or of adding two. There is a sense in
which just writing “x 4 2” should be enough to tell someone what we
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mean. It is relatively clear that we are treating the “x” as a marker for
the input of the function, and “x+2” is the output. The function is the
output as it varies for different values of the input. Sometimes leaving
the variables there is not so useful. Consider the subtraction

X—y

You can think of this as the function that takes the input value x and
takes away y. Or you can think of it as the function that takes the input
value y and subtracts it from x. or you can think of it as the function
that takes two input values x and y, and takes the second away from
the first. Which do we mean? When we apply this function to the
input value 5, what is the result? For this reason, we have a way of
making explicit the different distinctions: it is the A-notation, due to
Alonzo Church [17]. The function that takes the input value x and
returns x + 2 is denoted
Ax.(x +2)

The function taking the input value y and subtracts it from x is

Ay.(x —y)

The function that takes two inputs and subtracts the second from the
first is
Ax.AyY.(x —y)

Notice how this function works. If you feed it the input 5, you get the
output Ay.(5 —y). We can write application of a function to its input
by way of juxtaposition. The result is that

(Ax.Ay.(x —y)5)

evaluates to the result Ay.(5 —y). This is the function that subtracts
y from 5. When you feed this function the input 2 (i.e., you evaluate
(Ay.(5—y) 2)) the result is 5—2 — in other words, 3. So, functions can
have other functions as outputs.

Now, suppose you have a function f that takes two inputs y and z, and
we wish to consider what happens when you apply f to a pair where
the first value is the repeated as the second value. (If f is Ax.Ay.(x —y)
and the input value is a number, then the result should be 0.) We can
do this by applying f to the value x twice, to get ((fx)x). But this is
not a function, it is the result of applying f to x and x. If you consider
this as a function of x you get

Ax.((fx)x)

This is the function that takes x and feeds it twice into f. But just as
functions can create other functions as outputs, there is no reason not
to make functions take other functions as inputs. The process here
was competely general — we knew nothing specific about f — so the
function

Ay Ax.((y x) x)
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Draw the function as atable
of values for each pair of in-
puts, and you will see why
this is called the ‘diagonal.’

This is the untyped A-calculus.

takes an input y, and returns the function Ax.((yx)x). This function
takes an input x, and then applies y to x and then applies the result to
x again. When you feed it a function, it returns the diagonal of that
function.

Now, sometimes this construction does not work. Suppose we feed
our diagonal function Ay.Ax.((y x) x) an input that is not a function, or
that is a function that does not expect two inputs? (That is, it is not
a function that returns another function.) In that case, we may not
get a sensible output. One response is to bite the bullet and say that
everything is a function, and that we can apply anything to anything
else. We won't take that approach here, as something becomes very
interesting if we consider what happens if we consider variables (the x
and y in the expression Ay.Ax.((y x) x)) to be typed. We could consider
y to only take inputs which are functions of the right kind. That is, y
is a function that expects values of some kind (let’s say, of type A), and
when given a value, returns a function. In fact, the function it returns
has to be a function that expects values of the very same kind (also
type A). The result is an object (perhaps a function) of some kind or
other (say, type B). In other words, we can say that the variable y takes
values of type A — (A — B). Then we expect the variable x to take
values of type A. We'll write these facts as follows:

y:A— (A—B) XA

Now, we may put these two things together, to say derive the type of
the result of applying the function y to the input value x.

y:A—-(A—B) x:A
(yx):A—B

Applying the result to x again, we get
y:A—-(A—B) x:A
(yx):A—B x: A
(lyx)x):B

Then when we abstract away the particular choice of the input value x,
we have this

y:A—(A—=B) [x:A]
(yx):A—B [x:A]
((yx)x): B
Ax.((yx)x):A—B
and abstracting away the choice of y, we have
y:A— (A—B)] [x:A]
(yx):A—B [x : A
((yx)x): B
Ax.((yx)x):A— B
AyAx.((yx)x): (A — (A —B)) — (A — B)
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so the diagonal function Ay.Ax.((y x) x) has type (A — (A — B)) —
(A — B). It takes functions of type A — (A — B) as input and returns
an output of type A — B.

Does that process look like something you have already seen?

We may use these A-terms to represent proofs. Here are the definitions.
We will first think of formulas as types.

TYPE ::= ATOM | (TYPE — TYPE)

Then, given the class of types, we can construct terms for each type.

DEFINITION 2.1.29 [TYPED SIMPLE A-TERMS] The class of typed simple A-
terms is defined as follows:

» For each type A, there is an infinite supply of variables x*, y*,

™, wh, x, x4, etc.

» If M is a term of type A — B and N is a term of type A, then
(MN) is a term of type B.

» If M is a term of type B then Ax*.M is a term of type A — B.

These formation rules for types may be represented in ways familiar
to those of us who care for proofs. See Figure 2.3.

[x: A]M
M:A—B N:A :
(MN):B M:B
MX.M:A—B

Ii

Figure 2.3: RULES FOR A-TERMS

Sometimes we write variables without superscripts, and leave the typ-
ing of the variable understood from the context. It is simpler to write
Ay Ax.((yx) x) instead of AyA—(A=B) AxA((yA—(A—=B) xA)xA).

Not everything that looks like a typed A-term actually is. Consider
the term

Ax.(xx)

There is no such simple typed A-term. Were there such a term, then x
would have to both have type A — B and type A. But as things stand
now, a variable can have only one type. Not every A-term is a typed
A-term.

Now, it is clear that typed A-terms stand in some interesting rela-
tionship to proofs. From any typed A-term we can reconstruct a unique
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proof.Take Ax.Ay.(y x), where y has type p — ¢ and x has type p. We
can rewrite the unique formation pedigree of the term is a tree.

ly:p—adql [x:p]
(yx):q
Ay.(yx):(p—4q)—g

AXAy.(ux):p— ((p—4q) —q)

and once we erase the terms, we have a proof of p — ((p — q) —
d). The term is a compact, linear representation of the proof which is
presented as a tree.

The mapping from terms to proofs is many-to-one. Each typed term
constructs a single proof, but there are many different terms for the
one proof. Consider the proofs

P—=qd P p—(q—71) P

q (@ —T)
we can label them as follows

X:p—q Y:p z:p—(q—71) y:p

(xy):q (zy):q—r
we could combine them into the proof

z:p—(q—7) y:p x:p—q y:p

(zy):q—r1 (xy):q
(zy)(xy) : 7

but if we wished to discharge just one of the instances of p, we would
have to have chosen a different term for one of the two subproofs. We
could have chosen the variable w for the first p, and used the following
term:

z:p—(g—7) w:pl x:p—q y:p

(zw):q — T (xy):q

(zw)(xy) : 7

M. (zw)(xy):p — T

So, the choice of variables allows us a great deal of choice in the con-
struction of a term for a proof. The choice of variables both does not
matter (who cares if we replace x* by y”) and does matter (when it
comes to discharge an assumption, the formulas discharged are exactly
those labelled by the particular free variable bound by A at that stage).

DEFINITION 2.1.30 [FROM TERMS TO PROOFS AND BACK] For every typed
term M (of type A), we find PROOF(M) (of the formula A) as follows:

» PROOE(x™) is the identity proof A.
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» 1f PROOE(MA™B) is the proof 17 of A — B and PROOE(N?) is the

proof 7, of A, then extend them with one —E step into the proof
PROOE(MNB) of B.

» If PROOF(MPB) is a proof 7 of B and x* is a variable of type A,
then extend the proof 7 by discharging each premise in 7 of
type A labelled with the variable x*. The result is a the proof
PROOF((Ax.M)*7B) of type A — B.

Conversely, for any proof 7, we find the set TERMS(7) as follows:

» TERMS(A) is the set of variables of type A. (Note that the term is
an unbound variable, whose type is the only assumption in the
proof.)

» If 7y is a proof of A — B, and M (of type A — B) is a member
of TERMS(711), and N (of type A) is a member of TERMS(7t,), then
(MN) (which is of type B) is a member of TErms(7t), where 7 is
the proof found by extending m; and 7t, by the —E step. (Note
that if the unbound variables in M have types corresponding to
the assumptions in 71; and those in N have types corresponding
to the assumptions in 7., then the unbound variables in (MN)
have types corresponding to the variables in 7.)

» Suppose 7t is a proof of B, and we extend 7 into the proof 7’
by discharging some set (possibly empty) of instances of the for-
mula A, to derive A — B using —I. Then, in M is a member
of TErMs(7t) for which a variable x labels all and only those as-
sumptions A that are discharged in this —I step, then Ax.M is
a member of TERmMs(7t’). (Notice that the free variables in Ax.M
correspond to the remaining active assumptions in 7’.

THEOREM 2.1.31 [RELATING PROOFS AND TERMS] If M € TERMS(7t) then
7t = PROOF(M). Conversely, M’ € TERMS(PROOE(M)) if and only if M/
is a relabelling of M.

Proof: A simple induction on the construction of 7 in the first case,
and M in the second. .

The following theorem shows that the A-terms of different kinds of
proofs have different features.

THEOREM 2.1.32 [DISCHARGE CONDITIONS AND A-TERMS] A A-term is a
term of a linear proof iff each A expression binds exactly one variable.
It is a term of a relevant proof iff each A expression binds at least one
variable. It is a term of an affine proof iff each A expression bind at
most one variable.

The most interesting connection between proofs and A-terms is not
simply this pair of mappings. It is the connection between normalisa-
tion and evaluation. We have seen how the application of a function,
like Ax.((yx) x) to an input like M is found by removing the lambda
binder, and substituting the term M for each variable x that was bound
by the binder. In this case, we get ((y M) M).
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DEFINITION 2.1.33 [ REDUCTION] The term Ax.M N is said to directly
B-reduce to the term M[x := N] found by substituting the term N for
each free occurrence of x in M.

Furthermore, M B-reduces in one step to M’ if and only if some
subterm N inside M immediately 3-reduces to N’ and M’ = M[N :=
N’]. A term M is said to B-reduce to M* if there is some chain M =
My, - - M, = M* where each M; B-reduces in one step to My, 1.

Consider what this means for proofs. The term (Ax.M N) immediately
B-reduces to M[x := N]. Representing this transformation as a proof,
we have

[x: Al
zm
M:B E”r B N:A
AM:A B N:A L
M[x:=N]:B
(Ax.M'N):B

and B-reduction corresponds to normalisation. This fact leads immedi-
ately to the following theorem.

THEOREM 2.1.34 [NORMALISATION AND (3-REDUCTION] PROOF(N) is nor-
mal if and only if the term N does not B-reduce to any other term.
If N B-reduces to N’ then a normalisation process sends PROOE(N) to
PROOE(N’).

This natural reading of normalisation as function application, and the
easy way that we think of (Ax.M'N) as being identical to M[x := N]
leads some to make the following claim:

If 7t and 7’ normalise to the same proof,
then 7t and 7t are really the same proof.

We will discuss proposals for the identity of proofs in a later section.

2.1.4 | HISTORY

Gentzen'’s technique for natural deduction is not the only way to rep-
resent this kind of reasoning, with introduction and elimination rules
for connectives. Independently of Gentzen, the Polish logician, Stan-
istaw Jaskowski constructed a closely related, but different system for
presenting proofs in a natural deduction style. In Jaskowski’s system, a
proof is a structured list of formulas. Each formula in the list is either
a supposition, or it follows from earlier formulas in the list by means
of the rule of modus ponens (conditional elimination), or it is proved
by conditionalisation. To prove something by conditionalisation you
first make a supposition of the antecedent: at this point you start a box.
The contents of a box constitute a proof, so if you want to use a for-
mula from outside the box, you may repeat a formula into the inside.
A conditionalisation step allows you to exit the box, discharging the
supposition you made upon entry. Boxes can be nested, as follows:
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1. A — (A — B) Supposition

2. A Supposition

3. A — (A — B) 1, Repeat

4. A —B 2, 3, Modus Ponens

5. B 2, 4, Modus Ponens

6. A—B 2—5, Conditionalisation

7. (A — (A —B))— (A —B) 1-6, Conditionalisation

This nesting of boxes, and repeating or reiteration of formulas to enter
boxes, is the distinctive feature of Jaskowski’s system. Notice that we
could prove the formula (A — (A — B)) — (A — B) without using
a duplicate discharge. The formula A is used twice as a minor premise
in a Modus Ponens inference (on line 4, and on line 5), and it is then
discharged at line 6. In a Gentzen proof of the same formula, the as-
sumption A would have to be made twice.

Jaskowski proofs also straightforwardly incorporate the effects of a
vacuous discharge in a Gentzen proof. We can prove A — (B — A)
using the rules as they stand, without making any special plea for a
vacuous discharge:

1. A Supposition

2. B Supposition

3. A 1, Repeat

4. B— A 2—3, Conditionalisation
5. A— (B— A) 1—4, Conditionalisation

The formula B is supposed, and it is not used in the proof that fol-
lows. The formula A on line 4 occurs after the formula B on line 3,
in the subproof, but it is harder to see that it is inferred from thatB.
Conditionalisation, in Jaskowski’s system, colludes with reiteration to
allow the effect of vacuous discharge. It appears that the “fine control”
over inferential connections between formulas in proofs in a Gentzen
proof is somewhat obscured in the linearisation of a Jaskowski proof.
The fact that one formula occurs after another says nothing about how
that formula is inferentially connected to its forbear.

Jaskowski’s account of proof was modified in presentation by Fre-
deric Fitch (boxes become assumption lines to the left, and hence be-
come somewhat simpler to draw and to typeset). Fitch’s natural deduc-
tion ststem gained quite some popularity in undergraduate education
in logic in the 1960s and following decades in the United States [31].
Edward Lemmon’s text Beginning Logic [49] served a similar purpose
in British logic education. Lemmon’s account of natural deduction is
similar to this, except that it does without the need to reiterate by
breaking the box.

1 (1) A— (A—B) Assumption
2 (2) A Assumption
1,2 (3) A—B 1, 2, Modus Ponens
1,2 (4) B 2,3, Modus Ponens
1 (5) A—B 2, 4, Conditionalisation
(6) B 1, 5, Conditionalisation

§2.1 - NATURAL DEDUCTION FOR CONDITIONALS

[SEPTEMBER 18, 2006]

45



For more information on the his-
tory of natural deduction, con-
sult Jeffrey Pelletier’s article [62].

Now, line numbers are joined by assumption numbers: each formula
is tagged with the line number of each assumption upon which that
formula depends. The rules for the conditional are straightforward: If
A — B depends on the assumptions X and A depends on the assump-
tions Y, then you can derive B, depending on the assumptions X, Y.
(You should ask yourself if X, Y is the set union of the sets X and Y, or
the multiset union of the multisets X and Y. For Lemmon, the assump-
tion collections are sets.) For conditionalisation, if B depends on X, A,
then you can derive A — B on the basis of X alone. As you can see,
vacuous discharge is harder to motivate, as the rules stand now. If we
attempt to use the strategy of the Jaskowski proof, we are soon stuck:

1 (1) A Assumption
2 (2) B Assumption

(3)

There is no way to attach the assumption number “2” on to the for-
mula A. The linear presentation is now explicitly detached from the
inferential connections between formulas by way of the assumption
numbers. Now the assumption numbers tell you all you need to know
about the provenance of formulas. In Lemmon’s own system, you can
prove the formula A — (B — A) but only, as it happens, by taking a
detour through conjunction or some other connective.

1 (1) A Assumption
2 (2) B Assumption
1,2 (3) AAB 1,2, Conjunction intro
1,2 (4) A 3, Conjunction elim
1 (5) B—A 2,4, Conditionalisation
(6) A— (B—A) 1,5 Conditionalisation

This seems quite unsatisfactory, as it breaks the normalisation property.
(The formula A — (B — A) is proved only by a non-normal proof—in
this case, a proof in which a conjunction is introduced and then immedi-
ately eliminated.) Normalisation can be restored to Lemmon’s system,
but at the cost of the introduction of a new rule, the rule of weakening,
which says that if A depends on assumptions X, then we can infer A
depending on assumptions X together with another formula.

Notice that the lines in a Lemmon proof don’t just contain formu-
las (or formulas tagged a line number and information about how the
formula was deduced). They are pairs, consisting of a formula, and the
formulas upon which the formula depends. In a Gentzen proof this
information is implicit in the structure of the proof. (The formulas
upon which a formula depends in a Gentzen proof are the leaves in the
tree above that formula that are undischarged at the moment that this
formula is derived.) This feature of Lemmon’s system was not original
to him. The idea of making completely explicit the assumptions upon
which a formula depends had also occurred to Gentzen, and this insight
is our topic for the next section.

» «
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Linear, relevant and affine implication have a long history. Relevant
implication bust on the scene through the work of Alan Anderson and
Nuel Belnap in the 1960s and 1970s [1, 2], though it had precursors
in the work of the Russian logician, I. E. Orlov in the 1920s [23, 57].
The idea of a proof in which conditionals could only be introduced
if the assumption for discharge was genuinely used is indeed one of
the motivations for relevant implication in the Anderson—Belnap tra-
dition. However, other motivating concerns played a role in the devel-
opment of relevant logics. For other work on relevant logic, the work
of Dunn [26, 27], Routley and Meyer [81], Read [71] and Mares [51]
are all useful. Linear logic arose much more centrally out of proof-
theoretical concerns in the work of the proof-theorist Jean-Yves Girard
in the 1980s [35, 37]. A helpful introduction to linear logic is the text
of Troelstra [go]. Affine logic is introduced in the tradition of linear lo-
gic as a variant on linear implication. Affine implication is quite close,
however to the implication in Eukasiewicz’s infinitely valued logic—
which is slightly stronger, but shares the property of rejecting all con-
traction-related principles [75]. These logics are all substructural lo-

gics [24, 59, 76]
The definition of normality is due to Prawitz [63], though glimpses of
the idea are present in Gentzen's original work [33].

The A-calculus is due to Alonzo Church [17], and the study of A-calculi
has found many different applications in logic, computer science, type
theory and related fields [3, 39, 83]. The correspondence between for-
mulas/proofs and types/terms is known as the Curry—Howard corres-
pondence [43]. Todo: find the Curry reference.

2.1.5 | EXERCISES

Working through these exercises will help you understand the material. 1 am not altogether confident about
As with all logic exercises, if you want to deepend your understanding ~the division of the exercises into “ba-
f th hni hould h . 1 th sic,” “intermediate,” and “advanced.”

of these techniques, you should attempt the exercises until they are 4, rcciate your feedback on

no longer difficult. So, attempt each of the different kinds of basic whether some exercises are too easy
exercises, until you know you can do them. Then move on to the or too difficult for their categories.
intermediate exercises, and so on. (The project exercises are not the

kind of thing that can be completed in one sitting.)
BASIC EXERCISES

01 Which of the following formulas have proofs with no premises?

:p—(p—p)

:p—(q—q)
(p—=p)—=pP)—0p
(p—d)—p)—0p
c((d—d)—p)—p
c(p—d)—dq)—p
:p—(qd—(qg—7p))
cp—=d)—=(pP—0mP—4a)
c((q—=p)—=p)—=(p—q)—q)

O OO NV B~ W N R
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Q2

Q3

Q4

Q5

Q6

Q7

Q8

10 :(p—q)—((g—p)—(p—7p))

11 : (p—q)—((g—=p)—(p—0a))
12:(p—=qg—=((p—(q—=71) = (p—T))
13:(q—=p)—=((p—a)—{qg—p)— (p—4q))
14 : ((p—p)—p)—=({(p—=p)—(p—7p) —Dp)
15 : (p1 —=Pp2) = ((q— (p2 = 1) = (g = (p1 — 1))

For each formula that can be proved, find a proof that complies with
the strictest discharge policy possible.

Annotate your proofs from Exercise 1 with A-terms. Find a most gen-
eral A-term for each provable formula.

Construct a proof from ¢ — rto (¢ — (p — p)) — (q — ) using
vacuous discharge. Then construct a proof of B — (A — A) (also using
vacuous discharge). Combine the two proofs, using —E to deduce B —
C. Normalise the proof you find. Then annotate each proof with A-
terms, and explain the B reductions of the terms corresponding to the
normalisation.

Then construct a proof from (p — 1) — ((p = 1) —q))to(p — 1) —
q using duplicate discharge. Then construct a proof from p — (q — 1)
and p — q to p — 7 (also using duplicate discharge). Combine the two
proofs, using —E to deduce q. Normalise the proof you find. Then
annotate each proof with A-terms, and explain the p reductions of the
terms corresponding to the normalisation.

Find types and proofs for each of the following terms.

© AXAYX

© AXAYAz.((xz)(yz))
© AxAY.Az.(x(yz))

: Ax.Ay.(yx)

: AxAyY.((yx)x)

U1 B~ W N R

Which of the proofs are linear, which are relevant and which are affine?

Show that there is no normal relevant proof of these formulas.

1:p—(q—7p)
2:(p—q)—(p—(r—aq)
3:p—(Pp—p)

Show that there is no normal affine proof of these formulas.

1:(p—=q)—=((p—=(g—=1)—=(p—1))
2:(p—=Mp—-a)—(p—aq)

Show that there is no normal proof of these formulas.

1:((p—dq)—p)—0p
2:((p—q)—aq)—((g—=p)—Dp)

Find a formula that can has both a relevant proof and an affine proof,
but no linear proof.
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Q9

Q10

Q11

Q12

Q13

Q14

INTERMEDIATE EXERCISES

Consider the following “truth tables.”

—>‘tnf —>‘tnf —>‘tnf
t |t n f t|t nn t |t f f
ni{t t f nit t f ni{tn f
flt t t flt t t flt t t
GD3 L3 RM3

A 6Dj3 tautology is a formula that receives the value t in every cp3
valuation. An i3 tautology is a formula that receives the value t in
every t3 valuation. Show that every formula with a standard proof is
a GD3 tautology. Show that every formula with an affine proof is an £3
tautology.

Consider proofs that have paired steps of the form —E/—I. That is, a
conditional is eliminated only to be introduced again. The proof has a
sub-proof of the form of this proof fragment:

A—B [AY
—_— *)E
B
—Ii
A—B

These proofs contain redundancies too, but they may well be normal.

Call a proof with a pair like this circurtous. Show that all circuitous
proofs may be transformed into non-circuitous proofs with the same
premises and conclusion.

In Exercise 5 you showed that there is no normal relevant proof of
p — (p — p). By normalisation, it follows that there is no relevant
proof (normal or not) of p — (p — p). Use this fact to explain why
it is more natural to consider relevant arguments with multisets of
premises and not just sets of premises. (HINT: is the argument from
P, p to p relevantly valid?)

You might think that “if ... then ...” is a slender foundation upon
which to build an account of logical consequence. Remarkably, there
is rather a lot that you can do with implication alone, as these next
questions ask you to explore.

First, define AVB as follows: AVB == (A — B) — B. In what way is
/" like disjunction? What usual features of disjunction are not had
by V? (Pay attention to the behaviour of \/ with respect to different
discharge policies for implication.)

Provide introduction and elimination rules for V that do not involve
the conditional connective —.

Now consider negation. Given an AToMm p, define the p-negation —,A
to be A — p. In what way is “—,” like negation? What usual features
of negation are not had by —, defined in this way? (Pay attention
to the behaviour of — with respect to different discharge policies for
implication.)

§2.1 - NATURAL DEDUCTION FOR CONDITIONALS

[SEPTEMBER 18, 2006]

49



50

Q15

Q16

Q17

Q18

Q19

Q20

Q21

Q22

Provide introduction and elimination rules for —, that do not involve
the conditional connective —.

You have probably noticed that the inference from —,—,A to A is not,
in general, valid. Define a new language crFormMULA inside FORMULA as
follows:

CFORMULA = —,,ATOM | (CFORMULA — CFORMULA)

Show that =,—,A .. A and A .. =,—,A are valid when A is a cror-
MULA.

Now define AAB to be —,(A — —,B), and AVB to be =,A — B. In
what way are AAB and V like conjunction and disjunction of A and
B respectively? (Consider the difference between when A and B are
FORMULAS and when they are crFormULAS.)

Show that if there is a normal relevant proof of A — B then there is
an ATOM occurring in both A and B.

Show that if we have two conditional connectives —; and —, defined
using different discharge policies, then the conditionals collapse, in the
sense that we can construct proofs from A —; B to A —, B and vice
versa.

Explain the significance of the result of Exercise 19.

Add rules the obvious introduction rules for a conjunction connective
® as follows:
A B
A®B
Show that if we have the following two ®E rules:
A®B A®B

®Ih
A B

QI

®I2

we may simulate the behaviour of vacuous discharge. Show, then, that
we may normalise proofs involving these rules (by showing how to
eliminate all indirect pairs, including ®I/®QE pairs).

ADVANCED EXERCISES

Another demonstration of the subformula property for normal proofs
uses the notion of a track in a proof.

DEFINITION 2.1.35 [TRACK] A sequence Ay, ..., A, of formula instances
in the proof 7 is a track of length n + 1 in the proof 7t if and only if

e Ay is a leaf in the proof tree.
e Each A, is immediately below A;.
e For eachi < n, A; is not a minor premise of an application of —E.

A track whose terminus A,, is the conclusion of the proof 7 is said to
be a TRACK OF ORDER 0. If we have a track t whose terminus A,, is the
minor premise of an application of —E whose conclusion is in a track
of order n, we say that t is a TRACK OF ORDER 1L + 1.
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The following annotated proof gives an example of tracks.

AA— ((D—D)—B) A" D]
—E —I,1
4 (D—-D)—B &D—D
—E
VB — ¥ & B
—E
QC
—_— =2
OA—=C
—I3

OB—-C)—(A—C)

(Don't let the fact that this proof has one track of each order 0, 1, 2 and
3 make you think that proofs can’t have more than one track of the
same order. Look at this example —

A—-(B—=C) A
B—C B

C

— it has two tracks of order 1.) The formulas labelled with © form one
track, starting with B — C and ending at the conclusion of the proof.
Since this track ends at the conclusion of the proof, it is a track of order
0. The track consisting of # formulas starts at A — ((D — D) — B)
and ends at B. It is a track of order 1, since its final formula is the
minor premise in the —E whose conclusion is C, in the © track of
order 0. Similarly, the ¢ track is order 2 and the & track has order 3.

For this exercise, prove the following lemma by induction on the
construction of a proof.

LEMMA 2.1.36 In every proof, every formula is in one and only one
track, and each track has one and only one order.

Then prove this lemma.

LEMMA 2.1.37 Lett:Ay,..., Ay be a track in a normal proof. Then

a) The rules applied within the track consist of a sequence (possibly
empty) of [—E] steps and then a sequence (possibly empty) of
[—1] steps.

b) Every formula A in tis a subformula of Ay or of A,,.
Now prove the subformula theorem, using these lemmas.

Q23 Consider the result of Exercise 19. Show how you might define a nat-
ural deduction system containing (say) both a linear and a standard
conditional, in which there is n0 collapse. That is, construct a system
of natural deduction proofs in which there are two conditional con-
nectives: — for linear conditionals, and — for standard conditionals,
such that whenever an argument is valid for a linear conditional, it is
(in some appropraite sense) valid in the system you design (when —
is translated as —1) and whenever an argument is valid for a standard
conditional, it is (in some appropriate sense) valid in the system you
design (when — is translated as —;). What mixed inferences (those
using both —{ and —) are valid in your system?
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Q24

Q25

Q26

Q27

028

Q29

Suppose we have a new discharge policy that is “stricter than linear.”
The ordered discharge policy allows you to discharge only the right-
most assumption at any one time. It is best paired with a strict version
of —E according to which the major premise (A — B) is on the left,
and the minor premise (A) is on the right. What is the resulting logic
like? Does it have the normalisation property?

Take the logic of Exercise 24, and extend it with another connective «,
with the rule «E in which the major premise (B «— A) is on the right,
and the minor premise (A) is on the left, and <1, in which the leftmost
assumption is discharged. Examine the connections between — and
. Does normalisation work for these proofs? [This is Lambek’s logic.
Add references.]

Show that there is a way to be even stricter than the discharge policy
of Exercise 24. What is the strictest discharge policy for —I, that will
result in a system which normalises, provided that —E (in which the
major premise is leftmost) is the only other rule for implication.

Consider the introduction rule for ® given in Exercise 21. Construct
an appropriate elimination rule for fusion which does not allow the
simulation of vacuous (or duplicate) discharge, and for which proofs
normalise.

Identify two proofs where one can be reduced to the other by way of
the elimination of circuitous steps (see Exercise 10). Characterise the
identities this provides among A-terms. Can this kind if identification
be maintained along with B-reduction?

PROJECT

Thoroughly and systematically explain and evaluate the considerations
for choosing one discharge policy over another. This will involve look-
ing at the different uses to which one might put a system of natural
deduction, and then, relative to a use, what one might say in favour of
a different policy.
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2.2 | SEQUENTS AND DERIVATIONS

In this section we will look at a different way of thinking about infer-
ence: Gentzen'’s sequent calculus. The core idea is straightforward. We
want to know what follows from what, so we will keep a track of facts
of consequence: facts we will record in the following form:

AFB

One can read “A + B” in a number of ways. You can say that B follows
from A, or that A entails B, or that the argument from A to B is valid.
The symbol used here is sometimes called the TURNSTILE.

Once we have the notion of consequence, we can ask ourselves
what properties consequence has. There are many different ways you
could answer this question. The focus of this section will be a partic-
ular technique, originally due to Gerhard Gentzen. We can think of
consequence—relative to a particular language—Ilike this: when we
want to know about the relation of consequence, we first consider each
different kind of formula in the language. To make the discussion con-
crete, let’s consider a very simple language: the language of proposi-
tional logic with only two connectives, conjunction A and disjunction
V. That is, we will now look at formulas expressed in the following
grammar:

FORMULA ::= ATOM | (FORMULA /A FORMULA) | (FORMULA V FORMULA)

To characterise consequence relations, we need to figure out how
consequence works on the atoms of the language, and then how the
addition of A and V expands the repertoire of facts about consequence.
To do this, we need to know when we can say A - B when A is a
conjunction, or when A is a disjunction, and when B is a conjunction,
or when B is a disjunction. In other words, for each connective, we need
to know when it is appropriate to infer from a formula featuring that
connective, and when it is appropriate to infer to a formula featuring
that connective. Another way of putting it is that we wish to know
how a connective works on the left of the turnstile, and how it works
on the right.

The answers for our language seem straightforward. For atomic
formulas, p and g, we have p - ¢ only if p and q are the same atom:
so we have p I p for each atom p. For conjunction, we can say that
if AFBand A F C, then A - B A C. That’s how we can infer to a
conjunction. Inferring from a conjunction is also straightforward. We
can say that A A B C when A I C, or when B I C. For disjunction,
we can reason similarly. We can say AV B+ C when A+ Cand B + C.
We can say A - BV C when A + B, or when A + C. This is inclusive
disjunction, not exclusive disjunction.

You can think of these definitions as adding new material (in this
case, conjunction and disjunction) to a pre-existing language. Think of
the inferential repertoire of the basic language as settled (in our dis-
cussion this is very basic, just the atoms), and the connective rules
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“Scorning a turnstile wheel at her
reverend helm, she sported there

a tiller; and that tiller was in one
mass, curiously carved from the long
narrow lower jaw of her hereditary
foe. The helmsman who steered by
that tiller in a tempest, felt like the
Tartar, when he holds back his fiery
steed by clutching its jaw. A noble
craft, but somehow a most melan-
choly! All noble things are touched
with that.” — Herman Melville, Moby
Dick.

This is a formal account of con-
sequence. We look only at the form
of propositions and not their con-
tent. For atomic propositions (those
with no internal form) there is noth-
ing upon which we could pin a
claim to consequence. Thus, p F ¢
is never true, unless p and q are the
same atom.
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I say “tree-like” since we will see
different structures in later sections.

54

are “definitional” extensions of the basic language. These thoughts
are the raw materials for the development of an account of logical con-
sequence.

2.2.1 | DERIVATIONS FOR “AND” AND “OR”

Like natural deduction proofs, derivations involving sequents are trees.
The structure is as before:

Where each position on the tree follows from those above it. In a tree,
the order of the branches does not matter. These are two different ways
to present the same tree:

A B B A
C C

In this case, the tree structure is at the one and the same time sim-
pler and more complicated than the tree structure of natural deduction
proofs. They are simpler, in that there is no discharge. They are more
complicated, in that trees are not trees of formulas. They are trees
consisting of sequents. As a result, we will call these structures pErIv-
ATIONS instead of PrROOFs. The distinction is simple. For us, a proof is a
structure in which the formulas are connected by inferential relations
in a tree-like structure. A proof will go from some formulas to other
formulas, via yet other formulas. Our structures involving sequents
are quite different. The last sequent in a tree (the endsequent) is itself
a statement of consequence, with its own antecedent and consequent
(or premise and conclusion, if you prefer.) The tree derivation shows
you why (or perhaps how) you can infer from the antecedent to the
consequent. The rules for constructing sequent derivations are found
in Figure 2.4.

DEFINITION 2.2.1 [SIMPLE SEQUENT DERIVATION] If the leaves of a tree
are instances of the [Id] rule, and if its transitions from node to node
are instances of the other rules in Figure 2.4, then the tree is said to be
a SIMPLE SEQUENT DERIVATION.

We must read these rules completely literally. Do not presume any
properties of conjunction or disjunction other than those that can be
demonstrated on the basis of the rules. We will take these rules as
constituting the behaviour of the connectives A and V.

EXAMPLE 2.2.2 [EXAMPLE SEQUENT DERIVATIONS] In this section, we will
look at a few sequent derivations, demonstrating some simple proper-
ties of conjunction, disjunction, and the consequence relation.
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ptpd
LFC CHR
—— Cut
LFR
AR AFR LFA LB
— AL — AL, AR
AABFR BAAFR L-FAAB
AFR  BFR LA LA
VL — VR, — VR,
AVBER L-FAVB LFBVA

Figure 2.4: A SIMPLE SEQUENT SYSTEM

The first derivations show some commutative and associative proper-
ties of conjunction and disjunction. Here is the conjunction case, with
derivations to the effect that p Aq - q Ap, and that p A (q A1) F
(PAq)AT.

qkq
AL

gk q pkEp pkED gAThkq ThET
— AL, ALy AL AL, — AL
pAqhkq pAqkp pA(QATIFDP PA(QATIFq qATET
AR AR ALy
PAAEqAD PA(GAT)FPAq PA(QAT) ET

PAGATIE(PAG AT

AR

Here are the cases for disjunction. The first derivation is for the com-
mutativity of disjunction, and the second is for associativity. (It is im-
portant to notice that these are not derivations of the commutativity or
associativity of conjunction or disjunction in general. They only show
the commutativity and associativity of conjunction and disjunction of
atomic formulas. These are not derivations of A AB B A A (for ex-
ample) since A - A is not an axiom if A is a complex formula. We will
see more on this in the next section.)

qkq
VR,

pkEp gt q PEP gkqVr rEr
- \/R] VRZ \/R1 \/Rz - \/Rz
pEaVy aFpVq pFpVi(gVr) aFpV(qVr) TEqVr
VL VL VR,
pVakqVy pVakpVi(qVr) rEpVi(gVr)

(PVaVrEpVi(qVr)

VL

You can see that the disjunction derivations have the same structure

as those for conjunction. You can convert any derivation into another Exercise 14 on page 67 asks you to
(its dual) by swapping conjunction and disjunction, and swapping the make this duality precise.
left-hand side of the sequent with the right-hand side. Here are some
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pEp pEDP

pVpkp

We call the concluding sequent
of a derivation the “ENDSEQUENT.”

more examples of duality between derivations. The first is the dual of
the second, and the third is the dual of the fourth.

. . pkEp pkEp
pEp phEp —— AL ——— WR
v — A pFp pAdkp  pkp pkpVg
pPEPADP VL AR
pVpAdFp pEPA(PVQ)

You can use derivations you have at hand, like these, as components of
other derivations. One way to do this is to use the Cut rule.

pkp pEp
— AL — VR
pEp pPAgqkp pEp pFpVg
VL /AR
pVipAd Fp pFPA(PVaA)

Cut
pVipAdFpA(PVa)

Notice, too, that in each of these derivations we’ve seen so far. move
from less complex formulas at the top to more complex formulas, at the
bottom. Reading from bottom to top, you can see the formulas decom-
posing into their constituent parts. This isn’t the case for all sequent
derivations. Derivations that use the Cut rule can include new (more
complex) material in the process of deduction. Here is an example:

pkEp atq atq pEp
-_— \/R1 \/Rz VR] - \/Rz
pEaVyp aFaqVyp aFpVgdg pEpVg
VL VL
pVakqVy aVpkpVq
Cut
pVqgkEpVgq

This derivation is a complicated way to deduce pV q  p V g, and it
includes q V p, which is not a subformula of any formula in the final
sequent of the derivation. Reading from bottom to top, the Cut step
can introduce new formulas into the derivation.

2.2.2 | IDENTITY DERIVATIONS

This derivation of pV q I pV q is a derivation of an identity (a sequent
of the form A F A). There is a more systematic way to show that
pV dF pV (g, and any identity sequent. Here is a derivation of the
sequent without Cut, and its dual, for conjunction.

pEp atkgq pEp atk g
— VR, — VR, — AL, — AL,
pEpVq akFpVg pAdEDp pAdtq

VL AR
pVagkFpVq PAdFPAQq

We can piece together these little derivations in order to derive any
sequent of the form A F A. For example, here is the start of derivation
of p A(aV (ri AT2)) FpA(aV (T AT2)).

pEp qV(rmAT)FqV(r Ara)
L AL,

PAEV AP PAEY M ATIF QY (n A
PA@V (M AT))EPA(QV (11 AT2))

AR
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It’s not a complete derivation yet, as one leaf gV (r1Arz) F qV (11 Ar3)
is not an axiom. However, we can add the derivation for it.

T ~ ™ T2 = T2
——— ANy, ——m AL,
T1/\T2|—T‘] T]/\Tzl—Tz

AR
a-4q T AT E T AT
VR, VR,
ql_q\/(ﬁ/\Tz) 1‘1/\1‘2"(]\/(1‘1/\1‘2)
pkp qV(riArm2)FqV(r Ara)
PA(QV (riAT2))Fp PA(QV (riAT2))FqV (11 A1y)

PA@V (i AT))FPA(qV (T ATy))

VL

The derivation of q V (11 A12) F q V (11 A1;) itself contains a smaller
identity derivation, for ry Ar; 1 Ar,. The derivation displayed here
uses shading to indicate the way the derivations are nested together.
This result is general, and it is worth a theorem of its own.

THEOREM 2.2.3 [IDENTITY DERIVATIONS] For each formula A, A + A has
a derivation. A derivation for A = A may be systematically construc-
ted from the identity derivations for the subformulas of A.

Proof: We define Id(A), the DENTITY DERIVATION FOR A by induction
on the construction of A, as follows. Id(p) is the axiom p F p. For
complex formulas, we have

Id(A) 1d(B) Id(A) 1d(B)
—F VR; —— VR, AL ALy
Id(AVB): AFAVB BFAVB Id(AAB): AABFA AABFB "

VL AR
AVBFAVB ANBFAAB

We say that A F A is DERIVABLE in the sequent system. If we think of
[Id] as a degenerate rule (a rule with no premise), then its generalisa-
tion, [IdA], is a derivable rule.

It might seem crazy to have a proof of identity, like A - A where
A is a complex formula. Why don’t we take [Ida] as an axiom? There
are a few different reasons we might like to consider for taking [IdA] as
derivable instead of one of the primitive axioms of the system.

THE SYSTEM IS SIMPLE: In an axiomatic theory, it is always preferable = These are part of a general story, to
to minimise the number of primitive assumptions. Here, it’s clear that ~be explored throughout this book, of
[Id E derivabl h . d for i b . A what it is to be a logical constant.

da] is derivable, so there is no need for it to be an axiom. A system i coris of considerations have a
with fewer axioms is preferable to one with more, for the reason that long history [38].

we have reduced derivations to a smaller set of primitive notions.

THE SYSTEM IS SYSTEMATIC: In the system without [IdA] as an axiom,
when we consider a sequent like L - R in order to know whether it
it is derived (in the absence of Cut, at least), we can ask two separate

questions. We can consider L. If it is complex perhaps L I Ris derivable
by means of a left rule like [AL] or [VL]. On the other hand, if R is
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Notice how much simpler this proof
is than the proof of Theorem 2.1.11.

complex, then perhaps the sequent is derivable by means of a right
rule, like [AR] or [VR]. If both are primitive, then L I- R is derivable by
identity only. And that is it! You check the left, check the right, and
there’s no other possibility. There is no other condition under which
the sequent is derivable. In the presence of [Ida], one would have to
check if L = R as well as the other conditions.

THE SYSTEM PROVIDES A CONSTRAINT: In the absence of a general iden-
tity axiom, the burden on deriving identity is passed over to the con-
nective rules. Allowing derivations of identity statements is a hurdle
over which a connective rule might be able to jump, or over which it
might fail. As we shall see later, this is provides a constraint we can use
to sort out “good” definitions from “bad” ones. Given that the left and
right rules for conjunction and disjunction tell you how the connect-
ives are to be introduced, it would seem that the rules are defective (or
at the very least, incomplete) if they don’t allow the derivation of each
instance of [Id]. We will make much more of this when we consider
other connectives. However, before we make more of the philosophical
motivations and implications of this constraint, we will add another
possible constraint on connective rules, this time to do with the other
rule in our system, Cut.

2.2.3 | CUT IS REDUNDANT

Some of the nice properties of a sequent system are as a matter of
fact, the nice features of derivations that are constructed without the
Cut rule. Derivations constructed without cut satisfy the subformula

property.

THEOREM 2.2.4 [SUBFORMULA PROPERTY] If § is a sequent derivation not
containing Cut, then the formulas in § are all subformulas of the for-
mulas in the endsequent of 6.

Proof: You can see this merely by looking at the rules. Each rule except
for Cut has the subformula property. .

A derivation is said to be cuT-FrEE if it does not contain an instance of
the Cut rule. Doing without Cut is good for some things, and bad for
others. In the system of proof we're studying in this section, sequents
have very many more proofs with Cut than without it.

EXAMPLE 2.2.5 [DERIVATIONS WITH OR WITHOUT CUT] p - pV ¢ has only
one cut-free derivation, it has infinitely many derivation using Cut.

You can see that there is only one cut-free derivation withp - pV q as
the endsequent. The only possible last inference in such a derivation
is [VR], and the only possible premise for that inference is p + p. This
completes that proof.
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On the other hand, there are very many different last inferences in a
derivation featuring Cut. The most trivial example is the derivation:

pEp
— VR4
pEp pkEPVq
Cut
pEpPVq

which contains the cut-free derivation of p - p V q inside it. We can
nest the cuts with the identity sequent p i p as deeply as we like.

pEp

pEp —_—

- VR pkEp pkEpPVg

pEp pkpVg
Cut PHEP pFPVq
PEp PHEFPV(Q Cut
Cut pkEp PpFPV(q
pFPVq Cut
pEpPVg

However, we can construct quite different derivations of our sequent,
and we involve different material in the derivation. For any formula
A you wish to choose, we could implicate A (an “innocent bystander”)
in the derivation as follows:

atd
—_— AL
pkEp dNAFq
— VR4 — VR,
pEp pEpVg dNAFPVq
VR, VL
pFPVI(GAA) PV({AAA)FpPpVq
Cut

pEpPVq

In this derivation the cut formula p V (g A A) is doing genuine work.
It is just repeating either the left formula p or the right formula q.

So, using Cut makes the search for derivations rather difficult. There
are very many more possible derivations of a sequent, and many more
actual derivations. The search space is much more constrained if we are
looking for cut-free derivations instead. Constructing derivations, on
the other hand, is easier if we are permitted to use Cut. We have very
many more options for constructing a derivation, since we are able to
pass through formulas “intermediate” between the desired antecedent
and consequent.

Do we need to use Cut? Is there anything derivable with Cut that
cannot be derived without it? Take a derivation involving Cut, such as
this one:

atq
— AL,
pkp aNTq atkq
AL ALy — AL,
PA(GAT) ED PA(QAT)F(q pAdFq
AR VR,
pPA(@AT)FpAg pPAqEqVrT

Cut
PA(gAT)FqVT
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VR,

Cut

Well, it’s doing work, in that p V

(g A A) is, for many choices for A,
genuinely intermediate between p
and pV ¢q. However, A is doing the
kind of work that could be done

by any formula. Choosing different
values for A makes no difference

to the shape of the derivation. A is
doing the kind of work that doesn’t
require special qualifications.
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The systematic technique | am using
will be revealed in detail very soon.

The similarity with non-normal
proofs as discussed in the previ-
ous section is not an accident.

60

This sequent p A (g A1) + gV r did not have to be derived using
Cut. We can eliminate the Cut-step from the derivation in a systematic
way by showing that whenever we use a cut in a derivation we could
have either done without it, or used it earlier. For example in the last
inference here, we did not need to leave the cut until the last step. We
could have cut on the sequent p A q - q and left the inference to q V r
until later:

akd
— AL
pkp aNATkq
/\L] /\LZ
PA(@AT)Fp pA(@AT)Fq qkq
/AR — AL,
PA(@AT)IEPAQ pPAdEq

Cut

PA(GAT)F(q

PA(gAT)FqVTr

Now the cut takes place on the conjunction p A q, which is introduced
immediately before the application of the Cut. Notice that in this case
we use the cut to get us to p A (q A1) 1, which is one of the sequents
already seen in the derivation! This derivation repeats itself. (Do not
be deceived, however. It is not a general phenomenon among proofs
involving Cut that they repeat themselves. The original proof did not
repeat any sequents except for the axiom ¢ I q.)

No, the interesting feature of this new proof is that before the Cut,
the cutformula is introduced on the right in the derivation of left se-
quent pA(qAr) - pAg, and it is introduced on the left in the derivation
of the right sequent p A q - q.

Notice that in general, if we have a cut applied to a conjunction which
is introduced on both sides of the step, we have a shorter route to L - R.
We can sidestep the move through A AB to cut on the formula A, since
we have L Aand A - R.

LFA LFB AFR
AR N\
LEFAAB AANABER
Cut
LEFR

Ly

In our example we do the same: We cut with p A (9 A1) F g on the
left and g - g on the right, to get the first proof below in which the
cut moves further up the derivation. Clearly, however, this cut it is
redundant, as cutting on an identity sequent does nothing. We could
elminate that step, without cost.

atkq 0k q
— AL
gNA\Thkq — AL

ALy gNA\rkgq
PA(GAT)F(q abkd AL
Cut pA(gAT)Fq
pA(gAT)Fq VR,
VR, PA(gQAT)FqVr

pA(gAT)FqVT
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We have a cut-free derivation of our concluding sequent.

As T hinted before, this technique is a general one. We may use
exactly the same method to convert any derivation using Cut into a
derivation without it. To do this, we will make explicit a number of the
concepts we saw in the example.

DEFINITION 2.2.6 [ACTIVE AND PASSIVE FORMULAS] The formulas L and
R in each inference in Figure 2.4 are said to be passive in the infer-
ence (they “do nothing” in the step from top to bottom), while the
other formulas are active.

DEFINITION 2.2.7 [DEPTH OF AN INFERENCE] The DEPTH of an inference
in a derivation & is the number of nodes in the sub-derivation of § in
which that inference is the last step, minus one. In other words, it is
the number of sequents above the conclusion of that inference.

Now we can proceed to present the technique for eliminating cuts from
a derivation. First we show that cuts may be moved upward in a deriv-
ation. Then we show that this process will terminate in a Cut-free
derivation.

LEMMA 2.2.8 [CUT-DEPTH REDUCTION| Given a derivation & of A + C,
whose final inference is Cut, which is otherwise cut-free, and in which
that inference has a depth of n, we may construct another derivation
of A = C which is cut-free, or in which each Cut step has a depth less
than n.

Proof: Our derivation § contains two subderivations: §; ending in A +
B and §, ending in B I C. These subderivations are are cut-free.

SRR
AFB BFC
Ak C

To find our new derivation, we look at the formula B and its roles in
the final inference in &, and 9,..

CASE 1: THE CUT-FORMULA IS PASSIVE IN EITHER INFERENCE Suppose
that the formula B is passive in the last inference in §; or passive in
the last inference in &,. For example, if &; ends in [AL;], then we may
push the cut above it like this:

X X ;O
AFB 5 AiFB BEC
BEFORE: —— AL, O AFTER: Cut
AiNAEB BFC A EC
Cut — AL
ATNAEC A1 ANA, FC
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The [AL,] case is the same, except
for the choice of A, instead of A;.
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The resulting derivation has a has a cut-depth lower by one. If, on the
other hand, §; ends in [VL], we may push the Cut above that [VL] step.
The result is a derivation in which we have duplicated the Cut, but we
have reduced the cut-depth more significantly, as the effect of &; is split
between the two cuts.

I i I RIS
AiFB A,FB s AiFB BFC AFB BFC
BEFORE: LT AFTER: Cut Cut
At VA, EB BFC A FC A, FC
Cut VL
AiVA,FC A VA, FC

The choice for [AL;] instead of [AL;]
involves choosing B, instead of B;

The other two ways in which the cut formula could be passive are when
8, ends in [VR] or [AR]. The technique for these is identical to the
examples we have seen. The cut passes over [VR] trivially, and it passes
over [AR] by splitting into two cuts. In every instance, the depth is
reduced.

CASE 2: THE CUT-FORMULA IS ACTIVE In the remaining case, the cut-
formula formula B may be assumed to be active in the last inference
in both &, and in §,, because we have dealt with the case in which it is
passive in either inference. What we do now depends on the form of
the formula B. In each case, the structure of the formula B determines
the final rule in both &, and 5,

CASE 2A: THE CUT-FORMULA Is ATOMIC If the cut-formula is an atom,
then the only inference in which an atomic formula is active in the
conclusion is [Id]. In this case, the cut is redundant.

pEp pEp
BEFORE: ———————— Cut AFTER: pFp

pEp

CASE 2B: THE CUT-FORMULA IS A CONJUNCTION If the cut-formula is a
conjunction By A B;, then the only inferences in which a conjunction
is active in the conclusion are AR and AL. Let us suppose that in the
inference AL, we have inferred the sequent B; A B, + C from the
premise sequent By - C. In this case, it is clear that we could have cut
on By instead of the conjunction B; A B;, and the cut is shallower.

L 5] 52 Y . .
. . . . 61 . 6/
AFB; AFB; B -C . ST
BEFORE: AR —mm AL AFTER: A | B] B] FC
Al‘B]/\Bz B]/\le—c Cut
Cut AFC
AFC
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CASE 2C: THE CUT-FORMULA 1S A DISJUNCTION  The case for disjunction
is similar. If the cut-formula is a disjunction By V B;, then the only
inferences in which a conjunction is active in the conclusion are VR
and VL. Let’s suppose that in VR the disjunction By V B, is introduced
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in an inference from B;. In this case, it is clear that we could have cut
on B; instead of the disjunction By V B,, with a shallower cut.

D51 15! L 52 . .
. . . . 6/ A 61
A - By BiFC B,FC . _e
BEFORE: VR, VL AFTER: A | B1 B] FC
A"B]\/Bz B]\/le—c Cut
Cut AFC
AFC

In every case, then, we have traded in a derivation for a derivation
either without Cut or with a shallower cut. .

The process of reducing cut-depth cannot continue indefinitely, since
the starting cut-depth of any derivation is finite. At some point we find
a derivation of our sequent A + C with a cut-depth of zero: We find a
derivation of A F C without a cut. That is,

THEOREM 2.2.9 [CUT ELIMINATION] If a sequent is derivable with Cut, it
is derivable without Cut.

Proof: Given a derivation of a sequent A |- C, take a Cut with no Cuts
above it. This cut has some depth, say n. Use the lemma to find a deriv-
ation with lower cut-depth. Continue until there is no Cut remaining
in this part of the derivation. (The depth of each Cut decreases, so this
process cannot continue indefinitely.) Keep selecting cuts in the ori-
ginal derivation and eliminate them one-by-one. Since there are only
finitely many cuts, this process terminates. The result is a cut-free
derivation. .

This result has a number of fruitful consequences.

COROLLARY 2.2.10 [DECIDABILITY FOR LATTICE SEQUENTS] There is an al-
gorithm for determining whether or not a sequent A + B is valid in
lattice logic.

Proof: To determine whether or not A - B has a derivation, look for
the finitely many different sequents from which this sequent may be
derived. Repeat the process until you find atomic sequents. Atomic
sequents of the form p F p are derivable, and those of the form p F ¢
are not. .

Here is an example:

EXAMPLE 2.2.11 [DISTRIBUTION IS NOT DERIVABLE] The sequent p A (qV
) (p /A q) V ris not derivable.

Proof: Any cut-free derivation of p A (q V1) F (p A q) V r must end
in either a AL step or a VR step. If we use AL, we infer our sequent
from eitherp - (p Aq)Vr, or fromqVrF (p Aq)Vr Noneof
these are derivable. As you can see, p - (p A q) V 1 is derivable only,
using VR from either p = p A g or from p  r. The latter is not
derivable (it is not an axiom, and it cannot be inferred from anywhere)
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and the former is derivable only when p - q is— and it isn’t. Similarly,
qVrE (pAq)Vrisderivable only when g - (p A q) V 1 is derivable,
and this is only derivable when either g - p A g or when g  r are
derivable, and as before, neither of these are derivable either.
Similarly, if we use VR, we infer our sequent from either p A (q V
) FpAqorfrompA(qVr)F r. By analogous reasoning, (more pre-
cisely, by dual reasoning) neither of these sequents are derivable. So,
PA(qVT) F (pAg)Vr has no cut-free derivation, and by Theorem 2.2.9
it has no derivation at all. .

Searching for derivations in this naive manner is not as efficient as we
can be: we don’t need to search for all possible derivations of a sequent
if we know about some of the special properties of the rules of the sys-
tem. For example, consider the sequent AV B = C AD (where A, B, C
and D are possibly complex statements). This is derivable in two ways
(a) from A+ CADand B+ CAD by VL or (b) from AV B+ C and
AV Bt D by AR. Instead of searching both of these possibilites, we
may notice that either choice would be enough to search for a deriva-
tion, since the rules VL and AR ‘lose no information” in an important
sense.

DEFINITION 2.2.12 [INVERTIBILITY] A sequent rule of the form

Sy --- S,
S

is invertible if and only if whenever the sequent S is derivable, so are
the sequents Sy, ... S,..

THEOREM 2.2.13 [INVERTIBLE SEQUENT RULES] The rules VL and AR are
invertible, but the rules VR and AL are not.

Proof: Consider VL. If AV B I~ C is derivable, then since we have a
derivation of A - AV B (by VR), a use of Cut shows us that A - C
is derivable. Similarly, since we have a derivation of B = A V B, the
sequent B I C is derivable too. So, from the conclusion AV B + C
of a VL inference, we may derive the premises. The case for AR is
completely analogous.

For AL, on the other hand, we have a derivation of pAq F p, but no
derivation of the premise g i p, so this rule is not invertible. Similarly,
p F q V p is derivable, but p I q is not. .

It follows that when searching for a derivation of a sequent, instead of
searching for all of the ways that a sequent may be derived, if it may be
derived from an invertible rule we can look to the premises of that rule
immediately, and consider those, without pausing to check the other
sequents from which our target sequent is constructed.

EXAMPLE 2.2.14 [DERIVATION SEARCH USING INVERTIBILITY] The sequent
(PpAq)V (gAT)F (p V1) Ap is not derivable. By the invertibility of
VL, it is derivable only if (a) pAq F (pVT)Ap and (b) gAT F (pVT)Ap
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are both derivable. Using the invertibility of AR, the sequent (b) this is
derivable only if (by) AT FpVrand (bs) g AT p are both derivable.
But (b,) is not derivable because q + p and r I p are underivable.

The elimination of cut is useful for more than just limiting the search
for derivations. The fact that any derivable sequent has a cut-free de-
rivation has other consequences. One consequence is the fact of inter-
polation.

COROLLARY 2.2.15 [INTERPOLATION FOR LATTICE SEQUENTS] If a sequent
A + B is derivable, then there is a formula C containing only atoms
present in both A and B such that A+ C and C + B are derivable.

This result tells us that if the sequent A + B is derivable then that
consequence “factors through” a statement in the vocabulary shared
between A and B. This means that the consequence A + B not only
relies only upon the material in A and B and nothing else (that is due
to the availability of a cut-free derivation) but also in some sense the
derivation ‘factors through’ the material in common between A and B.
The result is a straightforward consequence of the cut-elimination the-
orem. A cut-free derivation of A - B provides us with an interpolant.

Proof: We prove this by induction on the construction of the deriva-
tion of A - B. We keep track of the interpolant with these rules:

pp p Id

AkFcR AFcR Lbc, A Lic,B
AL AL AR
AABFcR BAAFcR Ltc,ac, AAB

AbFc, R BFc,R Lkc A LkcA
VL — VR —— VR,
AV Btcve, R LFcAVB LFcBVA

We show by induction on the length of the derivation that if we have a
derivation of L -c R then L - C and C F R and the atoms in C present
in both L and in R. These properties are satisfied by the atomic sequent
p Fp p, and it is straightforward to verify them for each of the rules. =

EXAMPLE 2.2.16 [A DERIVATION WITH AN INTERPOLANT| Consider the se-
quent p A (qV (r1 Ar2)) F (qV 1) A(pVr2)). We may annotate a
cut-free derivation of it as follows:

dFqq LT
VR AL
qFqqVr T ATy by T PP
VL — VR
qV (ri Ar2) Fqur, VT pFpypPVM

AR AL
PA(QV (ri A1) Fqur, aV 1y PAQV (i AT))FEpPV T

PAQV (M1 AT2)) Figvrap (@VTI)A(PVT2)

AR
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Q1

Q2

Q3

Q4

Q5

Q6

Q7

Notice that the interpolant (qVr7)Ap does not contain r,, even though
T, is present in both the antecedent and the consequent of the sequent.
This tells us that v is doing no “work’ in this derivation. Since we have

PA(QV(MAT))E(aVT)Ap, (@VTi)ApFE(aVTi)A(pPV 12)

We can replace the 1 in either derivation derivation with another state-
ment — say T3 — preserving the structure of each derivation. We get the
more general fact:

PA@V(miAT))F@VT)A[PV 13)

2.2.4 | HISTORY

[To be written.]

2.2.5 | EXERCISES

BASIC EXERCISES

Show that there is no cut-free derivation of the following sequents

1:pV((gAT)EFPA(qVT)
2 :pA(qVr)E(pAq)Vr
3:pAM@V(PAT))EMPAQVI(PAT)

Suppose that there is a derivation of A + B. Let C(A) be a formula
containing A as a subformula, and let C(B) be that formula with the
subformula A replaced by B. Show that there is a derivation of C(A) F
C(B). Furthermore, show that a derivation of C(A) + C(B) may be
systematically constructed from the derivation of A - B together with
the context C(—) (the shape of the formula C(A) with a ‘hole” in the
place of the subformula A).

Find a derivation of p A (q A7) F (p A q) Ar. Find a derivation of
(P Aq)ATEpA(g/AT). Put these two derivations together, with a
Cut, to show that p A (q A1) F p A (qAr). Then eliminate the cuts
from this derivation. What do you get?

Do the same thing with derivations of p - (pAq)Vp and (pAq)Vp F p.
What is the result when you eliminate this cut?

Show that (1) A - B A C is derivable if and only if A+ B and A + C is
derivable, and that (2) AV B - C is derivable if and only if A - C and
B I C are derivable. Finally, (3) when is AV B = C A D derivable, in
terms of the derivability relations between A, B, C and D.

Under what conditions do we have a derivation of A - B when A con-
tains only propositional atoms and disjunctions and B contains only
propositional atoms and conjunctions.

Expand the system with the following rules for the propositional con-
stants L and T.
AFET [TR] 1 +FA [LL]
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Q8

Q9

Q10

Q11

Q12

Q13

Q14

Q15

Show that Cut is eliminable from the new system. (You can think of
1 and T as zero-place connectives. In fact, there is a sense in which T
is a zero-place conjunction and L is a zero-place disjunction. Can you
see why?)

Show that lattice sequents including T and L are decidable, follow-
ing Corollary 2.2.10 and the results of the previous question.

Show that every formula composed of just T, L, Aand V is equivalent
to either T or L. (What does this result remind you of?)

Prove the interpolation theorem (Corollary 2.2.15) for derivations in-
volving A\, V, T and L.

Expand the system with rules for a propositional connective with the

following rules:
AR L-B
- . tonk L - . tonk R
A tonk B+ R L+ A tonk B

What new things can you derive using tonk? Can you derive A tonk
B I A tonk B? Is Cut eliminable for formulas involving tonk?

Expand the system with rules for a propositional connective with the
following rules:

AR LEFA LEB
————— honk L
A honk B - R L+ A honk B

What new things can you derive using honk? Can you derive A honk
B I A honk B? Is Cut eliminable for formulas involving honk?

honk R

Expand the system with rules for a propositional connective with the
following rules:
AFR BFR LEB

plonk L ————— plonk R
A plonk B - R L+ A plonk B

What new things can you derive using plonk? Can you derive A plonk
B F A plonk B? Is Cut eliminable for formulas involving plonk?

INTERMEDIATE EXERCISES

Give a formal, recursive definition of the dual of a sequent, and the
dual of a derivation, in such a way that the dual of the sequent p; A
(q1VT) F (p2V g2) Atz is the sequent (p2 Aqz) VT Ep1 V(g Ary).
And then use this definition to prove the following theorem.

THEOREM 2.2.17 [DUALITY FOR DERIVATIONS] A sequent A + B is deriv-
able if and only if its dual (A + B)% is derivable. Furthermore, the dual
of the derivation of A + B is a derivation of the dual of A - B.

Even though the distribution sequent p A (q V1) F (p A q) V ris not
derivable (Example 2.2.11), some sequents of the form AA (BV C)
(AAB)V C are derivable. Give an independent characterisation of the
triples (A, B, C) such that AA (BV C) (A AB) V C is derivable.
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Q16

Q17

Q18

Prove the invertibility result of Theorem 2.2.13 without appealing to
the Cut rule or to Cut-elimination. (HINT: if a sequent AV B  C
has a derivation §, consider the instances of A V B ‘leading to’ the
instance of AV B in the conclusion. How does AV B appear first in the
derivation? Can you change the derivation in such a way as to make
it derive A  C? Or to derive B  C instead? Prove this, and a similar
result for AL.)

ADVANCED EXERCISES

Define a notion of reduction for lattice derivations. Show that it is
strongly normalising and that each derivation reduces to a unique cut-
free derivation.

PROJECTS

Provide sequent formulations for logics intermediate between lattice
logic and the logic of distributive lattices (those in whichp A (qV r) F
(pAq)Vr). Characterise which logics intermediate between lattice logic
and distributive lattice logic have sequent presentations, and which do
not. (This requires making explicit what counts as a logic and what
counts as a sequent presentation of a logic.)
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2.3 | FROM PROOFS TO DERIVATIONS AND BACK

The goal in this section is to collect together what we have learned so
far into a more coherent picture. We will begin to see how natural
deduction and sequent systems can be related. It seems clear that there
must be connections, as the normalisation theorem and the proof of
the redundancy of Cut have a similar “flavour.” They both result in
a subformula property, they can be proved in similar ways. In this
section we will show how close this connection can be.

So, to connect sequent systems and natural deduction, start to think
of a derivation of A - B as declaring the existence of a proof from A to
B. A proof from A to B cannot be a derivation: as these proofs contain
sequents, not just formulas. A proof from A to B is a natural deduction
proof. Thinking of the rules in a sequent system, then, perhaps we
can understand them as telling us about a existence (and perhaps the
construction) of natural deduction proofs. For example, the step from
L+ Aand Lt BtoLF A AB might be seen as saying that if we have
a proof from L to A and another proof from L to B then these may
(somehow) be combined into a proof from L to A A B.

The story is not completely straightforward, for we have different
vocabularies for our Gentzen system and for natural deduction. By
the end of this section we will put them together and look at the logic
of conjunction, disjunction and implication. But for now, let us focus
on implication alone. Natural deduction proofs in this vocabulary can
have many assumptions but always only one conclusion. This means
that a natural way of connecting these arguments with sequents is to
use sequents of the form X - A where X is a multiset and A a single
formula.

2.3.1 | SEQUENTS FOR LINEAR CONDITIONALS

In this section we will examine linear natural deduction, and sequent
rules appropriate for it. We need rules for conditionals in a sequent
context. That is, we want rules that say when it is appropriate to intro-
duce a conditional on the left of a sequent, and when it is appropriate
to introduce one on the right. The rule for conditionals on the right
seems straightforward:

X,AF B

XFA—B
The rule makes sense when talking about proofs. If 7; is a proof from
X, A to B, then we can extend it into a proof from X to A — B by dis-
charging A. We use only linear discharge, so we read this rule quite
literally. X, A is the multiset containing one more instance of A than
X does. We delete that instance of A from X, A, and we have the ante-
cedent multiset X, from which we can deduce A — B, discharging just
that instance of A.

R

The rule for conditionals on the left, on the other hand, is not as
straightforward as the right rule. Just as with our Gentzen system
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for A and V, we want a rule that introduces our connective in the ante-
cedent of the sequent. This means we are after a rule that indicates
when it is appropriate to infer something from a conditional formula.
The canonical case of inferring something from a conditional formula
is by modus ponens. This motivates the sequent

A —B,AFB

and this should be derivable as a sequent in our system. However,
this is surely not the only context in which we may introduce A — B
into the left of a sequent. We may want to infer from A — B when
the minor premise A is not an assumption of our proof, but is itself
deduced from some other premise set. That is, we at least want to

endorse this step:
XEA

A —B,XFB

If we have a proof from A on the basis of X then adding to this proof
a new assumption of A — B will lead us to B, when we add the extra
step of —I. This is straightforward enough. However, we may not
only think that the A has been derived from other material — we may
also think that the conclusion B has already been used as a premise in
another proof. It would be a shame to have to use a Cut to deduce what
follows from B (or perhaps, what follows from B together with other
premises Y.) In other words, we should endorse this inference:

XFA B,YFC
A-BXYFC

L

which tells us how we can infer from A — B. If we can infer to A
and from B, then adding the assumption of A — B lets us connect
the proofs. This is clearly very closely related to the Cut rule, but it
satisfies the subformula property, as A and B remain present in the con-
clusion sequent. The Cut rule is as before, except with the modification
for our new sequents. The cut formula C is one of the antecedents in
the sequent C,Y R, and it is cut out and replaced by whatever as-
sumptions are required in the proof. This motivates the following four
rules for derivations in this sequent calculus in Figure 2.5.

Sequent derivations using these rules can be constructed as follows:

gk q rETr
pEp qurFTA%
pﬁmqﬁonrﬁL
p%qﬁ—wkp%rﬁRR

p—=daqkF(qg—1)—(p—r1)

They have the same structure as the sequent derivations for conjunc-
tion and disjunction seen in the previous section: if we do not use the
Cut rule, then derivations have the subformula property. Now, how-
ever, there are more positions for formulas to appear in a sequent, as
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ptpd
XFA B, YFR X,AFB
N — R
A—B X YER XA —B
XEC C,YER
Cut
X, YR

Figure 2.5: SEQUENTS FOR CONDITIONALS

many formulas may appear on the left hand side of the sequent. In
the rules in Figure 2.5, a formula appearing in the spots filled by p, A,
B, A — B, or C are active, and the formulas in the other positions —
filled by X, Y and R — are passive.

As we've seen, these rules can be understood as “talking about” the
natural deduction system. We can think of a derivation of the sequent
X k= A as a recipe for constructing a proof from X to A. We may define
a mapping, giving us for each derivation & of X - A a proof nd(8) from
Xto A.

DEFINITION 2.3.1 [nd : DERIVATIONS — PROOFs] For any sequent deriv-
ation & of X - A, there is a natural deduction proof nd(8) from the
premises X to the conclusion A. It is defined recursively by first choos-
ing nd of an identity derivation, and then, given nd of simpler deriva-
tions, we define nd of a derivation extending those derivations by —L,
—1, or Cut:

» 1f § is an identity sequent p F p, then nd(d) is the proof with the
sole assumption p. This is a proof from p to p.

» If § is a derivation
-8
X,AF B
XFA—B

then we already have the proof nd(8’) from X, A to B. The proof
nd(5), from X to A — B is the following:

R

X, [A]'Y
- nd(5')
B
A—B

A

» If § is a derivation
5 e
XEA B,YFR
A—BXYFR

—L
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then we already have the proofs nd(8;) from X to A and nd(5,)
from B,Y to R. The proof nd(§), from A — B,X,Y to R is the

following:
X
- nd(87)
A—B A
-  _E
B Y
- nd(5;)
R
» If & is a derivation
T
XFC CYER
Cut
X,YFR

then we already have the proofs nd(83) from X to C and nd(8,)
from C,Y to R. The proof nd(8), from X,Y to R is the following:

X

- nd(83)

c v
- 1d(d4)
R

Using these rules, we may read derivations as sets of instructions con-
structing proofs. If you examine the instructions closely, you will see
that we have in fact proved a stronger result, connecting normal proofs
and cut-free derivations.

THEOREM 2.3.2 [NORMALITY AND CUT-FREEDOM] For any cut-free deriv-
ation 8, the proof nd(d) is normal.

Proof: This can be seen in a close examination of the steps of construc-
tion. Prove it by induction on the recursive construction of 5. If & is
an identity step, nd(3) is normal, so the induction hypothesis is satis-
fied. Notice that whenever an —E step is added to the proof, the major
premise is a new assumption in a proof with a different conclusion.
Whenever an —I step is added to the proof, the conclusion is added at
the bottom of the proof, and hence, it cannot be a major premise of an
—E step, which is an assumption in that proof and not a conclusion.
The only way we could introduce an indirect pair in to nd(5) would
be by the use of the Cut rule, so if  is cut-free, then nd(8) is normal.=

Another way to understand this result is as follows: the connective
rules of a sequent system introduce formulas involving that connective
either on the left or the right. Looking at in from the point of view of
a proof, that means that the new formula is either introduced as an
assumption or as a conclusion. In this way, the new material in the
proof is always built on top of the old material, and we never compose
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an introduction with an elimination in such a way as to have an indirect
pair in a proof. The only way to do this is by way of a Cut step.

This mapping from sequent derivations to proofs brings to light one
difference between the systems as we have set up. As we have defined
them, there is no derivation & such that nd(8) delivers the simple proof
consisting of the sole assumption p — ¢. It would have to be a deriv-
ation of the sequent p — ¢ F p — ¢, but the proof corresponding to
this derivation is more complicated than the simple proof consisting of
the assumption alone:

pEp dabq P—q [p]“)
—_— L -
5: p—q,ptq nd(d) : q
—R —I1
p—dbp—q P —q

What are we to make of this? If we want there to be a derivation
constructing the simple proof for the argument from p — p to itself,
an option is to extend the class of derivations somewhat:

:p—prFp—p ndd):p—p

If 8’ is to be a derivation, we can expand the scope of the identity rule,
to allow arbitrary formulas, instead of just atoms.

A A [Id]
This motivates the following distinction:

DEFINITION 2.3.3 [LIBERAL AND STRICT DERIVATIONS] A strict derivation
of a sequent is one in which [Id] is the only identity rule used. A liberal
derivation is one in which [Id*] is permitted to be used.

LEMMA 2.3.4 If & is a liberal derivation, it may be extended into &%, a
strict derivation of the same sequent. Conversely, a strict derivation
is already a liberal derivation. A strict derivation featuring a sequent
A+ A where A is complex, may be truncated into a liberal derivation
by replacing the derivation of A+ A by an appeal to [Id*].

Proof: The results here are a matter of straightforward surgery on de-
rivations. To transform & into &%, replace each appeal to [Id*] to justify
A F A with the identity derivation Id(A) to derive A - A.

Conversely, in a strict derivation 8, replace each derivation of an
identity sequent A - A, below which there are no more identity se-
quents, with an appeal to [Id*] to find the smallest liberal derivation
corresponding to 8. .

From now on, we will focus on liberal derivations, with the understand-
ing that we may “strictify” our derivations if the need or desire arises.

So, we have nd : DERIVvATIONS — PROOFs. This transformation also
sends cut-free derivations to normal proofs. This lends some support
to the view that derivations without cut and normal proofs are closely
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related, and that cut elimination and normalisation are in some sense
the same kind of process. Can we make this connection tighter? What
about the reverse direction? Is there a map that takes proofs to deriva-
tions? There is, but the situation is somewhat more complicated. In the
rest of this section we will see how to transform proofs into derivations,
and we will examine the way that normal proofs can be transformed
into cut-free derivations.

Firstly, note that the map nd is many-to-one. There are derivations
§ # &' such that nd(8) = nd(8’). Here is a simple example:

pEp dfFq qFq kv

d: p—q,pkq ThET :pkFp qg—r1,qkT
—L —L

q—mp—qpkr q—mp—qpkr

Applying nd to & and &', you generate the one proof 7t in two different
ways:
p—q P

T: q—7T q

—E

—E

T

This means that there are at least two different ways to make the re-
verse trip, from 7t to a derivation. The matter is more complicated than
this. There is another derivation §”, using a cut, such that nd(5"”) = .

pEp dbgq qFq rkv
—_— —L [ —L
p—da,bq q—rqbkr

Cut
q—np—qphbr

So, even though nd sends cut-free derivations to normal proofs, it also
sends some derivations with cut to normal proofs.

To understand what is going on, we will consider two different
ways to reverse the trip, to go from a proof 7t to a (possibly liberal)
derivation &.

BOTTOM-UP CONSTRUCTION OF DERIVATIONS: If 7t is a proof from X to
A then sq®(7) is a derivation of the sequent X - A, defined as follows:

» If 7t is an assumption A, then sq®(7) is the identity derivation
1d(A).

» If tis a proof from X to A — B, composed from a proof v’ from
X, A to B by a conditional introduction, then take the derivation
sq°(m’) of the sequent X, A + B, and extend it with a [>R] step
to conclude X - A — B.

- sq°(n')
X,AF B

—_)R
XFA—B
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» If 7t is composed from a proof 7’ from X to A — B and another
proof " from Y to A, then take the derivations sq®(7’) of X -
A — Band sqg®(n') of Y A,

qu(ﬂ”)
Esqb(ﬂ/) YEA B"BHL
XFA B A—BYFB
Cut
X,Y+FB

This definition constructs a derivation for each natural deduction proof,
from the bottom to the top.

The first thing to notice about sq® is that it does not always generate a
cut-free derivation, even if the proof you start off with is normal. We
always use a Cut in the translation of a —E step, whether or not the
proof 7t is normal. Let’s look at how this works in an example: we can
construct sq° of the following normal proof:

p—q Ip
—_— E
[q— 1] q
—E
T
—I1
p—T
—[2

(q—=7)—=(p—7)

We are going to construct a derivation of the sequentp — q F (q —
r) — (p — 7). We start by working back from the last step, using the
definition. We have the following part of the derivation:

. p—aq [p'"

Y — —E

: T

p—4dq—rThEp—T where &' is sq® of u%
R T
p—dbF(@—r)—(p—r) 11
p—T

Going back, we have

N

0 ] p—4q p

P—qq—"prrT — —=E
—R where 8" issqg® of q—r q
p—d,q—rTEp—T —
—R T
p—=dqk(q—1)—(p—7)
And going back further we get:
: N
p—dphkq vk
—L
q—orkq—or q—or,p—q,pkT P—q p
cut  where §” is sq® of ——— —E
q—7mp—qpkT q

—R
q—mp—=qFp—rT

—R
q—rtFP—9q) —(p—r)
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Finally, we get
pEp dkq

p—dFp—q p—dqd,pkq
Cut
Pp—q,ptq rTET

—L

—L
q—rhEq—rT p—nTp—dqphkT

Cut
p—d,q—rT,pkrT

—R
p—d,q—ThEp—T

—R
p—dkF(g—=1)—=(p—r1)

This contains redundant Cut steps (we applied Cuts to identity se-
quents, and these can be done away with). We can eliminate these,
to get a much simpler cutfree derivation:

pEp qkq
—*)L
p—qphkr TET
—L
q—r,p—dqpkrT
—R

p—dqdq—rkEp—T

—R
P—=aF(g—1)—=(p—7)

You can check for yourself that when you apply nd to this derivation,
you construct the original proof.

So, we have transformed the proof 7 into a derivation §, which
contained Cuts, and in this case, we eliminated them. Is there a way
to construct a cut-free derivation in the first place? It turns out that
there is. We need to construct the proof in a more subtle way than
unravelling it from the bottom.

PERIMETER CONSTRUCTION OF DERIVATIONS: If we wish to generate a
cut-free derivation from a normal proof, the subtlety is in how we use
—L to encode an —E step. We want the major premise to appear as an
assumption in the natural deduction proof. That means we must defer
the decoding of an —E step until the major premise is an undischarged
assumption in the proof. Thankfully, we can always do this if the proof
is normal.

LEMMA 2.3.5 [NORMAL PROOF STRUCTURE] Any normal proof, using the
rules —1 and —E alone, is either an assumption, or ends in an —I step,
or contains an undischarged assumption that is the major premise of
an —E step.

Proof: We show this by induction on the construction of the proof 7.
We want to show that the proof 7t has the property of being either (a)
an assumption, (b) ends in an —I step, or (c) contains an undischarged
assumption that is the major premise of an —E step. Consider how 7t
is constructed.
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»

If 7t is an assumptions, it qualifies under condition (a).

So, suppose that 7t ends in —I. Then it qualifies under condition
(b).

Suppose that 7t ends in —E. Then 7 conbines two proofs, m;
ending in A — B and 7, ending in A, and we compose these
with an —E step to deduce B. Since 7ty and 71, are normal, we
may presume the induction hypothesis, and that either (a), (b)
or (c) apply to each proof. Since the whole proof 7t is normal,
we know that the proof 7t; cannot end in an —E step. So, it
must satisfy property (a) or property (c). If it is (c), then one
of the undischarged assumptions in 7ty is the major premise of
an —E step, and it is undischarged in 7, and hence 7 satisfies
property (c). If, on the other hand, 7t; satisfies property (a), then
the formula A — B, the major premise of the —E step concluding
7, is undischarged, and 7t also satisfies property (c). .

Now we may define the different map sq? (“p” for “perimeter”) ac-
cording to which we strip each —1I off the bottom of the proof 7, until
we have no more to take, and then, instead of dealing with the —E at
the bottom of the proof, we deal with the the leftmost undischarged
major premise of an —E step, unless there is none.

DEFINITION 2.3.6 [sqP] If 7 is a proof from X to A then sgP(m) is a de-
rivation of the sequent X - A, defined as follows:

»

»

»

§2.3 -

If 7t is an assumption A, then sgP(7) is the identity derivation

Id(A).

If 7t is a proof from X to A — B, composed from a proof v’ from
X, A to B by a conditional introduction, then take the derivation
sqP(m’) of the sequent X, A + B, and extend it with a [—R] step
to conclude X - A — B.

o

- sq®(m')

X,AF B

- R
XFA —B

If 7t is a proof ending in a conditional elimination, then if 7t con-
tains an undischarged assumption that is the major premise of
an —E step, choose the leftmost one in the proof. The proof 7
will have the following form:

Z
LT
CcC—-D C
D Y
-7
A
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Take the two proofs 7, and 73, and apply sg® to them to find
derivations sqP(7;) of Z - C and sgqP(73) of Y,D = A. Compose
these with an —L step as follows:

- sqP (m2) - sqP(m3)
ZEC YDFA
=L
C—D,Z,YEA

to complete the derivation for C — D, Z, Y I- A.

» If, on the other hand, there is no major premise of an —E step
that is an undischarged assumption in 7t (in which case, 7t is not
normal), use a Cut as in the last part of the definition of sq® (the
BOTTOM-UP translation) to split the proof at the final —E step.

This transformation will send a normal proof into a cut-free derivation,
since a Cut is only used in the mapping when the source proof is not
normal. We have proved the following result.

THEOREM 2.3.7 For each natural deduction proof e from X to A, sq¥ ()
is a derivation of the sequent X = A. Furthermore, if 7 is normal,
sqP (7) is cut-free.

This has an important corollary.

COROLLARY 2.3.8 [CUT IS REDUNDANT]| If & is a derivation of X = A, then
there is a cut-free derivation §' of X - A.

Proof: Given a proof 7, let norm(mt) be the normalisation of . Then
given §, consider sqP (norm(nd(8))). This is a cut free derivation of
X I A. The result is a cut-free derivation. .

This is a different way to prove the redundancy of Cut. Of course,
we can prove the redundancy of Cut directly, by eliminating it from a
derivation.

The crucial steps in the proof of the elimination of Cut are just as
they were before. We have a derivation in which the last step is Cut,
and we push this Cut upwards towards the leaves, or trade it in for a
cut on a simpler formula. The crucial distinction is whether the cut
formula is active in both sequents in cut step, or passive in either one.
Consider the case in which the cut formula is active.

CUT FORMULA ACTIVE ON BOTH SIDES: In this case the derivation is as
follows:

81 82 8
X,AFB YFA  B,ZFC
—R —L
XFA—B A—B,Y,ZFC
Cut
X,Y,ZFC
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Now, the Cut on A — B may be traded in for two simpler cuts: one on
A and the other on B.

: 82 X3
YEFA XAFB s
Cut .02
X,YFB B,ZFC
Cut
X,Y,ZF C

CUT FORMULA PASSIVE ON ONE SIDE: There are more cases to consider
here, as there are more ways the cut formula can be passive in a deriva-
tion. The cut formula can be passive by occuring in X, Y, or R in either
[—L] or [—=R]:

XFA B,YFR X,AFB
—)L -_— —
A—B,XYFR XFA—B

R

So, let’s mark all of the different places that a cut formula could occur
passively in each of these inferences. The inferences in Figure 2.6 mark
the four different locations of a cut formula with C.

[SEPTEMBER 18, 2006]

X,CFA B, YER XFA B,Y CER XFA B, YEC

—L
A—BX,C,YFR

—L —
A—B,X,Y,CFR A—=B,XYFC

L

X' C,AFB

X' CFA—B

R

Figure 2.6: FOUR POSITIONS FOR PASSIVE CUT FORMULAS

In each case we want to show that a cut on the presented formula C
occuring in the lower sequent could be pushed up to occur on the upper
sequent instead. (That is, that we could permute the Cut step and this
inference.)

Start with the first example. We want to swap the Cut and the [—L]
step in this fragment of the derivation:

82 8
6, X ,CFA  B,YFR
: —L
ZFC A—BX . CYFR
Cut
A —B,X.ZYFR
But the swap is easy to achieve. We do this:
51 62
ZFC X, CHA 5
Cut .02
X' ZFA B,YF R
—L

A—B,X,ZYFR

The crucial feature of the rule [—L] that allows this swap is that it is
closed under the substitution of formulas in passive position. We could
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replace the formula C by Z in the inference without disturbing it. The
result is still an instance of [—L]. The case of the second position in
[—1L] is similar. The Cut replaces the Cin A — B,X,Y’,C R by Z,
and we could have just as easily deduced this sequent by cutting on the
C in the premise sequent B, Y’, C - R, and then inferring with [—L].

The final case where the passive cut formula is on the left of the
sequent is in the [-R] inference. We have

+ 82
5 X\CAFB
Zkc  X,CFA—B
X', ZFA—B o

and again, we could replace the C in the [=R] step by Z and still have
an instance of the same rule. We permute the Cut and the [—R] step
to get
61 62
Z+-C X' C,AFB
X' Z,AFB

X' ZFA—>B
a proof of the same endsequent, in which the Cut is higher. The only
other case is for an [—L] step in which the cut formula C is on the right
of the turnstile. This is slightly more complicated. We have

Cut

R

DI
XEA  BYFC g
— . 2
A—B,XYFC ZCEFD
Cut
ZA—BXYFD
In this case we can permute the cut and the [—L] step:
3 52
; B,YFC ZCFD
. 61 Cut
XFEA ZBYFD
—L

ZA—BXYFD
Here, we have taken the C in the step
XFA B,YFC
A—BXYFC

and cut on it. In this case, it does not simply mean replacing the C
by another formula, or even by a multiset of formulas. Instead, when
you cut with the sequent Z,C + D, it means that you replace the C
by D and you add Z to the left side of the sequent. So, we make the
following transformation in the [—L] step:

XFA B,YFC XFA BY,ZFD

A—BXYFC A—BXY,ZFD

L

L
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The result is also a [~L] step.

We can see the features of [—~L] and [—R] rules that allow the per-
mutation with Cut. They are preserved under cuts on formulas in
passive position. If you cut on a formula in passive position in the
endsequent of the rule, then find the corresponding formula in the
topsequent of the rule, and cut on it. The resulting inference is also an
instance of the same rule. We have proved the following lemma:

LEMMA 2.3.9 [CUT-DEPTH REDUCTION| Given a derivation § of X F A,
whose final inference is Cut, which is otherwise cut-free, and in which
that inference has a depth of n, we may construct another derivation
of X + C in which each cut on C has a depth less than n.

The only step for which the depth reduction might be in doubt is in the
case where the cut formula is active on both sides. Before, we have

8 : 82 - 8
X,AF B YFA  B,ZFC
—R —L
XFA—B A—B)Y ZEC
Cut
XY, Z+C

and the depth of the cut is [81] + 1 + (52| + 65| + 1. After pushing the
Cut up we have:

5
YFA  X,AFB s
Cut .02
X,YFB B,ZFC
Cut
X,Y,Z+ C

The depth of the first cut is [6;] + |61] (which is significantly shallower
than depth of the previous cut), and the depth of the second is |6,] +
611 + 1+ (85| (which is shallower by one). So, we have another proof
of the cut elimination theorem, directly eliminating cuts in proofs by
pushing them up until they disappear.

2.3.2 | STRUCTURAL RULES

What about non-linear proofs? If we allow vacuous discharge, or du-
plicate discharge, we must modify the rules of the sequent system in
some manner. The most straightforward possibility is to change the
rules for —R, as it is the rule —I that varies in application when we
use different policies for discharge. The most direct modification would

be this:
XFB

X—AFA—B
where X — A is a multiset found by deleting instances of A from X. Its
treatment depends on the discharge policy in place:

R

» In linear discharge, X — A is the multiset X with one instance of
A deleted. (If X does not contain A, there is no multiset X — A.)

§2.3 - FROM PROOFS TO DERIVATIONS AND BACK
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“Corresponding formula”? This re-
quires an analysis of the formulas in
the rules, according to which you
can match formulas in the top and
bottom of rules to say which formula
instance corresponds to which other
instance. Nuel Belnap calls this an
analysis [7] of the rules. It is often
left implicit in discussions of sequent
systems. The analysis we use here is
as follows: Formula occurrences in
an instance of a rule are matched if
and only if they are either represen-
ted by the same schematic formula
letter (A, B, etc.), or they occur in
the corresponding place in a schem-
atic multiset position (X, Y, etc.).

We think of the derivation §; as
containing its endsequent X, A F B,
and so on. So, |8;] is the number of
sequents in that derivation, including
its endsequent.

And this, gives a distinct proof of
normalisation too. Go from a proof
to a derivation, eliminate cuts, and
then pull back with nd.

81



‘K’ for weakening. We weaken the
sequent by trading in a stronger fact
(we can get B from X) for a weaker
fact (we can get B from X with A).

82

» In relevant discharge, X — A is a multiset X with one or more
instances of A deleted. (If X contains more than one instance of
A, then there are different multisets which can count as X — A:
it is not a function of X and A.)

» In affine discharge, X — A is a multiset X with at most one in-
stance of A deleted. (Now, there is always a multiset X — A for
any choice of X and A. There are two choices, if X actually con-
tains A, delete it or not.)

» In standard discharge, X — A is a multiset X with any number
(including zero) of instances of A deleted.

The following derivations give examples of the new rule.

pPEP qFg qtq )
pEp pﬂq,quﬁL pEp qHHqﬁR
p—>(p—>q),p,quHL7 P—apkTr—0 HLﬁ
p—>(p—>q)Ho—>qﬁR p—>qu—>(T—>q)ﬁR

In the first derivation, we discharge two instances of p, so this is a
relevant sequent derivation, but not a linear (or affine) derivation. In
the second derivation, the last —R step is linear, but the first is not: it
discharges a nonexistent instance of r.

These rules match our natural deduction system very well. However,
they have undesirable properties. The rules for implication vary from
system to system. However, the features of the system do not actu-
ally involve implication alone: they dictate the structural properties of
deduction. Here are two examples. Allowing for vacuous discharge, if
the argument from X to B is valid, so is the argument from X, A to B.

X
B
=l
A— B A
B

In other words, if we have a derivation for X + B, then we also should
have a derivation for X, A - B. We do, if we go through A — B and a
Cut.

-8
XFB AFA BFB
— R~ —_— L
XFA—B A—BAFB
Cut
X,AF B

So clearly, if we allow vacuous discharge, the step from X - B to X, A I
B is justified. Instead of requiring the dodgy move through A — B, we
may allow it the addition of an antecedent as a primitive rule.

XFB
—K
X,AF B
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In just the same way, we can motivate the structural rule of contraction

X,A,A+B
X,AF B
by going through A — B in just the same way. Why “W” for contraction and “K”
for weakening? It is due to Schon-
. finkel’s original notation for combin-
. 5 ators [82].
X,A AFB AFA BFB
- R —}/
XFA —B A—B,AFB
Cut
X,AF B

With K and W we may use the old —R rule and ‘factor out’ the differ-
ent behaviour of discharge:

pFpP dqkg qkq
- L K
pFP P—dq,pkq q,7g
p—(p—4q),p,pkq pFp dqFr—g
w —L
p—(p—4a),pkgdq p—dqpkr—q(
—R —R
p—=p—aqkFp—q p—qkFp—(r—q)

The structural rules do not interfere with the elimination of cut,
though contraction does make the elimination of cut more difficult.
The first thing to note is that every formula occurring in a structural
rule is passive. We may commute cuts above structural rules. In the
case of the weakening rule, the weakened-in formula appears only in
the endsequent. If the cut is made on the weakened-in formula, it
disappears, and is replaced by further instances of weakening, like this:

-5 .
s YFB 10
. 01 — K YHB
XFA Y,A FB — K, repeated
c X YFB

X,YFB

In this case, the effect of the cut step is achieved without any cuts at
all. The new derivation is clearly simpler, in that the derivation §;
is rendered unnecessary, and the number of cuts decreases. If the cut
formula is not the weakened in formula, then the cut permutes trivially
with the weakening step:

- 5, - 51 -8,
5, Y AFB XEA  YAFB
. —_ K Cut
XFA  Y,ACFB X,Y+B ’
Cut — K
X,Y,CHB X,Y,C+-B

In the case contraction formula matters are not so simple. If the con-
tracted formula is the cut formula, it occurs once in the endsequent
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but twice in the topsequent. This means that if this formula is the cut
formula, when the cut is pushed upwards it duplicates.

: xJ =02
102 s XFA  Y,AALB
6 Y,A,Al—B e Cut
o 2 7 XEA X.Y,AFB
XF A Y ALB Cut
Cut X,X,Y"B
X, YFB ———— W, repeated
XY+ B

In this case, the new proof is not less complex than the old one. The
depth of the second cut in the new proof (2|81 +82]+ 1) is greater than
in the old one (|81] + [82]). The old proof of cut elimination no longer
works in the presence of contraction. There are number of options one
might take here. Gentzen’s own approach is to prove the elimination
of multiple applications of cut.

X3 52
XFA YA AFB
X,X,YF B
X,YFB

Multicut

W, repeated

Another option is to eliminate contraction as one of the rules of the
system (retaining its effect by rewriting the connective rules) [28]. In
our treatment of the elimination of Cut we will not take either of these
approaches. We will be more subtle in the formulation of the inductive
argument, following a proof due to Haskell Curry [19, page 250], in
which we trace the occurrences of the Cut formula in the derivation
back to the points (if any) at which the formulas become active. We
show how Cuts at these points derive the endsequent without further
Cuts. But the details of the proof we will leave for later. Now we shall
look to the behaviour of the other connectives.

2.3.3 | CONJUNCTION AND DISJUNCTION

Let’s add conjunction and disjunction to our vocabulary. We have a
number of options for the rules. One straightforward option would be
to use natural deduction, and use the traditional rules. For example,
the rules for conjunction in Gentzen’s natural deduction are

A B AANB AANB
Al AE
AANB A B

AE

Notice that the structural rule of weakening is implicit in these rules:

A B
AANB
NE

A

NI
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So, if we wish to add conjunction to a logic in which we don’t have
weakening, we must modify the rules. If we view these rules as se-
quents, it is easy to see what has happened:

XFA YFB X,AFR X,BF R
— AR? — AL? —_— AL?
X,YFAAB X,AABFR X,AABFR

The effect of weakening is then found using a Cut.

AFA BB AFA
AL? AR?

ABFAAB AABF A
Cut
ABFA L

The AR? rule combines two contexts (X and Y) whereas the AL? does
not combine two contexts—it merely infers from A A B to A within
the one context. The context ‘combination” structure (the ‘comma’ in
the sequents, or the structure of premises in a proof) is modelled using
conjunction using the AR? rule but the structure is ignored by the
AL? rule. It turns out that there are two kinds of of conjunction (and
disjunction).

The rules in Figure 2.7 are additive. These rules do not exploit
premise combination in the definition of the connectives. (The “X,”
in the conjunction left and disjunction left rules is merely a passive
‘bystander’ indicating that the rules for conjunction may apply regard-
less of the context.) These rules define conjunction and disjunction,
regardless of the presence or absence of structural rules.

X,AF R X,AFR XFA  XFB
— AL — AL, /AR
X,AABHFR X,BAAFR XFAAB
X,AFR  X,BFR XA XF A

VL — VR — VR,
X,AVBFR XFAVB XFBVA

Figure 2.7: ADDITIVE CONJUNCTION AND DISJUNCTION RULES

These rules are the generalisation of the lattice rules for conjunc-
tion seen in the previous section. Every sequent derivation in the old
system is a proof here, in which there is only one formula in the ante-
cedent multiset. We may prove many new things, given the interaction
of implication and the lattice connectives:

pEp dkgq pkp thrT
—_— L —_— L
P—aphkq p—rpkT
AL AL
(p—=ad)A(p—r1)ptq P—=adAp—r1)pkrT
AR

P—=ag)Ap—=1),pFqgAT

P OAP—1Fp— (A1) |
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Just as with the sequents with pairs of formulas, we cannot derive the
sequent pA(qVr) - (pAg)V (pAr)—at least, we cannot without any
structural rules. It is easy to see that there is no cut-free derivation
of the sequent. There is no cut-free derivation using only sequents
with single formulas in the antecedent (we saw this in the previous
section) and a cut-free derivation of a sequent in A and V containing
no commas, will itself contain no commas (the additive conjunction
and disjunction rules do not introduce commas into a derivation of a
conclusion if the conclusion does not already contain them). So, there
is no cut-free derivation of distribution. As we will see later, this means
that there is no derivation at all.

But the situation changes in the presence of the structural rules.
(See Figure 2.8.) This sequent is not derivable without the use of both
weakening and contraction.

AkFA B+ B AFA CFC
K K K K
A,BFA ABFB A,CFA A, CFC
AR AR
A,BFAAB A,CFAAC
VR, VR,
A,BF(AAB)V (AAC) A,CH(AAB)V(AACQC)

VL
A,BVCF (AAB)V(AACQC)

A,AA(BVC)F(AAB)V (AAC)
AABVCL,AABVCF(AAB)V(AAC)
AA(BVC)F(AAB)V(AACQC)

ALy

VAV

W

Figure 2.8: DISTRIBUTION OF /\ OVER V, USING K AND W.

Without using weakening, there is no way to derive A,B - A A B us-
ing the additive rules for conjunction. If we think of the conjunction
of A and B as the thing derivable from both A and B, then this seems
to define a different connective. This motivates a different pair of con-
junction rules, the so-called multiplicative rules. We use a different
symbol (the tensor: ®) for conjunction defined with the multiplicat-
ive rules, because in certain proof-theoretic contexts (in the absence of
either contraction or weakening), they differ.

X,A,BFC XFA YFB
X,A®BFC X,YFA®B

For example, you can derive the distribution of ® over V (see Fig-
ure 2.9) in the absence of any structural rules. Notice that the deriva-
tion is much simpler than the case for additive conjunction.

®R

2.3.4 | NEGATION

You can get some of the features of negation by defining it in terms
of conditionals. If we pick a particular atomic proposition (call it f for
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AFA BFB AFA CFC
— ®R ®R
A,BFA®B A,CFA®C
VR, VR,
A,BF(A®B)V(A®C) A,CH(A®B)V(A®C)
VL

A,BVCH(A®B)V(A®C)
A®(BVC)F(A®B)V(A®C)

®L

Figure 2.9: DISTRIBUTION OF ® OVER V.

the moment) then A — f behaves somewhat like the negation of A.
For example, we can derive A - (A — f) — f, (AVB) - fF (A —
f) A (B — f), and vice versa, (A — f) A (B — f) - (AV B) — f.

AFA fESf BB ff
—_— —L — —L
A—f AT B—fBFf
/\L] /\LZ
(A—=f)AB—f),AFf (A—=f)A(B—1f),BFf

VL
(A—=f)A(B—-f),AVBKFT

(A—-fH)IAB—=f)F(AVB)—f

—R

Notice that no special properties of f are required for this derivation to
work. The propsoition f is completely arbitrary. Now look at the rules
for implication in this special case of implying f:

XFA fYFR X, A - f
—L _——
A—fXYFR XFA—f

R

If we want to do this without appealing to the proposition f, we could
consider what happens if f goes away. Write A — f as —A, and con-
sider first [-R]. If we erase f, we get

X A+
XFE—A

R

Now the topsequent has an empty right-hand side. What might this
mean? One possible interpretation is that X, A  is a refutation of A
in the context of X. This could be similar to a proof from X and A to a
contradiction, except that we have no particular contradiction in mind.
To derive X, A | is to refute A (if we are prepared to keep X). In other
words, from X we can derive —A, the negation of A. If we keep with
this line of investigation, consider the rule [—L]. First, notice the right
premise sequent f,Y = R. A special case of this is f I, and we can take
this sequent as a given: if a refutation of a statement is a deduction
from it to f, then f is self-refuting. So, if we take Y and R to be empty,
A — fto be —A and f I- to be given, then what is left of the [—L] rule
is this:
XHA

X,—AF

L
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If we can deduce A from X, then —A is refuted (given X). This seems an
eminently reasonable thing to mean by ‘not’. And, these are Gentzen'’s
rules for negation. With them, we can prove many of the usual prop-
erties of negation, even in the absence of other structural rules. The
proof of distribution of negation over conjunction (one of the de Mor-
gan laws) simplifies in the following way:

AL A B+ B
— —L —L
—A,A —B,B F

— AL, — AL,
~AA-B,A ~AA-B,BF
VL

~AA-B,AVBF
—~AA—BF —(AVB)

—

We may show that A entails its double negation ——A

AFA
A-AF
Ab—A

L

R

but we cannot prove the converse. There is no proof of p from ——p.
Similarly, there is no derivation of —=(p A q) = —p V —q, using all of
the structural rules considered so far. What of the other property of
negation, that contradictions imply everything? We can get this far:

AFA
A-AL
— ®
A® AL

L

L

(using contraction, we can derive AA—A - too) but we must stop there
in the absence of more rules. To get from here to A®—A + B, we must
somehow add B into the conclusion. But the B is not there! How can
we do this? We can come close by adding B to the left by means of a

weakening move:
AFA

A-AF
A,—A,BF

—— R
A,—~AF—B

This shows us that a contradiction entails any negation. But to show
that a contradiction entails anything we need a little more. We can do
this by means of a structural rule operating on the right-hand side of
a sequent. Now that we have sequents with empty right-hand sides,
we may perhaps add things in that position, just as we can add things
on the left by means of a weakening on the right. The rule of right
weakening is just what is required to derive A, —A I B.

L

K

Xk
XFB

KR
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The result is a sequent system for intuitionistic logic. Intuitionistic
logic arises out of the program of intuitionism in mathematics due
to L. E. J. Brouwer [12, 50]. The entire family of rules is listed in
Figure 2.10.

The sequents take the form X R where X is a multiset of formulas
and R is either a single formula or is empty. We take a derivation of
X F A to record a proof of X from A. Furthermore, a derivation of X F
records a refutation of X. The system of intuitionistic logic is a stable,
natural and useful account of logical consequence [20, 42, 79].

[SEPTEMBER 18, 2006]

We have not presented the entire
system of natural deduction in which
these proofs may be found — yet.

XFC CXFR

Identity and Cut  pFp d Cut
X, X'+ R
. XFA B,X'FR X,AFB
Conditional Rules N - R
A —B,X,X'FR XFA—B
, XF A X, A F
Negation Rules ———— | ~R
X,~A X+ —A
o X,A kR X,A kR XFA X+B
Conjunction Rules AL ALy - AR
X, AABFR X,BAAFR XFAAB
o _ X,AFR X/ BFR XFA XHFA
Disjunction Rules — VRy ——— VR,
X, AVBFR XHFAVB XFBVA
X, A A FR X F R X F
Structural Rules = —— — KL KR
X,AF R X,AF R XFC

Figure 2.10: SEQUENT RULES FOR INTUITIONISTIC PROPOSITIONAL LOGIC

A case could be made for the claim that intuitionistic logic is the
strongest logic is the strongest and most natural logic you can motivate
using inference rules on sequents of the form X - R. It is possible to go
further and to add rules to ensure that the connectives behave as one
would expect given the rules of classical logic: we can add the rule of
double negation elimination

XF——A
X+ A

DNE

which strengthens the system far enough to be able to derive all clas-
sical tautologies and to derive all classically valid sequents. However,
the results are not particularly attractive on proof-theoretical consider-
ations. For example, the rule DNE does not satisfy the subformula
property: the concluding sequent X F A is derived by way of the
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premise sequent involving negation, even when negation does not fea-
ture in X or in A. This feature of the rule is exploited in the derivation
of the sequent F ((p — q) — p) — p, of Peirce’s Law, which is clas-
sically derivable but not derivable intuitionistically. This derivation
uses negation liberally, despite the fact that the concluding sequent is
negation-free.

pkEp
p,(p—q)—pkp
pElp—=aq)—p)—p

KL

—R

(pod—pl—phpr

ﬁ(((p—>q)—>p)—>p),quK ;
—“(((p—a)—=p)—=pFp—gd pkp
~((p—q)—=p)—p)p—q) —pkp

R

—L

((r=q —p—pFr(poaq —p —p

(=) =p) —=ph~((r—a) —=p) =PI

—((p—=q)—p)—p)F

WL

—R
F==((p —=q) —=p) —p)

DNE
Flp—da)—=p)—p

It seems clear that this is not a particularly simple proof of Peirce’s
law. It violates the subformula property, by way of the detour through
negation. Looking at the structure of the proof, it seems clear that the
contraction step (marked WL) is crucial. We needed to duplicate the
conditional for Peirce’s law so that the inference of —L would work.
Using —L on an unduplicated Peirce conditional does not result in a
derivable sequent. The options for deriving (p — ¢) — p F p are
grim:
Fp—da pEp

—L
(P—d—pkp

No such proof will work. We must go through negation to derive the

sequent, unless we can find a way to mimic the behaviour of the WL

step without passing the formulas over to the left side of the turnstile,

using negation.

2.3.5 | CLASSICAL LOGIC

Gentzen'’s great insight in the sequent calculus was that we could get
the full power of classical logic by way of a small but profound change
to the structure of sequents. We allow multisets on both sides of the
turnstile. For intuitionistic logic we already allow a single formula or
none. We now allow for more. The rules are trivial modifications of
the standard intuitionistic rule, except for this one change. The rules
are listed in Figure 2.11. In each sequent in the rules, ‘p’ is an atomic
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proposition, ‘A’, ‘B” and ‘C” are formulas, X, X/, Y and Y’ are multisets
(possibly empty), of formulas.
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XFY,C CXFY

Identity and Cut  pFp d Cut
X, X' FY,Y
. XFY,A BXFY X,AFBY
Conditional Rules L - R
X, X' A—BFY,Y XFA—BY
, XFA,Y X,A kY
Negation Rules ~—— | ——— ¢
X,7AFY XEF-AY
_ _ X,AFY X,AFY XFAY X' FB,Y
Conjunction Rules ~—————— AL, ———— AL AR
X,AABFY X,BAAFY X,X'F AAB,Y,Y
o X,AFY XBFY XFEAY XFEA,Y
Disjunction Rules VL VR; VR,
X,AVBFY XFAVB,Y XFBVA)Y
X,ALAFY  XFAAY XFY XFY
Structural Rules WL WR KL KR
X, AFY XFEA,Y X,AFY  XFAY

Figure 2.11: SEQUENT RULES FOR CLASSICAL PROPOSITIONAL LOGIC

Using these rules, we can derive Peirce’s Law, keeping the structure
of the old derivation intact, other than the deletion of all of the steps
involving negation. Instead of having to swing the formula for Peirce’s
Law onto the left to duplicate it in a contraction step, we may keep it
on the right of the turnstile to perform the duplication. The negation
laws are eliminated, the WL step changes into a WR step, but the other
rules are unchanged.

pkEp
p,(p—d —pkp

KL

KR
p,(p—q)—pkq,p

—R
ptEd,((p—d)—p)—p

—R
pkEp

P—a)—=pFp,((p—q) —p)—p

Fp—q,((p—aq)—p)—p

—L

—R
F(p—d)—p)—=p((p—d) —p) —p

WR
Flp—d)—p)—7p

The system of rules is elegant and completely symmetric between left

and right. The old derivations have mirror images in every respect.

§2.3 - FROM PROOFS TO DERIVATIONS AND BACK

You might think that this is what
we were ‘trying’ to do in the

other derivation, and we had to

be sneaky with negation to do what
we wished.
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Here are two double negation sequents:
AFA AFA
A-AF FA—A

R

L

Here are two derivations of de Morgan laws. Again, they are com-
pletely left-right symmetric pairs (with conjunction and disjunction
exchanged, but negation fixed).

AFA BB AFA BB
—_— L —L — R -L
—A,A F —B,B - A A - —B,B
e —_— AL _ VR —_— AL
—~AA—B,AF ~AA—B,BF - —AV-B,A F—-AV-B,B
VL AR
~AA-B,AVBF F-AV-B,AAB
- —L
~AA—BF —(AVB) ~(AAB)F—-AV-B

The sequent rules for classical logic share the ‘true—false’ duality im-
plicit in the truth-table account of classical validity. But this leads on
to an important question. Intuitionistic sequents, of the form X - A,
record a proof from X to A. What do classical sequents mean? Do they
mean anything at all about proofs? A sequent of the form A,B+~ C,D
does not tell us that C and D both follow from A and B. (Then it could
be replaced by the two sequents A,;B - C and A,B + D.) No, the se-
quent A, B = C, D may be valid even when A,;B + C and A,B - D are
not valid. The combination of the conclusions is disjunctive and not
conjunctive when read ‘positively’. We can think of a sequent X - Y as
proclaiming that if each member of X is true then some member of Y
is true. Or to put it ‘negatively’, it tells us that it would be a mistake
to assert each member of X and to deny each member of Y.

This leaves open the important question: is there any notion of
proof appropriate for structures like these, in which premises and con-
clusions are collected in exactly the same way? Whatever is suitable
will have to be quite different from the tree-structured proofs we have
already seen.

2.3.6 | CUT ELIMINATION AND COROLLARIES

[To be written: A simple proof of the cut-elimination theorem of the
systems we have seen (it works, though the presence of contraction on
both sides of the turnstile makes things trickier). And a discussion of
interpolation and other niceties.]

We will end this section with a demonstration of yet another way that
we can show that cut is eliminable from a sequent system. We will
show that the system of sequents—without the cut rule—suffices to
derive every truth-table-valid sequent.

DEFINITION 2.3.10 [TRUTH TABLE VALIDITY] A sequent X + Y is truth-
table valid if and only if there is no truth-table evaluation v such that
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v(A) is TRUE for each A in X and v(B) is FALSE foreach Bin Y. If X - Y
is not truth-table valid, then we say that an evaluation v that makes
each member of X TRUE and each member of Y FALSE a counterexample
to the sequent.

In other words, a sequent X I~ Y is truth-table valid if and only if there
is no way to make each element of X TRUE while making each element
of Y FALSE. Or, if you like, if we make each member of X TRUE, we must
also make some member of Y TRUE. Or, to keep the story balanced, if
we make each member of Y FALSE, we make some member of X FALSE
too. To understand the detail of this, we need another definition. It is
what you expect.

DEFINITION 2.3.11 [TRUTH-TABLE EVALUATIONS] A function v assigning
each aATom a truth value (either TRUE or FALSE) is said to be a truth-
table evaluation. A truth-table evaluation assigns a truth value to each
FORMULA as follows:

» v(—A) = TRUE if and only if v(A) = FaLsE. (Otherwise, if v(A) =
TRUE, then v(—A) = FALSE.)

» V(A AB) = TRUE if and only if v(A) = TRUE and v(B) = TRUE.

» v(A'V B) = TRUE if and only if v(A) = TRUE or v(B) = TRUE (or
both).

» V(A — B) = TRUE if and only if either v(A) = FALSE or v(B) =
TRUE.

Now, we will show two facts. Firstly, that if the sequent X F Y is
derivable (with or without Cut) then it is truth-table valid. Second,
we will show that if the sequent X F Y is not derivable, (again, with
or without Cut) then it is not truth-table valid. Can you see why this
proves that anything derivable with Cut may be derived without it?

THEOREM 2.3.12 [TRUTH-TABLE SOUNDNESS OF SEQUENT RULES] If X Y
is derivable (using Cut if you wish), then it is truth-table valid.

Proof: Axiom sequents (identities) are clearly truth-table valid. Take
an instance of a rule: if the premises of that rule are truth-table valid,
then so is the conclusion. We will consider two examples, and leave
the rest as an exercise. Consider the rule —R:

XFY,A BXFY
X, X', A —BFY,Y

—L

Suppose that X - Y, A and B, X’ - Y’ are both truth-table valid, and
that we have an evaluation v for which each member of X, X’, and
A — B is TRUE. We wish to show that for v. Now, since A — B
is TRUE according to v, it follows that either A is FALSE or B is TRUE
(again, according to v). If A is FALSE, then by the truth-table validity of
X F Y, A, it follows that one member (at least) of Y is TRUE according
to v. On the other hand, if B is TRUE, then the truth-table validity of
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B, X’ + Y’ tells us that one member (at least) of Y’ is TRUE. In either
case, at least one member of Y, Y’ is TRUE according to v, as we desired.
Now consider the rule KR:

XEY

— KR
XFA,Y

Suppose that X Y is truth-table valid. Is X + A,Y? Suppose we
have an evaluation making each element of X TRUE. By the truth-table
validity of X I Y, some member of Y is TRUE according to v. It follows
that some member of Y, A is TRUE according to v too. The other rules
are no more difficult to verify, so (after you verify the rest of the rules
to your own satisfaction) you may declare this theorem proved. .

THEOREM 2.3.13 [TRUTH-TABLE COMPLETENESS FOR SEQUENTS] If X Y
is truth-table valid, then it is derivable. In fact, it has a derivation that
does not use Cut.

XFY,C CXFY

Identity and Cut X, A F A,Y 4 Cut
XFY
N XFY,A BXFY X,AFB,Y
Conditional Rules L S
A—BXFY XFA—-B)Y
XFA,Y X, AFY

Negation Rules ~— ——M 1  —— ¢
X, —AFY XF—A,Y

' , X,A,BFY XFA)Y XEB)Y
Conjunction Rules ——— A1 AR
X,AABFY XFAAB,Y
. ' X,AFY XBEY XFAB,Y
Disjunction Rules VL — WR
X,AVBFY XFAVB,Y
X,AVARY XEAAY
Structural Rules WL WR
X,AEY XEA)Y

Figure 2.12: ALTERNATIVE SEQUENT RULES FOR CLASSICAL LOGIC

Proof: We prove the converse: that if the sequent X = Y has no cut-
free derivation, then it is not truth-table valid. To do this, we appeal to
the result of Exercise 8 to show that if we have a derivation (without
Cut) using the sequent system given in Figure 2.12, then we have a
derivation (also without Cut) in our original system. This result is not
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too difficult to prove: simply show that the new identity axioms of the
system in Figure 8 may be derived using our old identity together with
instances of weakening; and that if the premises of any of the new rules
are derivable, so are the conclusions, using the corresponding rule from
the old system, and perhaps using judicious applications of contraction
to manipulate the parameters.

The new sequent system has some very interesting properties. Sup-
pose we have a sequent X Y, that has no derivation (not using Cut)
in this system. then we may reason in the following way:

» Suppose X F Y contains no complex formulas, and only atoms.
Since it is underivable, it is not an instance of the new Id rule.
That is, it contains no formula common to both X and Y. There-
fore, counterexample evaluation v: simply take each member of
X to be TRUE and Y to be FALSE.

That deals with what we might call atomic sequents. We now proceed
by induction, with the hypothesis for a sequent X F Y being that if
it has no derivation, it is truth-table invalid. And we will show that
if the hypothesis holds for simpler sequents than X - Y then it holds
for X - Y too. What is a simpler sequent than X - Y? Let’s say that
the complexity of a sequent is the number of connectives (A, V, —, =)
occuring in that sequent. So, we have shown that the hypothesis holds
for sequents of complexity zero.

Now to deal with sequents of greater complexity: that is, those
containing formulas with connectives.

» Suppose that the sequent contains a negation formula. If this
formula occurs on the left, the sequent has the form X, —A F Y. It
follows that if this is underivable in our sequent system, then so
is X = A, Y. If this were derivable, then we could derive our target
sequent by —L. But look! This is a simpler sequent. So we may
appeal to the induction hypothesis to give us a counterexample
evaluation v, making each member of X TRUE and making A FALSE
and each member of Y FALsSE. Now since this evaluation makes
A FALSE, then it makes —A TRUE. So, it is a counterexample for
X,—A F Y too.

If the negation formula occurs on the right instead, then the se-
quent has the form X = —A Y. It follows that X, A - Y is underiv-
able (for otherwise, we could derive our sequent by —R). This is a
simpler sequent, so it has a counterexample v, making each mem-
ber of X, and A TRUE and Y FALSE. This is also a counterexample
to X F —A,Y, since it makes —A FALSE.

» Suppose that our sequent contains a conditional formula A — B.
If it occurs on the left, the sequent has the form A — B, X I
Y. If it is not derivable then, using the rules in Figure 2.12, we
may conclude that either X F Y, A is underivable, or B,X Y
is underivable. (If they were both derivable, then we could use
—L to derive our target sequent A — B, X I~ Y.) Both of these
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The similarity to rules for
tableaux is not an accident [85].
See Exercise 10 on page 97.

Q1

sequents are simpler than our original sequent, so we may apply
the induction hypothesis. If X I- Y, A is underivable, we have an
evaluation v making each member of X TRUE and each member
of Y FALSE, together with A FALSE. But look! This makes A — B
TRUE, so v is a counterexample for A — B, X Y. Similarly, if
B,X F Y is underivable, we have a counterexample v, making
each member of X TRUE and each member of Y FALSE, together
with making B TRUE. So we are in luck in this case too! The
evaluation v makes A — B true, so it is a counterexample to our
target sequent A — B, X I Y. This sequent is truth-table invalid.

Suppose, on the other hand, that an implication formula is on the
right hand side of the sequent. If X = A — B, Y is not derivable,
then neither is X, A B, Y, a simpler sequent. The induction hy-
pothesis applies, and we have an evaluation v making the formu-
las in X TRUE, the formulas in Y FALSE, and A TRUE and Y FALSE. So,
it makes A — B FALSE, and our evaluation is a counterexample
to our target sequent X - A — B. This sequent is truth-table
invalid.

» The cases for conjunction and disjunction are left as exercises.
They pose no more complications than the cases we have seen. =

So, the sequent rules, read backwards from bottom-to-top, can be un-
derstood as giving instructions for making a counterexample to a se-
quent. In the case of sequent rules with more than one premise, these
instructions provide alternatives which can both be explored. If a se-
quent is underivable, these instructions may be followed to the end,
and we finish with a counterexample to the sequent. If following the
instructions does not meet with success, this means that all searches
have terminated with derivable sequents. So we may play this attempt
backwards, and we have a derivation of the sequent.

2.3.7 | HISTORY

[To be written.]

2.3.8 | EXERCISES
BASIC EXERCISES

Which of the following sequents can be proved in intuitionistic logic?
For those that can, find a derivation. For those that cannot, find a
derivation in classical sequent calculus:

:p—(q—pAq)

: ~(pA—p)

cpVp

t(p—4q) = ((PAT) — (gAT))
N

:=(pVda) = (pA—q)
c(pA(@—T1)) = (q— (pAT))

NN B~ 0N R
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Q2

Q3

Q4

Q5

Q6

Q7

Q8

Q9

Q10

8:pV(p—4q)
9:(pVd)—(p—a4a)
10 : (pAgQ)—=71) = ((p—=1)V(g—T1))

Consider all of the formulas unprovable in Q1 on page 47. Find deriva-
tions for these formulas, using classical logic if necessary.

Define the dual of a classical sequent in a way generalising the result
of Exercise 14 on page 67, and show that the dual of a derivation of a
sequent is a derivation of the dual of a sequent. What is the dual of a
formula involving implication?

Define A —* B as =(A A —B). Show that any classical derivation of
X Y may be transformed into a classical derivation of X* - Y*, where
X* and Y* are the multisets X and Y respectively, with all instances
of the connective — replaced by —*. Take care to explain what the
transformation does with the rules for implication. Does this work for
intuitionistic derivations?

Consider the rules for classical propositional logic in Figure 2.11. De-
lete the rules for negation. What is the resulting logic like? How does
it differ from intuitionistic logic, if at all?

Define the Double Negation Translation d(A) of formula A as follows:

dlp) = —p
d(—A) = —d(A)
d(AAB) = d(A)Ad(B)
d(AVB) = —(—d(A)A—d(B))
d(A—B) = d(A)— d(B)

What formulas are d((p — q) V (q — p))) and d(—p — p)? Show
that these formulas have intuitionistic proofs by giving a sequent de-
rivation for each.

INTERMEDIATE EXERCISES

Using the double negation translation d of the previous question, show
how a classical derivation of X - Y may be transformed (with a num-
ber of intermediate steps) into an intuitionistic derivation of X4 - Y4,
where X4 and Y¢ are the multisets of the d-translations of each ele-
ment of X, and of Y respectively.

Consider the alternative rules for classical logic, given in Figure 2.12.
Show that X - Y is derivable using these rules iff it is derivable using
the old rules. Which of these new rules are invertible? What are some
distinctive properties of these rules?

Construct a system of rules for intuitionistic logic with as similar as
you can to the classical system in Figure 2.12. Is it quite as nice? Why,
or why not?

Relate cut-free sequent derivations of X - Y with tableaux refutations
of X,—Y [44, 78, 85]. Show how to transform any cut-free sequent
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Q11

Q12

This defines what Igor Urbas has
called ‘Dual-intuitionistic Logic” [93].

derivation of X Y into a corresponding closed tableaux, and vice-
versa. What are the differences and similarities between tableaux and
derivations?

Relate natural deduction proofs for intuitionistic logic in Gentzen—
Prawitz style with natural deduction proofs in other systems (such as
Lemmon [49], or Fitch [31]). Show how to transform proofs in one
system into proofs in the other. How do the systems differ, and how
are they similar?

ADVANCED EXERCISES

Consider what sort of rules make sense in a sequent system with se-
quents of the form A + X, where A is a formula and X a multiset.
What connectives make sense? (One way to think of this is to define
the dual of an intuitionistic sequent, in the sense of Exercise 3 in this
section and Exercise 14 on page 67.)
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2.4 | CIRCUITS

In this section we will look at the kinds of proofs motivated by the two-
sided classical sequent calculus. Our aim is to “complete the square.”

Derivations of X A < Proofs from X to A

Derivationsof XFY «— 222

Just what goes in that corner? If the parallel is to work, the structure
is not a straightforward tree with premises at the top and conclusion at
the bottom, as we have in proofs for a single conclusion A. What other
structure could it be?

For the first example of proofs with multiple conclusions as well
as multiple premises. We will not look at the case of classical logic,
for the presence of the structural rules of weakening and contraction
complicates the picture somewhat. Instead, we will start with a logic
without these structural rules—linear logic.

2.4.1 | DERIVATIONS DESCRIBING CIRCUITS

We will start a with a simple sequent system for the multiplicative
fragment of linear logic. So, we will do without the structural rules
of contraction or weakening. However, sequents have multisets on the
left and on the right. In this section we will work with the connectives
@ and ® (multiplicative disjunction and conjunction respectively) and
— (negation). The sequent rules are as follows. First, negation flips
conclusion to premise, and vice versa.

XFEA,Y X, ALY

X ALY XFAY
Multiplicative conjunction mirrors the behaviour of premise combin-
ation. We may trade in the two premises A, B for the single premise
A ® B. On the other hand, if we have a derivation of A (from X, and
with Y as alternate conclusions) and a derivation of B (from X’ and with
Y’ as alternate conclusions) then we may combine these derivations to
form a derivation of A ® B from both collections of premises, and with
both collections of alternative conclusions.

X,A,BFY XFAY X'EB,Y
- ®L ®R
X,A®BEY X, X'"FA®B,Y,Y’

The case for multiplicative disjunction is dual to the case for conjunc-
tion. We swap premise and conclusion, and replace ® with .

X,AFY X, BFY XFA,B,Y
@L —_——— &
X, X', A@BFY,Y XFA®B,Y

The cut rule is simple:

R

XFAY X,AFY
X, X' FY,Y

Cut
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Girard’s preferred notation for mul-
tiplicative disjunction in linear logic
is ‘B’, to emphasise the connec-
tion between additive conjunction &
and multiplicative disjunction 2 (and
similarly, between his multiplicative
disjunction @ and additive conjunc-
tion &). We prefer to utilise familiar
notation for the additive connect-
ives, and use tensor notation for the
multiplicatives where their behaviour
differs markedly from the expected
classical or intuitionistic behaviour.

99



100

The cut formula (here it is A) is left out, and all of the other material
remains behind. Any use of the cut rule is eliminable, in the usual
manner. Notice that this proof system has no conditional connective.
Its loss is no great thing, as we could define A — B to be =(A ® —B),
or equivalently, as —A @ B. (It is a useful exercise to verify that these
definitions are equivalent, and that they both “do the right thing” by
inducing appropriate rules [—E] and [—1].) So that is our sequent sys-
tem for the moment.

Let’s try to find a notion of proof appropriate for the derivations
in this sequent system. It is clear that the traditional many-premise
single-conclusion structure does not fit neatly. The cut free derivation
of —A F A is no simpler and no more complex than the cut free
derivation of A - ——A.

AL A AL A
—— R —_— L
F-ALA A, Ak
—_— L —— R
—AFA Al ——A

The natural deduction proof from A to ——A goes through a stage
where we have two premises A and —A and has no active conclusion
(or equivalently, it has the conclusion 1).

A [FA]Y
—— —E
*

—A

In this proof, the premise —A is then discharged or somehow otherwise
converted to the conclusion =A. The usual natural deduction proofs
from —A to A are either simpler (we have a primitive inference from
——A to A) or more complicated. A proof that stands to the derivation
of =——A A would require a stage at which there is no premise but
two conclusions. We can get a hint of the desired “proof” by turning
the proof for double negation introduction on its head:

VI_I_

*

=1

LT—

3;—
“)[V;] Y

Let’s make it easier to read by turning the formulas and labels the right
way around, and swap I labels with E labels:

—A

*

—E1

-] —

We are after a proof of double negation elimination at least as simple
as this. However, constructing this will require hard work. Notice that
not only does a proof have a different structure to the natural deduc-
tion proofs we have seen—there is downward branching, not upward—
there is also the kind of “reverse discharge” at the bottom of the tree
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which seems difficult to interpret. Can we make out a story like this?
Can we define proofs appropriate to linear logic?

To see what is involved in answering this question in the affirmat-
ive, we will think more broadly to see what might be appropriate in
designing our proof system. Our starting point is the behaviour of
each rule in the sequent system. Think of a derivation ending in X - Y
as having constructed a proof 7t with the formulas in X as premises
or inputs and the formulas in Y as conclusions, or outputs. We could
think of a proof as having a shape reminiscent of the traditional proofs
from many premises to a single conclusion:

A1 AZ An
B] BZ Bm

However, chaining proofs together like this is notationally very dif-
ficult to depict. Consider the way in which the sequent rule [Cut]
corresponds to the composition of proofs. In the single-formula-right
sequent system, a Cut step like this:

XFC ACBFD
AX,BFD

corresponds to the composition of the proofs

Cut

X
X A C B ™
71_1 and 71—2 toform A C B
c D .

D

In the case of proofs with multiple premises and multiple conclusions,
this notation becomes difficult if not impossible. The cut rule has an
instance like this:

X+FD,C,E A,C,BFY

Cut
A,X,BFD,Y,E
This should correspond to the composition of the proofs
X A C B
7[_] and 71—2
D C E Y

If we are free to rearrange the order of the conclusions and premises,
we could manage to represent the cut:

X

M

D E C A C
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Draw for yourself the result of mak-
ing two cuts, one after another, in-
ferring from the sequents X; - A,Y;
and X2,A + B,Y, and X3,B Y3 to
the sequent X;,X2, X3 F Y7,Y2,Ys.
You get two different possible de-
rivations with different intermedi-
ate steps depending on whether
you cut on A first or on B first.
Does the order of the cuts mat-

ter when these different deriva-
tions are represented as circuits?

102

But we cannot always rearrange the cut formula to be on the left of one
proof and the right of the other. Say we want to cut with the conclusion
E in the next step? What do we do?

It turns out that it is much more flexible to change our notation com-
pletely. Instead of representing proofs as consisting of characters on a
page, ordered in a tree diagrams, think of proofs as taking inputs and
outputs, where we represent the inputs and outputs as wires. Wires can
be rearranged willy-nilly—we are all familiar with the tangle of cables
behind the stereo or under the computer desk—so we can exploit this
to represent cut straightforwardly. In our pictures, then, formulas will
label wires. This change of representation will afford another insight:
instead of thinking of the rules as labelling transitions between formu-
las in a proof, we will think of inference steps (instances of our rules)
as nodes with wires coming in and wires going out. Proofs are then
circuits composed of wirings of nodes. Figure 2.13 should give you the
idea.

Figure 2.13: a circuit, and chaining together two circuits

A proof 7t for the sequent X + Y has premise or input wires for
each formula in X, and conclusion or output wires for each formula in
Y. Now think of the contribution of each rule to the development of
inferences. The cut rule is the simplest. Given two proofs, 7; from X
to A,Y, and 7, from X', A to Y/, we get a new proof by chaining them
together. You can depict this by “plugging in” the A output of 7t; into
the A input of 7. The remaining material stays fixed. In fact, this
picture still makes sense if the cut wire A occurs in the middle of the
output wires of 71; and in the middle of the input wires of 7.

IR

™
TT A
T
U

b v Wy

So, we are free to tangle up our wires as much as we like. It is clear
from this picture that the conclusion wire A from the proof 717 is used
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as a premise in the proof 7t,. It is just as clear that any output wire
in one proof may be used as an input wire in another proof, and we
can always represent this fact diagrammatically. The situation is much
improved compared with upward-and-downward branching tree nota-
tion.

Now consider the behaviour of the connective rules. For negation, the
behaviour is simple. An application of a negation rule turns an output
A into an input —A (this is —L), or an input A into an output —A (this
is —R). So, we can think of these steps as plugging in new nodes in
the circuit. A [~E] node takes an input A and input —A (and has no
outputs), while a [~I] node has an output A and and output —A (and
has no inputs). In other words, these nodes may be represented in the

following way:
—A @ A ﬁ@\

and they can be added to existing proofs to provide the behaviour of
the sequent rules —L and —R.

gl ol

L ys becomes

M

Here, a circuit for X = A, Y becomes, with the addition of a [~E] node,
a circuit for X, —A Y. Similarly,

o 1 - ]

ys becomes ys

il il

a circuit for the sequent X, A Y becomes, with the addition of a [—I]
node, a circuit for X = —A,Y. Notice how these rules (or nodes) are
quite simple and local. They do not involve the discharge of assump-
tions (unlike the natural deduction rule —I we have already seen). In-
stead, these rules look like straightforward transcriptions of the law of
non-contradiction (A and —A form a dead-end—don't assert both) and
the law of the excluded middle (either A or —A is acceptable—don't
deny both).

XFAY
X -AFY

X,AFY
— R
XF-A,Y

§2.4 - CIRCUITS

[SEPTEMBER 18, 2006]

As a matter of fact, | will try to
make proofs as tangle free as pos-
sible, for ease of reading.

Ignore, for the moment, the little
green squares on the surface of the
node, and the shade of the nodes.
These features have a significance
which will be revealed in good time.
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For conjunction, the right rule indicates that if we have a proof 7t with
A as one conclusion, and a proof 7’ with B as another conclusion, we
can construct a proof by plugging in the A and the B conclusion wires
into a new node with a single conclusion wire A @ B. This motivates a

node [®I] with two inputs A and B an a single output A ® B. So, the
node looks like this:

and it can be used to combine circuits in the manner of the [®R] se-
quent rule:

becomes

This is no different from the natural deduction rule

A B

A®B

except for the notational variance and the possibility that it might be
employed in a context in which there are conclusions alongside A A B.
The rule [®E], on the other hand, is novel. This rule takes a single
proof 7t with the two premises A and B and modifies it by wiring to-
gether the inputs A and B into a node which has a single input A @ B.
It follows that we have a node [®E] with a single input A ® B and two
outputs A and B.

giall

s becomes s

s g

Ignore, for the moment, the different  In this case the relevant node has one input and two outputs:
colour of this node, and the two
small circles on the surface of the
node where the A and B wires join.
All will be explained in good time.
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This is not a mere variant of the rules [AE] in traditional natural deduc-
tion. It is novel. It corresponds to the other kind of natural deduction

rule
(A, B]

A®B C
C

in which two premises A and B are discharged, and the new premise
A ® B is used in its place.

The extent of the novelty of this rule becomes apparent when you
see that the circuit for [®E] also has one input and two outputs, and
the two outputs are A and B, if the input is A @ B. The step for [®L]
takes two proofs: 71; with a premise A and 7, with a premise B, and
combines them into a proof with the single premise A ®B. So the node
for [®E] looks identical. It has a single input wire (in this case, A ® B),
and two output wires, A and B

o 11 | [BYCOXY g

/

! becomes T T

a1 1| i a1t}

The same happens with the rule to introduce a disjunction. The se-
quent step [®R] converts the two conclusions A, B into the one conclu-
sion A @ B. So, if we have a proof 7t with two conclusion wires A and
B, we can plug these into a [®1] node, which has two input wires A and
B and a single output wire A & B.

7T 7T

ys becomes ys

Notice that this looks just like the node for [®I]. Yet ® and & are very
different connectives. The difference between the two nodes is due to
the different ways that they are added to a circuit.

2.4.2 | CIRCUITS FROM DERIVATIONS

DEFINITION 2.4.1 [INDUCTIVELY GENERATED CIRCUIT] A derivation of X
Y constructs a circuit with input wires labelled with the formulas in X
and output wires labelled with the formulas in Y in the manner we
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have seen in the previous section. We will call these circuits iINDucCT-
IVELY GENERATED.

Here is an example. This derivation:

Ak A BB
A,—AF  B,~BF
A,B,—A@—BF
A,B+—(—A & —B)
A®BF—(—A®—B)

can be seen as constructing the following circuit:

Just as with other natural deduction systems, this is representation of
derivations is efficient, in that different derivations can represent the
one and the same circuit. This derivation

Al A BB
A,—AF  B,~BF
A,B,~A@—BF
A®B,~A® B+
A®BF —(—A @ —B)

defines exactly the same circuit. The map from derivations to circuits
1s many-to-one.

Notice that the inductive construction of proof circuits provides for a
difference for @ and ® rules. The nodes [®]I] and [®E] combine dif-
ferent proof circuits, and [®E] and [®]] attach to a single proof circuit.
This means that [®E] and [®]] are parasitic. They do not constitute
a proof by themselves. (There is no linear derivation that consists
merely of the step [®R], or solely of [®L], since all axioms are of the
form A + A.) This is unlike [®L] and [®R] which can make fine proofs
on their own.
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Not everything that you can make out of the basic nodes is a circuit
corresponding to a derivation. Not every “circuit” (in the broad sense)
is inductively generated.

You can define ‘circuits’ for A BHA®BorA®BF A @ B, or even
worse, I, but there are no derivations for these sequents. What makes
an assemblage of nodes a proof?

2.4.3 | CORRECT CIRCUITS

When is a circuit inductively generated? There are different correct-
ness criteria for circuits. Here are two:

The notion of a SWITCHING is due to Vincent Danos and Laurent Reg-
nier [21], who applied it to give an elegant account of correctness for
proofnets.

DEFINITION 2.4.2 [SWITCHED NODES AND SWITCHINGS| The nodes [®E]
and [@]] are said to be switched nodes: the two output wires of [®E]
are its switched wires and the two input wires of [®I] are its switched
wires. A switching of a switched node is found by breaking one (and
one only) of its switched wires. A switching of a circuit is found by
switching each of its switch nodes.

THEOREM 2.4.3 [SWITCHING CRITERION] A circuit is inductively gener-
ated if and only if each of its switchings is a tree.

We call the criterion of “every-switching-being-a-tree” the switching
criterion. There are two ways to fail it. First, by having a switching
that contains a loop. Second, by having a switching that contains two
disconnected pieces.

Proof: The left-to-right direction is a straightforward check of each
inductively generated circuit. The basic inductively generated circuits
(the single wires) satisfy the switching criterion. Then show that for
each of the rules, if the starting circuits satisfy the switching criterion,
so do the result of applying the rules. This is a straightforward check.

The right-to-left direction is another thing entirely. We prove it by
introducing a new criterion. .

The new notion is the concept of retractability [21].

§2.4 - CIRCUITS
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DEFINITION 2.4.4 [RETRACTIONS| A SINGLE-STEP RETRACTION of a circuit
[node with a single link to another node, both unswitched, retracts
into a single unswitched node], and a [a switched node with its two
links into a single unswitched node.]... A circuit 7" is a RETRACTION of
another circuit 7t if there is a sequence m = 7o, 71, ..., 1,71, = 7'
of circuits such that 7t;  ; is a retraction of ;.

THEOREM 2.4.5 [RETRACTION THEOREM] If a circuit satisfies the switch-
ing criterion then it retracts to a single node.

Proof: This is a difficult proof. Here is the structure: it will be ex-
plained in more detail in class. Look at the number of switched nodes
in your circuit. If you have none, it’s straightforward to show that the
circuit is retractable. If you have more than one, choose a switched
node, and look at the subcircuit of the circuit which is strongly at-
tached to the switched ports of that node (this is called empire of the
node). This satisfies the switching criterion, as you can check. So it
must either be retractable (in which case we can retract away to a single
point, and then absorb this switched node and continue) or we cannot.
If we cannot, then look at this subcircuit. It must contain a switched
node (it would be retractable if it didn’t), which must also have an em-
pire, which must be not retractable, and hence, must contain a switched
node ... which is impossible. .

THEOREM 2.4.6 [CONVERSION THEOREM] If a circuit is retractable, it can
be inductively generated.

You can use the retraction process to convert a circuit into a deriva-
tion. Take a circuit, and replace each unswitched node by a derivation.
The circuit on the left becomes the structure on the right:

AFA BFB

—-A A —B,B
—A -B

—~A+—A —BF—B

~A®-BF —A,~B
ﬁAEBﬁBT
~A® B+ —~A® B

F—(—A®—B),~A&—B

ﬂﬁA@—Bw
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In this diagram, the inhabitants of a (green) rectangle are derivations,
whose concluding sequent mirrors exactly the arrows in and out of the
box. The in-arrows are on the left, and the out-arrows are on the right.
If we have two boxes joined by an arrow, we can merge the two boxes.
The effect on the derivation is to cut on the formula in the arrow. The
result is in Figure 2.14. After absorbing the two remaining derivations,
we get a structure with only one node remaining, the switched ®E
node. This is in Figure 2.15.

AFA BFB

—~A,AF —B,B

DN

~AF—-A -BF—-B —-A®-BF—-A®—B

~A®—-BF—-A,—~B F—(-A®—-B),~A®—B

- —(-A®—B),—A,~B

—~(—A®—B) [

Figure 2.14: A RETRACTION IN PROGRESS: PART 1

Now at last, the switched node ®E has both output arrows linked to
the one derivation. This means that we have a derivation of a sequent
with both A and B on the left. We can complete the derivation with a
[®L] step. The result is in Figure 2.16.

In general, this process gives us a weird derivation, in which every con-
nective rule, except for ®L and ®R occurs at the top of the derivation,
and the only other steps are cut steps and the inferences @L and @R,
which correspond to switched nodes.

[Notice that there is no explicit conception of discharge in these cir-
cuits. Nonetheless, conditionals may be defined using the vocabulary
we have at hand: A — B is ~A @ B. If we consider what it would be to
eliminate —A & B, we see that the combination of a @E and a —E node
allows us to chain together a proof concluding in —A & B with a proof
concluding in A to construct a proof concluding in B (together with the
other conclusions remaining from the original two proofs).

[diagram to go here]
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~AF-A “BF—B —AG-BF-A®—B

-A®-BF—-A,-B +—(-A®-B),~A®-B AFA

- —(~A @ —B),~A, B -A,AF  BFB

A —(-A®—B),~B —B,B

A,BF—(—A®—B)

—(—~A®—B)

Figure 2.15: A RETRACTION IN PROGRESS: PART 2

For an introduction rule, we can see that a if we have a proof with
a premise A and a conclusion B (possibly among other premises and
conclusions) we may plug the A input wire into a —I node to give us
a new —A concluding wire, and the two conclusions —A and B may be
wired up with a @I node to give us the new conclusion —A & B, or if
you prefer, A — B.

[diagram to go here]

Expand this, with a discussion of the locality of circuits as opposed to
the ‘action at a distance’ of the traditional discharge rules.]

~AF-A —BF-B ~AG-BF—-A@-B
“AG-BF-A-B  F—(-A®-B),-A®-B  AFA
- —(—A ®—B),—A,—B “ TAAF  BFB
AF—(-A@©-B),~B BB
A,BF —(—A & —B) o
QL

A®BF —(—-A@—B)

Figure 2.16: A DERIVATION FOR A ® B F —(—A & —B)
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2.4.4 | NORMAL CIRCUITS

Not every circuit is normal. In a natural deduction proof in the system
for implication, we said that a proof was normal if there is no step
introducing a conditional A — B which then immediately serves as a
major premise in a conditional elimination move. The definition for
normality for circuits is completely parallel to this definition. A circuit
is normal if and only if no wire for A ® B (or A @ B or —A) is both
the output of a [®I] node (or a [®I] or [~]] node) and an input of a
[®E] node (or [®E] or [~E]). This is the role of the small dots on the
boundary of the nodes: these mark the ‘active wire’ of a node, and a
non-normal circuit has a wire that has this dot at both ends.

It is straightforward to show that if we have a cut-free derivation
of a sequent X I~ Y, then the circuit constructed by this derivation is
normal. The new nodes at each stage of construction always have their
dots facing outwards, so a dot is never added to an already existing
wire. So, cut-free derivations construct normal circuits.

The process of normalising a circuit is simplicity itself: Pairs of
introduction and elimination nodes can be swapped out by node-free
wires in any circuit in which they occur. The square indicates the “act-
ive” port of the node, and if we have a circuit in which two active ports
are joined, they can “react” to simplify the circuit. The rules of reac-
tion are presented in Figure 2.17.

& BEFORE ® BEFORE — BEFORE

& AFTER @ AFTER — AFTER

Pigure 2.17: NORMALISATION STEPS

The process of normalisation is completely local. We replace a re-
gion of the circuit by another region with the same periphery. At no
stage do any global transformations have to take place in a circuit, and
so, normalisation can occur in parallel. It is clearly terminating, as we
delete nodes and do not add them. Furthermore, the process of norm-
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alisation is confluent. No matter what order we decide to process the
nodes, we will always end with the same normal circuit in the end.

[ADD AN EXAMPLE]

THEOREM 2.4.7 [NORMALISATION FOR LINEAR CIRCUITS]

2.4.5 | CLASSICAL CIRCUITS

To design circuits for classical logic, you must incorporate the effect
of the structural rules in some way. The most straightforward way to
do this is to introduce (switched) contraction nodes and (unswitched)
weakening nodes. In this way the parallel with the sequent system is
completely explicit.

The first account of multiple-conclusion proofs is Kneale’s “Tables
of Development” [47]. Shoesmith and Smiley’s Multiple Conclusion
Logic [84] is an extensive treatment of the topic. The authors explain
why Kneale’s formulation is not satisfactory due to problems of substi-
tution of one proof into another — the admissibility of cut. Shoesmith
and Smiley introduce a notation similar to the node and wire diagrams
used here. The problem of substitution is further discussed in Ungar’s
Normalization, cut-elimination, and the theory of proofs [92], which
proposes a general account of what it is to substitute one proof into an-
other. One account of classical logic that is close to the account given
here is Edmund Robinson’s, in “Proof Nets for Classical Logic” [80].

DEFINITION 2.4.8 [cLAssICAL CIRcUITS] These are the inductively gener-
ated circuits:

. . . A . . .
e An identity wire: —— for any formula A is an inductively
generated circuit. The sole input type for this circuit is A and its
output type is also (the very same instance) A. As there is only

one wire in this circuit, it is near to itself.

e Each boolean connective node presented below is an inductively
generated circuit. The negation nodes:

ﬁ/\/GD\A
The conjunction nodes:
ANB AAE
A B
ANB A B
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And disjunction nodes:

A B
AV B

AV B AV B

The inputs of a node are those wires pointing into the node, and
the outputs of a node are those wires pointing out.

e Given an inductively generated circuit 7 with an output wire la-
belled A, and an inductively generated circuit 7/ with an input
wire labelled A, we obtain a new inductively generated circuit in
which the output wire of 7 is plugged in to the input wire of 7t’.
The output wires of the new circuit are the output wires of 7t (ex-
cept for the indicated A wire) and the output wires of 7/, and the
input wires of the new circuit are the input wires of 7t together
with the input wires of 7/ (except for the indicated A wire).

e Given an inductively generated circuit 7t with two input wires A,
a new inductively generated circuit is formed by plugging both
of those input wires into the input contraction node [ Wk |. Simil-
arly, two output wires with the same label may be extended with

a contraction node .

e Given an inductively generated circuit 71, we may form a new
circuit with the addition of a new output, or output wire (with

an arbitrary label) using a weakening node or 3

3Using an unlinked weakening node like this makes some circuits disconnected.
It also forces a great number of different sequent derivations to be represented by
the same circuit. Any derivation of a sequent of the form X + Y,B in which B is
weakened in at the last step will construct the same circuit as a derivation in which
B is weakened in at an earlier step. If this identification is not desired, then a more
complicated presentation of weakening, using the ‘supporting wire’ of Blute, Cockett,
Seely and Trimble [8] is possible. Here, I opt for a simple presentation of circuits
rather than a comprehensive account of “proof identity.”
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Here is an example circuit:

“(ANAN-A)AN—=(AN-A)

[Correctness theorem. (Retraction)]
[Translation between circuits and sequents.]

[Normalisation (including strong normalisation). Failure of Church—
Rosser with the usual rules. Church-Rosser property for a particular
choice of the W/W and K/K rules. Is this desirable?]

2.4.6 | HISTORY AND OTHER MATTERS

We can rely on the duality of ® and & to do away with half of our rules,
if we are prepared to do a little bit of work. Translate the sequent X - Y
into - =X, Y I, and then trade in (A ® B) for ~A @& —B; —(A @ B) for
—A ® —B, and —A for A. The result will be a sequent where the only
negations are on atoms. Then we can have rules of the following form:

Fp,—p [Id]
FX,A,B FX,A FX.B
— @R ®R
FX,A®B FX, X' ,A®B

The circuits are also much simpler. They only have outputs and no
inputs. These are Girard’s proofnets [35].

2.4.7 | EXERCISES

BASIC EXERCISES

01 Construct circuits for the following sequents:

cFEpPS P
TPR® P
T Ppkp
cpkFE—p
roped)ETpE—q
cpd—qF~(p®q)
= (p®g)FP®—q
r POk =(poq)

O NV KW N R
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Q2

Q3

Q4

Q5

Q6

Q7

9 : pPR®qFq®p
o:pd(qeT)FPpDd(qdT)

Show that every formula A in the language @, ®, — is equivalent to a
formula n(A) in which the only negations are on atomic formulas.

For every formula A, construct a circuit encodea from A to n(A), and

decoden from n(A) to A. Show that encode composed with decodea

normalises to the identity arrow _ A, and that decoden composed
. . n(A) . ,

with encodea normalises to —__, . (If this doesn’t work for the encode

and decode circuits you chose, then try again.)

Given a circuit 7t; for A; F By and a circuit 7, for A, - B, show how
to construct a circuit for A} ® A, F By ® B, by adding two more nodes.
Call this new circuit 71y ® 71,. Now, suppose that 1y is a proof from By to
Cy, and 73 is a proof from B, to C,. What is the relationship between
the proof (717 ® 7z) - (T1 ® 12) (composing the two proofs 71y ® 71, and
T1 ® T with a cut on By ® B,) from A; ® A, to C; ® C; and the proof
(1 -T1) ® (T @ 12), also from AT ®Ato Ci ® Cy?

Prove the same result for ¢ in place of ®. Is there a corresponding
fact for negation?

Re-prove the results of all of the previous questions, replacing ® by A
and @ by V, using the rules for classical circuits. What difference does
this make?

Construct classical circuits for the following sequents

gqFpV-—p
:pA—Pphkq
:pE(PAAVIPA—Q)
c(PAQV(PA—q)F P
t(PAQVTEPA(QVT)
pA(qVT)E(pAq)Vr

ANV BN R

INTERMEDIATE EXERCISES

The following statement is a tautology:

—((P11VP12) A (P21 VP22) A(P31 Vps2) A

[SEPTEMBER 18, 2006]

P11 AP2 1) AP AP ) A=(P21 APz ) A=(P12AP32) A—(p22 /\Ps‘z))

It is the pigeonhole principle for n = 2. The general pigeonhole prin-
ciple is the formula P,,.

n+l n n+1l n+l1 n
P : _‘(/\ /\pi?j/\/\ /\ /\ pt)/\Dl))
i=1j=1 i=1 {'=i+1j=1

P, says that you cannot fit n 4+ 1 pigeons in n pigeonholes, no two
pigeons in the one hole. Find a proof of the pigeonhole principle for

= 2. How large is your proof? Describe a proof of P, for each
value of n. How does the proof increase in size as n gets larger? Are
there non-normal proofs of P,, that are significantly smaller than any
non-normal proofs of P,,?

§2.4 - CIRCUITS

Read ‘pi;" as ‘pigeon number i is in

pigeonhole number j.’
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2.5 | COUNTEREXAMPLES

Models (truth tables, algebraic models, Kripke frame models for the lo-
gics we have seen so far) are introduced as counterexamples to invalid
arguments. Search for derivations is construed as a counterexample
search, and sequent systems suited to derivation search are presented,
and the finite model property and decidability is proved for a range of
logical systems.

Natural deduction proofs are structures generated by a recursive defin-
ition: we define atomic proofs (in this case, assumptions on their own),
and given a proof, we provide ways to construct new proofs (condi-
tional introduction and elimination). Nothing is a proof that is not
constructed in this way from the atoms. This construction means that
we can prove results about them using the standard technique of in-
duction. For example, we can show that any standard proof is valid
according to the familiar truth-table test. That is, if we assign the val-
ues of true and false to each atom in the language, and then extend the
valuation so that v(A — B) is false if and only if v(A) is true and v(B)
is false, and v(A — B) is true otherwise, then we have the following
result:

THEOREM 2.5.1 [TRUTH TABLE VALIDITY] Given a standardly valid argu-
ment X .. A, there is no assignment of truth values to the atoms such
that each formula in X is true and the conclusion A is false.

It can be proved systematically from the way that proofs are construc-

ted.

Proof: We first show that the simplest proofs have this property. That
is, given a proof that is just an assumption, we show that there is no
counterexample in truth tables. But this is obvious. A counterexample
for an assumption A would be a valuation such that v(A) was true and
was at the same time false. Truth tables do not allow this. So, mere
assumptions have the property of being truth table valid. Now, let’s
suppose that we have a proof whose last move is an elimination, from
A — B and A to B and let’s suppose that its constituent proofs, 7
from X to A — B and 7, from Y to A, are truth table valid. It remains
to show that our proof from X and Y to B is truth table valid. If it is
not, then we have a valuation v that makes each formula in X true, and
each formula in Y true, and that makes B false. This cannot be the case,
since v must make A either true or false. If it makes A false, then the
valuation is a counterexample to the argument from Y to A. (But we
have supposed that this argument has no truth table counterexamples.)
On the other hand, if it makes A true, then it makes A — B false (since
B is false) and so, it is a counterexample to the argument from X to
A — B. (But again, we have supposed that this argument has no truth
table counterexamples.) So, we have shown that if our proofs 7y and
7, are valid, then the result of extending it with an —E move is also

valid.
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Let’s do the same thing with —I. Suppose that 7/, from X to B is a
valid argument, and let’s suppose that we are interested in discharging
the assumption A from 7’ to deduce A — B from the premise list X’,
which is X with a number (possibly zero) of instances of A deleted. Is
this new argument truth table valid? Well, let’s suppose that it is not.
It follows that we have a valuation that makes the list X’ of formulas
each true, and A — B false. That is, it makes A true and B false. So,
the valuation makes the formulas in X all true (since X is X’ together
with some number of instances of A) and B false. So, if our longer
proof is invalid truth-table invalid, so is 7t’.

It follows, then, that any proof constructs an argument that is valid
according to truth tables. There is no counterexample to any one-line
proof (simply an assumption), and —I and —E steps also do not permit
counterexamples. So, no proof has a counterexample in truth tables.
All standardly valid arguments are truth table valid. .

However, the converse is not the case. Some arguments that are valid
from the perspective of truth tables cannot be supplied with proofs.
Truth tables are good for sifting out some of the invalid arguments,
and for those arguments for which this techniques work, a simple
truth table counterexample is significantly more straightforward to
work with than a direct demonstration that there is no proof to be
found. Regardless, truth tables are a dull instrument. Many argu-
ments with no standard proofs are truth table valid. Here are two
examples: (A — B) = B.. (B —A) - Aand (A — B) — A .. A.
Now we will look at ways to refute these arguments.

2.5.1 | COUNTEREXAMPLES FOR CONDITIONALS

In this section we will consider a more discriminating instrument for
finding counterexamples to invalid arguments involving conditionals.
The core idea is that we will have simple models in which we can inter-
pret formulas. Models will consist of points at which formulas can be
true or false. Points will be able to be combined, and this is the heart
of the behaviour of implication. If A — B is true at x and A is true at
y, then B will be true at x x y.

DEFINITION 2.5.2 [CONDITIONAL STRUCTURE| A triple (P, %, 0) consisting
of a nonempty set P of points, an operation * on P and a specific ele-
ment 0 of P forms a CONDITIONAL STRUCTURE if and only if * is commut-
ative (axb = bx*a for each a,b € P) and associative (a*(bxc) = (axb)xc
for each a,b, ¢ € P) and 0 is an identity for * (0* a = a = a0 for each
a € P.) A conditional structure is said to be contracting if a x a = a for
each a € P.

EXAMPLE 2.5.3 [CONDITIONAL STRUCTURES] Here are some simple condi-
tional structures.

[THE TRIVIAL STRUCTURE| The trivial conditional structure has P = {0},
and 0% 0 = 0. It is the only structure in which P has one element.
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These models are a slight general-

isation of the models introduced

by Alasdair Urquhart in 1972 [94],
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for the relevant logics R and E.

[TWO-ELEMENT STRUCTURES| There are only two distinct two-element
conditional structures. Suppose P = {0, 1}. We have the addition
table settled except for the value of 1 * 1. So, there are two two-
element structures. One in which 1% 1 =0 and one in which 1 %
1 = 1. The second choice provides us with a contracting structure,
and the first does not.

[LINEAR STRUCTURES] Consider an conditional structure in which P =
{0,1,2,...} consists of all counting numbers. There are at least
two straightforward ways to evaluate * on such a structure. If we
wish to have a contracting structure, we can set axb = max(a, b).
If we wish to have a different structure, we can set axb = a + b.

Once we have our structures, we can turn to the task of interpreting
formulas in our language.

DEFINITION 2.5.4 [CONDITIONAL MODEL] Given a conditional structure
(P,*,0), a model on that structure is determined by a valuation I+ of
the atoms of the language at each point in P. We will write “a IF p” to
say that p is true at @, and “a Iff p” to say that p is not true at a. Given
a model, we may interpret every formula at each point as follows:

» ¢ |- A — B iff for each a € P where a IF A, we have c * a IF B.

EXAMPLE 2.5.5 [A SIMPLE VALUATION] Consider the two-element struc-
ture in which P = {0,1} and 1 x T = 1. Let’s suppose that 0 I p,
11-p, 0lFf gqand 1 If q. It follows that O I p — q, since 1 I p and
0x1=11Ifq. Similarly, 1 If p — ¢, since 1 lFpand 11 =1 q.
However, 0 IF g — p, since there is no point at which ¢ is true. Simil-
arly, O IF (p — q) — p, since there is no point at which p — q is true.
It follows that 0 I ((p — q) — p) — p, since 0 IF (p — q) — p and
0%0=0p.

In this example, we have a refutation of a classically valid formula.
((p — q) — p) — p is valid according to truth tables, but it can be
refuted at a point in one of our models.

DEFINITION 2.5.6 [ATOM PRESERVATION] A model is said to be atom pre-
serving if whenever a I p for an atom p and a point q, then for any
point b, we have a x b I p too.

LEMMA 2.5.7 [CONDITIONAL PRESERVATION] For any points a and b in
an atom preserving model, and for any formula A, if a = A then
a*b - A too. (That is, A is preserved across points.)

Proof: By induction on the construction of formulas. The case for
atoms holds by our assumption that the model is atom preserving.
Now suppose we have a conditional formula A — B, and suppose that
A and B are preserved in the model. We will show that A — B is
preserved too. Suppose that a IF A — B. We wish to show that
axb - A — Btoo. So, we take any ¢ € P where ¢ IF A, and we
attempt to show that (a * b) * ¢ I~ B. By the associativity of * we have
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(axb)*xc=ax(bxc). Wealso have that a - A — B and that c IF A.
By the commutativity of %, b * ¢ = ¢ x b, and by the preservation of A,
cxbIF A. So, bxc Ik A, and since a IF A — B, (axb)*c = ax*(bxc) IF B,
as desired. So, A — B is preserved. .

To use these models to evaluate arguments, we need to think of how
it is appropriate to evaluate multisets of formulas in a model. Clearly
a singleton multiset A is evaluated just as a single formula is. The
multiset A, B is to be interpreted as true at a point x when x = a * b
and a IF A and b I+ B. We can generalise this.

DEFINITION 2.5.8 [EVALUATING MULTISETS] For each point x € P, we say
that

» x IFOiff x =0.
» x IFY, A iff there are y,a € Pwherex =y *aq,yIF Yand al- A.

DEFINITION 2.5.9 [VALIDITY IN MODELS] A formula is valid in a model
iff it is true at 0 in that model. An argument X .. A is valid in a model
iff for each x € P where x I X, we also have x I- A.

THEOREM 2.5.10 [SOUNDNESS FOR CONDITIONAL MODELS] If we have a
linear proof from X to A, then the arqument X .". A is valid in every
model. If the proof utilises duplicate discharge, it is valid in every
contracting model. If the proof utilises vacuous discharge, it is valid
in every preserving model. So, every standard proof is valid in every
contracting preserving model.

Proof: By induction on the construction of the proof from X to A. As-
sumptions are valid in every model. If we have a proof 7 from X to
A — B and a proof ’ from Y to A, we want the argument from X, Y
to B to be valid. We may assume that X ... A — Band Y .. A are
both valid in every model. Is X,Y .. B? Suppose we have z I+ X, Y. It
follows that z = x x y where x IF X and y I Y. Then by the validity of
X .. A — B we have x - A — B. Similarly, we have y IF A. By the
valuation clause for — then, z = x x y IF B, as we desired.

Suppose now that 7t is a proof from X to B, where X contains some
number (possibly zero) of copies of A. We may assume that 7 is
valid (according to some restriction or other), and hence that if x I+ X
then x I B in each model (perhaps these are contracting models, per-
haps preserving, depending on whether we are observing or failing to
observe the restrictions on duplicating or vacuous discharge). Since
x IF X, it follows that x = x; % X2 * - - - * x,, where x7 IF Py, x2 I+ P35,

., Xn I Py, where X = Py, P,,...,P,. Without loss of generality,
we may present the list in such a way that the discharged instances of
A come last, so X =Y, A, ..., A where i instances of A are discharged.
We want to show that Y .. A — B is valid. Suppose y I- Y. We wish
to show that y IF A — B. To do this, we need to show that if a I A,
y * a |- B. In the simplest case, the proof used a linear discharge at
this point, i = 1 (the number of instances of A discharged), and hence
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Notice that this definition uses the

fact that 0 is an identity for * (th
makes x I X work when X is a

is

singleton) and that * is commutative

and associative (this makes it not
matter what order you “unwrap”
your multiset into elements).

So, A is valid iff -, A is valid.

We may well have i = n, in which

case X =A,...,A and then Y =
On the other hand, we may well
have i =0, in which case X =Y.

a.
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X =Y, A. In this case, y x a IF X = Y, A, and by our assumption of the
validity of 7t, y * a IF B, as desired.

Suppose the discharge was vacuous, and X = Y. In this case, we
may assume that our model is a preserving one. Now since y I Y, by
preservation y x a I Y too, but Y = X so, y x a I X and since X .". B is
valid (in preserving models) we have y * a I+ B as desired.

Suppose the discharge was a duplicate, and i > n. In this case,
we may assume that our model is a contracting one. Since we have
a - A, we also have a x a IF A (since a * a = a) and more generally,
ax*---*al- A where we choose an i-fold repeated *-list. So, y *x a =
yxax*x---xalFX=Y,A, ..., Aand hencey * a I- B as desired.

So, we have shown that our argument is valid in the appropriate
class of models. .

Straight away we may use this to provide counterexamples to invalid
arguments.

EXAMPLE 2.5.11 The argument A — (A — B) .. A — B is linearly
invalid (and invalid in “affine” logic too), for example. Take the condi-
tional model on the set of counting numbers, in which we have nxm =
n+m, and in which we have an evaluation that preserves atoms. Take,
for example, p true at 1, 2 and every larger number (but not 0) and ¢
true at 2, 3 and every larger number (but not 0 or 1.) In this model
we have 0 I p — (p — q), since for each n where n I p (that is, for
each n > 0) we have n I p — q. This is true, since for each m where
m IF p (that is, for each m > 0) we have n + m I q (that is, we have
m+n > 1). However, we do not have 0 IF p — ¢, since 1 IF p but
O+1=1IFq.

It follows from our soundness theorem and this model that we can-
not find a proof satisfying the no-duplicate discharge constraint for the
argument A — (A — B) .. A — B. There is none.

THEOREM 2.5.12 [COMPLETENESS FOR CONDITIONAL MODELS] If X .. A
has no linear proof, then it has a counterexample in some model. If it
has no proof with duplicate discharge, it has a counterexample in some
contracting model. If it has no proof with vacuous discharge, it has a
counterexample in a preserving model. If it has no standard proof,
it has a counterexample in a standard (contracting and preserving)
model.

Proof: Consider the linear discharge policy first. We will construct a
model, which will contain a counterexample to every linearly invalid
argument. The points in this model are the multisets of formulas in
the language. X x Y is X, Y, the multiset union of X and Y. 0 is [J, the
empty multiset. This clearly satisfies the definition of a conditional
structure.

Now we will define truth-at-a-point. We will say that X I p if and
only if there is some proof for X .. p for any atom p. We will show
that in general, X I A if and only if there is a proof for X .. A. This
proceeds by induction on the formation of the formula. We already
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have the case for atoms. Now suppose we have A — B and the result
holds for A and B. We want to show that there is a proof for X .. A — B
if and only if for each Y where Y IF A, we have X,Y I B. That is, we
wish to show that there is a proof for X .. A — B if and only if for
each Y where there’s a proof of Y .. A, there is also a proof of X,Y .. B.
From left-to-right it is straightforward. If there is a proof from X to
A — B and a proof from Y to A, then extend it by —E to form a proof
from X,Y to B. From right-to-left we may assume that for any Y, if
there’s a proof for Y ... A, then there is a proof X,Y .. B. Well, there
is a proof of A .. A, so it follows that there’s a proof of X, A .". B. Use
that proof and apply —1I, to construct a proof of X.". A — B.

So, our structure is a model in which X I- A in general if and only
if there is a proof for X .. A. It is an easy induction on the structure
of X to show that X I+ X. It follows, then that if there is no proof for
X .. A, then X itself is a point at which X I X but X [¥ A. We have a
counterexample to any invalid argument.

Consider the other discharge policies. If we allow vacuous dis-
charge, then it is straightforward to show that our model satisfies the
preservation condition. If X .. A is valid, so is X,B .. A. If X .. A is
valid, we may discharge a non-appearing B to find X .. B — A. We
may then use an assumption of B to deduce X, B .. A.

X

A
—I,1
B—~A B
A

So, in this model, if vacuous discharge is allowed, the preservation
condition is satisfied. So, we have an appropriate model for affine de-
ductions.

If we allow duplicate discharge, we must do a little work. Our
model we have constructed so far does not satisfy the contraction con-
dition, since the multiset A, A is not the same multiset as the singleton
A. Instead, we work simply with sets of formulas, and proceed as be-
fore. We must do a little more work when it comes to —E. We know
that if we have a proof for X .. A — B and one for Y .. A then we
have a proof from multiset union X,Y to B. Do we have one for the
set union too? We do, because for any proof from a list of premises to
a conclusion, if we allow duplicate discharges we can construct a proof
in which each premise is used only once.

X, [B,B]"

—E

A
— 1
B— A B

A

In this example, we trade in two uses of B in a proof from X, B, B to
A for one. The rest of the argument goes through just as before. Our

—E
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“Even the sentences of Frege’s ma-
ture logical system are complex
terms; they are terms that denote
truth-values. Frege distinguished
two truth-values, THE TRUE and THE
FALSE, which he took to be ob-
jects.” Edward N. Zalta, “Gottlob
Frege,” http://plato.stanford.
edu/entries/frege/, [98].

122

model with sets of formulas will do for relevant arguments. It satisfies
the preservation condition, if we allow vacuous discharge as required
for standard arguments. .

2.5.2 | COUNTEREXAMPLES THROUGH ALGEBRA

We have seen nothing yet of counterexamples to invalid sequents in-
volving A and V. A sequent may be underivable, but we have, as
yet, no “take-away” representation of that invalidity of the kind we
saw in Section 2.5.1 for arguments involving conditionals. Counter-
examples for invalid sequents in our logic of conjunction and disjunc-
tions are not going to be straightforward, either. It is not just simple
sequents such as p - ¢ that are unprovable. Some sequents that are
valid in the standard sense (using truth tables for conjunction and dis-
junction) are also unprovable. For example, we have no derivation of
PA(QVT)E (pAq)Vr (see Example 2.2.11 on page 63), a sequent
for the distribution of conjunction over disjunction. We can show that
this has no cut-free derivation, and then appeal to Theorem 2.2.9.

This kind of reasoning is effective enough, but tedious if you need
to repeat it every time you want to refute an invalid argument. We
want an alternative: a way of representing invalidity. Truth-tables, just
as in the previous section, are not discriminating enough. They would
judge distribution to be valid, not invalid. One alternative, though, is
to look for structures that are like truth tables, but more discriminating.
Consider truth-tables for conjunction and disjunction:

/\\tf \/\tf
t|t f t|t t
fIf f flt f

We construe conjunction and disjunction as operations on the little set
t{t,f} of truth values. You can encode the information in these tables
more compactly, if you are prepared to use a little imagination, and if
f you are prepared to accept a metaphor. Think of THE TRUE (t) as higher
than THE FALSE (f). Think of the “under-and-over” relationship as “less
than” or “<” and you get f < t, but not vice versa. We also get t < t,
f <tandf < fbutt £ f. We can then understand the behaviour of
conjunction and disjunction on the set of truth values as minimum and
maximum respectively. A sequent A + B is valid (according to truth
tables) if and only if the value of the premise A is always less than
or equal to the value of the conclusion B, no matter how we evaluate
the AToms in A and B as truth values. You can think of < then as a
kind of rendering of entailment in the small universe of truth values.
A conjunction entails the both conjuncts, since its value will be the
minimum of the values of either of the conjuncts. A disjunction is
entailed by either of the disjuncts, because its value is the maximum of
the values of the two disjuncts.
Does the treatment work in the more general context of the logic
of conjunction and disjunction generated by our sequent system? The
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answer is negative. Minimum and maximum behave quite a lot like
conjunction and disjunction, but they do slightly more than we can
prove with these connectives here. You can show that the distribution
law AA(BV C) + (AAB)V C is valid under the interpretation of
conjunction and disjunction as minimum and maximum. Treating dis-
junction and conjunction as maximum and minimum is too strong for
our purposes. Regardless, it points in a helpful direction.

Sometimes orderings do not have maxima and minima. Consider
the following ordering, in whicha < ¢, b < cand c < d.

d

C

a b

There is a disjunction of a and b in one sense: itis c. a < cand b < ¢,
so c is an upper bound for both a and b. Not only that, but c is a least
upper bound for a and b. That is, among all of the upper bounds of a
and b (that is, among c and d), ¢ is the smallest. A least upper bound
is a good candidate for disjunction, since if z is a least upper bound for
x and y then we have

x<zandy <z

(it’s an upper bound) and
Ifx <z'andy <z’ thenz <z’

(it’s the least of the upper bounds). If we write the z here as x V y, and
if we utilise the transitivity of <, we could write x < xVyas “if v < x
then v < x V z.” Our rules then take the form

v<x vy x<u y<su

v<xVy v<xVy xVy<u

which should look rather familiar. If we think of entailment as an or-
dering among pieces of information (or propositions, or what-have-
you), then disjunction forms a least upper bound on that ordering.
Clearly the same sort of thing could be said for conjunction. Conjunc-
tion is a greatest lower bound:

x <V y < usx u<y

v
xAy<<v xAy<v u<xAvy

Ordered structures in which every pair of elements has a greatest lower
bound (or MeeT) and least upper bound (or joIin) are called LaTTICES.

DEFINITION 2.5.13 [LATTICE] An ordered set (P, <, A\, V) with operators
Aand V is said to be a LarTice iff for each x,y € P, x Ay is the greatest
lower bound of x and y (with respect to the ordering <) and x V y is
the least upper bound of x and y (with respect to the ordering <).

Consider the two structures below. The one on the left is not a
lattice, but the one on the right is a lattice.
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AA(BVC) is the smaller of A and

(the larger of B and C). (AAB)VC
is the larger of (the smaller of A and
B) and C. The first is always smaller
than (or equal to) the second.

This picture is a Hasse Diagram.
This diagram is a way of presenting
an ordering relation <: a relation
that is irreflexive (x £ x for each x)
transitive (if x <y and y < z then
x < z) and antistymmetric (if x <y
then y £ x). In the diagram, we
represent the objects by dots, and
we draw a single line from x up to
y just when x <y and there is no z
where x < z < y. Then, in general,
x <y if and only if you can follow a
path from x up to y.
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On the left, b and d have no lower bound at all (nothing is below both
of them), and while they have an upper bound (both a and c are upper
bounds of b and d) they do not have a least upper bound. On the other
hand, every pair of objects in the structure on the right has a meet and
a join. They are listed in the tables below:

Alf ab c t VIif ab ct
f1ff f ff flf ab ct
alf a f f a ala at tt
bif f b fb blb t b tt
c|f f f c ¢ clc t t ct
t|{f ab c t tjt t t t t

Notice that in this lattice, the distribution law fails in the following
way:
aA(bVc=aAt=agc=fVc=(aAb)Vc

Lattices stand to our logic of conjunction and disjunction in the same
sort of way that truth tables stand to traditional classical propositional
logic. Given a lattice (P, <, A\, V) we can define a valuation v on FOr-
MULA in the standard way.

DEFINITION 2.5.14 [VALUATION] We assign, for every atom p, a value
v(p) from the lattice P. Then we extend v to map each rorMULA into P
by setting

v(AAB)=v(A) Av(B) v(AV B) =v(A)Vv(B)
Using valuations, we can evaulate sequents.

THEOREM 2.5.15 [SUITABILITY OF LATTICES] A sequent A + B has a proof
if and only if for every lattice and for every valuation v, on that lattice,
v(A) < v(B).

Proof: The proof takes two parts, “if” and “only if.” For “only if” we
need to ensure that if A - B has a proof, then for any valuation on any
lattice, v(A) < v(B). For this, we proceed by induction the construction
of the derivation of A i B. If the proof is simply the axiom of identity,
then A - Bisp  p, and v(p) < v(p). Now suppose that the proof is
more complicated, and that the hypothesis holds for the prior steps in
the proof. We inspect the rules one-by-one. Consider AL: from A - R
to A A B R. If we have a proof of A R, we know that v(A) < v(R).
We also know that v(A AB) = v(A) Av(B) < v(A) (since A is a lower
bound), so v(A A B) < v(R) as desired. Similarly for VR: from L - A
to L = AV B. If we have a proof of L - A we know that v(L) - v(A).
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We also know that v(A) < v(A V B) (since V is an upper bound), so
v(L) < v(A V B) as desired.

For AR, we may assume that L - A and that L - B have proofs,
so for every v, we have v(L) < v(A) and v(L) < v(B). Now, let w
be any evaluation, since w(L) is a lower bound of w(A) and w(B), it
must be less than or equal to the greatest lower bound w(A) A w(B).
That is, we have w(L) < w(A) Aw(B) = w(A A B), which is what we
wanted. For VL we reason similarly. Assuming that A - Rand B - R
we have w(A) < w(R) and w(B) < w(R), and hence w(R) is an upper
bound for w(A) and w(B). So w(AV B) =w(A)Vw(B) < w(R), since
w(A) V w(B) is the least upper bound for w(A) and w(B).

We can even show that if the proof uses Cut it preserves validity
in lattices, since if v(A) < v(B) and v(B) < v(C) then we have v(A) <
v(C), since < is a transitive relation.

Now for the “if” part. We need to show that if A = B has no proof,

then there is some lattice in which v(A) & v(B). Just as in the proof of

Theorem 2.5.12, we will construct a model (in this case it is a lattice)

from the formulas and pl‘OOfS themselves. The core idea is that we will ~ The core construction is really (as a
assume as little as possible about the relationships between objects in ~mathematician will tell you) a con-
our lattice. We will choose a value v(A) for A such that v(A) < v(B) ;terﬁgtrzgro:eth;gs% lattice on the
if and only if A F B. We can do this if let the objects in our lattice be

equivalence classes of formulas, like this:

B € [A] if and only if there are proofs A+ B and B+ A

So, [A] contains AAA, AV A, AA(AV B), and many other formulas
besides. It is the collection of all of the formulas exactly as strong
as A (and no stronger). These classes of formulas form the objects
in our lattice. To define the ordering, we set [A] < [B] if and only
if A = B. This definition makes sense, because if we chose different The relation A ~B, defined by setting

representatives for the collections [A] and [B] (say, A’ € [A], so [A’] = A ~Biff AFBandBF Alsa
[Al, and similarly, [B] = [B’]) we would have A’ F A and B I- B/ so """
A’ F B’ too.

It remains to be seen that this ordering has a lattice structure. We
want to show that [A] A [B], defined as [A A B], is the meet of [A] and
[B], and that [A]V [B], defined as [A V B], is the join of [A] and [B]. This
requires first showing that the definitions make sense. (Would we have
got a different result for the meet or for the join of two collections had
we chosen different representatives?) For this we need to show that if
A’ € [A] and B’ € [B] then A’ A B’ € [A A B]. This is straightforward,
using the two proofs below:

A'FA B'+B AFA' B+ B’
/\R] /\Rz /\R1 /\RZ
A'AB'FA A'AB'+B AABHEFA’ AABF B’
AR AR
A'’AB'FAAB AABEFA'AB’

If A and A’ are equivalent, and B and B’ are also equivalent, then so
are their respective conjunctions. The proof is similar for disjunction,
so the operations on equivalence classes are well defined. It remains

§2.5 - COUNTEREXAMPLES 125



126

to show that they are, respectively, meet and join. For disjunction, we
need to show that [A V B] is the join of [A] and [B]. First, [A V B] is an
upper bound of [A] and of [B], since A+ AV Band B+ AV B. Itis the
least such upper bound, since if [A] < [R] and [B] < [R] for any formula
R, we have a proof of A R and a proof of B I R, which ensures that
we have a proof of AV B - R, and hence [A V B] < [R]. The proof that
A on the set of equivalence classes is a greatest lower bound has the
same form, and we consider it done. We have constructed a lattice out
of the set FORMULA.

Now, if A I/ B, we can construct a refuting valuation v for this
sequent. Define v into our lattice by setting v(p) to be [p]. For any
complex formula C, v(C) = [C], by tracing through the construction
of C: v(A AB) = v(A) Av(B) = [A] A [B] = [A A B], and similarly
v(AV B) = v(A) Vv(B) = [A] V [B] = [AV B]. So, if A I/ B, then
since [A] £ [B], we have v(A) £ v(B). We have a counterexample in
our lattice. .

This is one example of the way that we can think of our logic in an
algebraic manner. We will see many more later. Before going on to
the next section, let us use a little of what we have seen in order to
reflect more deeply on cut and identity.

2.5.3 | CONSEQUENCES OF CUT AND IDENTITY

Doing without Cut as well as [IdA] puts quite a strong constraint on the
rules for a connective. To ensure that identities are provable for con-
junctions, we needed to have a proof of pAq - pAq. When you think
about it, this means that the left and right rules for conjunction must
be connected. The rules for a conjunction on the [eft must be strong
enough to entail whatever is required to give you the conjunction on
the right. Using the concepts of algebras, if we think of the left and
right rules for conjunction as defining two different connectives, /A
and A, respectively, the provability of identity ensures that we have
X /\1 Y <X /\r Y.

The same holds for the elimination of Cut. Showing that you can
eliminate a Cut in which a conjunction is the cut-formula, we need to
show now that the rules for conjunction on the right are strong enough
to ensure that whatever it is that is entailed by a conjunction on the
right is “true enough” to be entailed by whatever entails the conjunc-
tion on the left. Thinking algebraically again, the eliminatibility of
Cut ensures that whenever z < x A, yand x Ay y < z’ we have z < /.
That is, it ensures that x A, y < x A v.

In other words, you can think of cut-elimination and the provabil-
ity of identity as ensuring that the left and right rules for a connective
are appropriately coordinated. You can prove an identity A f B+~ A £ B
if the right rules for § make it “more” true than the left rules, but it
will not do if §-on-the-right is “less” true than f-on-the-right. A Cut
step from L+ A f Band A § B+ RtoL F R, will work when #-on-
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the-right is “less” true than f-on-the-right, but it will not work if the
mismatch is in the other direction.

2.5.4 | EXERCISES
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2.6 | PROOF IDENTITY

[When is proof 7t; the same proof as 7,? There are different things
one could mean by this.]

[NORMALISATION ANALYSIS: Proof 7; is identical to proof 7, when 7
and 7, have the same normal forms. Examine this analysis of proof
identity in the context of intuitionistic logic.]

[GENERALITY ANALYSIS: Proof 7ty differs from proof 7, when they have
different generality. This can be analysed in terms of flow graphs [13,
14, 15] ]

[This has an application to category theory, and categories are a natural
home for models of proofs, if we think of them as structures with pro-
positions/statements as objects and proofs as arrows. (Provided that
we think of proofs as having a single premise and a single conclusion
of course. Generalisations of categories are required if we have a richer
view of what a proof might be.)]
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PROPOSITIONAL LOGIC:
APPLICATIONS

As promised, we can move from technical details to applications of
these results. With rather a lot of proof theory under our collective
belts, we can turn our attention to philosophical issues. In this chapter,
we will look at questions such as these: How are we to understand
the distinctive necessity of logical deduction? What is the distinctively
logical “must’? In what way are logical rules to be thought of as defini-
tions? What can we say about the epistemology of logical truths? Can
there be genuine disagreement between rival logical theories, or are all
such discussions a dialogue of in which the participants talk different
languages and talk past one another?

In later chapters we will examine other topics, such as generality,
predication, objectivity, modality, and truth. For those, we require a
little more logical sophistication than we have covered to this point.
What we have done so far suffices to equip us to tackle the topics at

hand.

The techniques and systems of logic can be used for many different
things — we can design electronic circuits using simple boolean lo-
gic [97]. We can control washing machines with fuzzy logic [45]. We
can use substructural logics to understand syntax [16, 54, 55] — but
beyond any of those interesting applications, we can use the techniques
of logic to construct arguments, to evaluate them, and to tell us some-
thing about how beliefs, conjectures, theories and statements, fit to-
gether. It is this role of logic that is our topic.

3.1 | ASSERTION AND DENIAL

One distinguishing feature of this application of logical techniques is
its bearing on our practices of assertion. We may express beliefs by
making assertions. When considering a conjecture, we may tentat-
ively make a hypothetical assertion — to “try it on for size” and to
see where it leads. When we use the techniques of logic to evaluate
a piece of mathematical reasoning, the components of that reasoning
are, at least in part, assertions. If we have an argument leading from
a premise A to a conclusion B, then this tells us something significant
about an assertion of A (it tells us, in part, where it leads). This also
tells us something significant about an assertion of B (it tells us, in part,
what leads to it). Can we say more than this? What is the connection
between proof (and logical consequence) and assertion? It would seem
that there is an intimate connection between proof and assertion, but
what is it?

[SEPTEMBER 18, 2006]
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Suppose that A entails B, that there is a proof of B from A. What
can we say about assertions of A and of B? If an agent accepts A, then
it is tempting to say that the agent also ought to accept B, because
B follows from A. But this is far too strong a requirement to take
seriously. Let’s consider why not:

(1) The requirement, as I have expressed it, has many counterexamples.
The requirement has the following form:

If A entails B, and I accept A, then I ought to accept B.

Notice that I have a proof from A to A. (It is a very small proof: the
identity proof.) It would follow, if T took this requirement seriously,
that if I accept A, then I ought to accept A. But there are many things
— presumably — that I accept that I ought not accept. My beliefs extend
beyond my entitled beliefs. The mere fact that I believe A does not in
and of itself, give me an entitlement, let alone, an obligation to believe
A. So, the requirement that you ought to accept the consequences of
your beliefs is altogether too strong.

This error in the requirement is corrected with a straightforward
scope distinction. Instead of saying that if A entails B and if you accept
A then you ought to accept B, we should perhaps weaken the condition
as follows:

If A entails B, then it ought to be that if I accept A then I
accept B.

We fix the mistaken scope by holding that what we accept should be
closed under entailment. But this, too, is altogether too strong, as the
following considerations show.

(2) There are many consequences of which we are unaware. It seems
that logical consequence on its own provides no obligation to believe.
Here is an example: I accept all of the axioms of Peano arithmetic (pa).
However, there are consequences of that theory that I do not accept.
I do not accept all of the consequences of those axioms. Goldbach’s
conjecture (Gc) could well be a consequence of those axioms, but T am
not aware of this if it is the case, and I do not accept Gc. If Gc is a
consequence of pa, then there is a sense in which I have not lived up to
some kind of standard if I fail to accept it. My beliefs are not as com-
prehensive as they could be. If T believed Gc, then in some important
sense I would not make any more mistakes than I have already made,
because Gc is a consequence of my prior beliefs. However, it is by no
means clear that comprehensiveness of this kind is desirable.

(3) In fact, comprehensiveness is undesirable for limited agents like us.
The inference from A to A V B is valid, and if our beliefs are always to
be closed under logical consequence, then for any belief we must have
infinitely many more. But consider a very long disjunction, in which
one of the disjuncts we already accept. In what sense is it desirable that
we accept this long disjunction? The belief may be too complex to even
consider, let alone, to believe or accept or assert.
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Notice that it is not a sufficient repair to demand that we merely
accept the immediate logical consequences of our beliefs. It may well
be true that logical consequence in general may be analysed in terms
of chains of immediate inferences we all accept when they are presen-
ted to us. The problems we have seen hold for immediate consequence.
The inference from the axioms of pa to Goldbach’s conjecture might
be decomposable into steps of immediate inferences. This would not
make Goldbach’s conjecture any more rationally obligatory, if we are
unaware of that proof. If the inference from A to A V B is an imme-
diate inference, then logical closure licenses an infinite collection of
(irrelevant) beliefs.

(4) Furthermore, logical consequence is sometimes impossible to check.
If T must accept the consequences of my beliefs, then I must accept
all tautologies. If logical consequence is as complex as consequence in
classical first-order logic, then the demand for closure under logical
consequence can easily be uncomputable. For very many sets of state-
ments, there is no algorithm to determine whether or not a given state-
ment is a logical consequence of that set. Closure under logical con-
sequence cannot be underwritten by algorithm, so demanding it goes
beyond what we could rightly expect for an agent whose capacities are
computationally bounded.

So, these arguments show that logical closure is too strict a standard
to demand, and failure to live up to it is no failure at all. Logical con-
sequence must have some other grip on agents like us. But what could
this grip be? Consider again the case of the valid argument from A to
B, and suppose, as we did before, that an agent accepts A. What can we
say about the agent’s attitude to B? One thing that we could clearly
say is that the agent is, in some sense, committed to B. There is good
sense in saying that we are (at least implicitly) committed to the lo-
gical consequences of those things we accept. Deduction is one way of
drawing out the implicit commitments that we have, and making them
explicit. We could hold to the following two norms:

If A entails B, and I accept A, then I am committed to B.

In fact, we could accept the closure of commitment under logical con-
sequence

If A entails B, and I am committed to A, then I am com-
mitted to B.

by holding that those claims to which T am committed are all and only
the consequences of those things I accept. There are good reasons to
think of commitment in this way. However, it remains that for the
reasons we have already seen, we need not think of what we accept as
conforming to the same kinds of conditions as those things to which
we are committed.

Do any norms govern what we accept? One plausible constraint
is that if some set of propositions is inconsistent, then we should not
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take the attitudes of some agent
to a statement to be anything
like ‘semantic values’ let alone
‘truth values’ of that statement.

accept all of them. If X I, then accepting every member of X is some
kind of mistake. (It’s not just some kind of mistake, it’s a bad mistake.)
This is one plausible constraint on what we accept. Similarly, if we
were to assert every member of an inconsistent set X, then that act of
assertion is, in some sense to be made out, defective. But what about
collections of propositions other than inconsistent ones? If we have an
argument from A to B, does this argument constrain what we accept
in a similar way to the inconsistent collection?

To look at this closely, suppose for a moment that we have an argu-
ment from A to B. If A I B, then if we have negation in the vocabulary,
we can conclude A,—B F. This tells us that accepting both A and —B
is a mistake. This points to a general account for valid argument. If
an argument is valid then it is a mistake to accept the premise and to
reject the conclusion.

If an agent’s cognitive state, in part, is measured in terms of those
things she accepts and those she rejects, then valid arguments constrain
those combinations of acceptance and rejection. As we have seen, a
one-premise, one-conclusion argument from A to B constrains accept-
ance/rejection by ruling out accepting A and rejecting B. This explan-
ation of the grip of valid argument has the advantage of symmetry. A
valid argument from A to B does not, except by force of habit, have to
be read as establishing the conclusion. If the conclusion is unbelievable,
then it could just as well be read as undermining the premise. Reading
the argument as constraining a pattern of accepting and rejecting gives
this symmetry its rightful place.

Now consider the connection between negation and rejection. I
have introduced rejection by means of negation, but now it is time
take away the ladder. Or to change the metaphor, let’s turn the picture
upside down. We have picked out rejection in using negation, but we
do not need to define it in that way. Instead, we will in fact be using
rejection to give an account of negation. If there are reasoning and
representing agents who do not have the concept of negation, and if it
is still appropriate for us to analyse their reasoning using a notion of
logical consequence, then we ought to take those agents as possessing
the ability to deny without having the ability to negate. This seems
plausible. As an agent accepts and rejects, she filters out information
and rules out possibilities. For any possible judgement the agent might
consider, there are three possible responses: she might accept it, she
might reject it, or she may be undecided. To assert that A is the case
is to express your accepting that A is the case. If you prefer, to accept
that A is the case is to internalise the assertion that A. To reject A is
not merely to fail to accept A, for we may be undecided. To deny A is
not merely to fail to assert A, for we may be silent. To accept A is to (in
part) close off the possibility of rejecting A. To accept A and then to go
on to reject A will result in a revision of your commitments, and not a
mere addition to them. Similarly, to reject A is to (in part) close off the
possibility of accepting A. To reject A and then to go on to accept A will
result in a revision of your commitments, and not a mere addition to
them. To assert A is to place the denial of A out of bounds—until you
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revise your commitments by withdrawing the assertion. Similarly, to
deny A is to place the assertion of A out of bounds—again, until the
denial of A is withdrawn. An agent’s ability to do this does not require
that she has a concept of negation, giving for each statement another
statement—its negation—which can be asserted or denied, used as a
premise in reasoning, as a component of another proposition, and so
on.

Before going on to utilise the notions of assertion and denial, I should
defend the claim that we ought to treat assertion and denial on a par,
and that it is not necessary to treat the denial of a claim as the assertion
of the negation of that claim. This matters because in the sections that
follow, I will use denial in giving an account of negation. To require
of an agent a grasp of negation in order to have the capacity to deny
would threaten this account.

I will argue that the speech-act of denial is best not analysed in terms
of assertion and negation but rather, that denial is, in some sense, prior
to negation. I will provide three different considerations in favour of
this position. The first involves the case of an agent with a limited
logical vocabulary. The second argument, closely related to the first,
involves the case of the proponent of a non-classical logic. The third
will rely on general principles about the way logical consequence ra-
tionally constrains assertion and denial.

CONSIDERATION ONE:  Parents of small children are aware that the abil-
ity to refuse, deny and reject arrives very early in life. Considering
whether or not something is the case — whether to accept that some-
thing is the case or to reject it — at least appears to be an ability children
acquire quite readily. At face value, it seems that the ability to assert
and to deny, to say yes or no to simple questions, arrives earlier than
any ability the child has to form sentences featuring negation as an op-
erator. It is one thing to consider whether or not A is the case, and it is
another to take the negation —A as a further item for consideration and
reflection, to be combined with others, or to be supposed, questioned,
addressed or refuted in its own right. The case of early development
lends credence to the claim that the ability to deny can occur prior to
the ability to form negations. If this is the case, the denial of A, in the
mouth of a child, is perhaps best not analysed as the assertion of —A.

So, we might say that denial may be acquisitionally prior to neg-
ation. One can acquire the ability to deny before the ability to form
negations.

CONSIDERATION TWO: Consider a related case. Sometimes we are con-
fronted with theories which propose non-standard accounts of nega-
tion, and sometimes we are confronted with people who endorse such
theories. These will give us cases of people who appear to reject A
without accepting —A, or who appear to accept ~A without rejecting A.
If things are as they appear in these cases, then we have further reason
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to reject the analysis of rejection as the acceptance of a negation. I will
consider just two cases.

SUPERVALUATIONISM: The supervaluationist account of truth-value gaps
enjoins us to allow for claims which are not determinately true, and
not determinately false [30, 52, 95]. These claims are those which are
true on some valuations and false on others. In the case of the super-
valuational account of vagueness, borderline cases of vague terms are
a good example. If Fred is a borderline case of baldness, then on some
valuations “Fred is bald” is true, and on others, “Fred is bald” is false.
So, “Fred is bald” is not true under the supervaluation, and it is to be
rejected. However, “Fred is not bald” is similarly true on some valu-
ations and false on others. So, “Fred is not bald” is not true under the
supervaluation, and it, too, is to be rejected. Truth value gaps provide
examples where denial and the assertion of a negation come apart. The
supervaluationist rejects A without accepting —A. When questioned,
she will deny A, and she will also deny —A. She will not accept —A.
The supervaluationist seems to be a counterexample to the analysis of
denial as the assertion of a negation.

DIALETHEISM: The dialetheist provides is the dual case [60, 61, 66, 67,
69]. A dialetheist allows for truth-value gluts instead of truth-value
gaps. Dialetheists, on occasion, take it to be appropriate to assert both
A and —A. A popular example is provided by the semantic paradoxes.
Graham Priest’s analysis of the liar paradox, for example, enjoins us
to accept both the liar sentence and its negation, and to reject neither.
In this case, it seems, the dialetheist accepts a negation —A without re-
jecting A, the proposition negated. When questioned, he will assert A,
and he will also assert —A. He will not reject —A. The dialetheist, too,
seems to be a counterexample to the analysis of denial as the assertion
of a negation.

In each case, we seem to have reason to take denial to be something
other than the assertion of a negation, at least in the mouths of the su-
pervaluationist and the dialetheist. These considerations are not con-
clusive: the proponent of the analysis of rejection in terms of nega-
tion may well say that the supervaluationist and the dialetheist are
confused about negation, and that their denials really do have the con-
tent of a negation (by their own lights), despite their protestations to
the contrary. Although this is a possible response, there is no doubt
that it does violence to the positions of both the supervaluationist and
the dialetheist. We would do better to see if there is an understand-
ing of the connections between assertion, denial, acceptance, rejection
and negation which allows us to take these positions at something ap-
proaching face value. This example shows that denial may be concep-
tually separated from the assertion of a negation.

CONSIDERATION THREE:  The third consideration favouring denial over
negation is the fertility of the analysis. Once our agent is able to as-
sert and to deny, the full force of logical consequence will have its grip
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on the behaviour of the agent. Asserting A has its consequences for
denials (do not deny A, and do not deny any other consequence of A).
Denying B has its consequences for assertions (do not assert B, and do
not assert any other premise leading to B). This analysis generalises to
arguments with multiple premises in the way that you would expect.
More interestingly, it also generalises to arguments with multiple con-
clusions.

So, let us pass on to the elaboration of the story. We can think
of assertions and denials en masse, as the normative force of logical
consequence will be explained in terms of the proprieties of different
combinations of assertions and denials. To fix terminology, we will
call collections of assertions and denials posiTions. A position [X : Y]
is a pair of (finite) sets, X of things asserted and Y of things denied.
Positions are the kinds of things that it is appropriate to evaluate. It
is rare that a single assertion or denial deserves a tick of approval or
a black mark of opprobrium on the basis of logic alone. It is much
more often that collections of assertions and denials — our positions
— stand before the tribunal of logical evaluation. The most elementary
judgement we may make concerning a position is the following:

IDENTITY: [A : A]is incoherent.

A position consisting of the solitary assertion of A (whatever claim A
might be) together with its denial, is incoherent.

To grasp the import of calling a position incoherent, it is vital to neither
understate it, nor to overstate it. First, we should not overstate the
claim by taking incoherent positions to be impossible. While it might
be very difficult for someone to sincerely assert and deny the same
statement in the same breath, it is by no means impossible. For ex-
ample, if we wish to refute a claim, we may proceed by means of a
reductio ad absurdum by asserting (under an assumption) that claim,
deriving others from it, and perhaps leading on to the denial of some-
thing we have already asserted. Once we find ourselves in this posi-
tion (including the assertion and the denial of the one and the same
claim) we withdraw the supposition. We may have good reasons to put
ourselves in incoherent positions, in order to manage the assertions
and denials we wish to make. To call a position incoherent is not to say
that the combination of assertions and denials cannot be made.
Conversely, it is important to not understate the claim of incoher-
ence. To call the position [X : Y] incoherent is not merely to say that it
is irrational to assert X and deny Y, or that it is some kind of bad idea.
It is much more than that. Consider the case of the position [A : A].
This position is seriously self-defeating in that to take you to assert
A is to take you to rule out denials of A (pending a retraction of that
assertion), to take you to deny A is to take you to rule out assertions of
A (pending a retraction of that denial). The incoherence in the position
is due to the connection between assertion and denial, in that to make
the one is to preclude the other. The incoherence is not simply due to
any external feature of the content of that assertion. As a matter of
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fact, it seems that whenever we take someone to have denied A (and
to have in the past asserted A) we take this to be a retraction of the
assertion.

Another claim can be made about the properties of coherence. The inco-
herence of a position cannot be fixed by merely adding more assertions
or denials.

WEAKENING: If [X; A : Y] or [X: A, Y] is coherent, then [X : Y] is too.

This tells us that incoherence is a property preserved when assertions
and denials are added to a position, and that coherence is a property
preserved when assertions and denials are removed from a position.
Contraposing the statement of weakening, we see that if the position
[X : Y] is incoherent, then merely adding the assertion of A, or adding
the denial of A does not fix things. To take a position to be coherent is
to endorse weaker positions (with fewer commitments) as coherent as
well. To take a position to be incoherent is to judge stronger positions
(with more commitments) as similarly incoherent. It follows that I
can judge a position incoherent if it contains the assertion of A and
the denial of A, without having to check all of the other assertions and
denials in that position.

Our final requirement on the relation of coherence is the converse of
the weakening condition. So, we call it

STRENGTHENING: If [X : Y] is coherent, then it either [X,A : Y] or
[X: A, Y] is coherent too.

This condition can be viewed as follows: if we have a coherent position
[X : Y], then if we cannot add A as an assertion (if [X, A : Y] is incoher-
ent) then the claim A is implicitly denied in that position. An implicit
denial is as good as an explicit denial, so since the original position was
coherent, the new position in which A is explicitly denied is coherent
as well. Taking the other horn of the disjunction, if we cannot add A
as a denial (if [X : A,Y] is incoherent) then the claim A is implicitly
asserted in that position. An implicit assertion is as good as an explicit
assertion, so since the original position was coherent, the new position
in which A is explicitly asserted is coherent as well.

These three constraints on coherence, assertion and denial are enough
to motivate a definition:

DEFINITION 3.1.1 [COHERENCE] Given a language, we will call a relation
on the set of positions in that language a coherence relation if and only
if it satisfies the conditions of identity, weakening and strengthening.
Given a coherence relation, we will indicate the incoherence of a posi-
tion [X : Y] as follows: ‘X Y".

The turnstile notation X F Y makes sense, as a coherence relation is
really a consequence relation. The DENTITY condition is A + A, the

identity sequent. The STRENGTHENING condition tells us that if X F
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A,Y and X,A F Y then X - Y. This is the cut rule. The weakeNING
condition is, well, the weakening structural rule.

The rules are not exactly the kinds of rules we have seen before,
since the collections on either side of the turnstile here are not multis-
ets of statements, but sets of statements. This means that the contrac-
tion rule is implicit and does not need to be added as a separate rule: if
X,A,AFYthen X, A Y, since the set X, A, A is the same set as X, A.
The premise and conclusion of a contraction rule are exactly the same
sequents.

Viewed one way, the cut rule is a transitivity condition: If A - B
and B F C then A + C. The form that we have here does not look so
much like transitivity, but a strange cousin of the law of the excluded
middle: it says that it is either ox to assert A or to deny A. But it is the
same old cut rule that we have already seen. If A - B and B - C, then it
follows that A - B, C and A, B - C by weakening. The strengthening
rule tells us that A = C. In other words, since A - B, C (we cannot
deny B in the context [A : C]) and A,B  C (we cannot assert B in
the context [A : C]), there is a problem with the context [A : C]. It is
incoherent: we have A + C.

Let us consider, for a moment, the nature of the languages related by
a coherence relation, and the kinds of conditions we might find in a
coherence relation. In most applications we are concerned with, the co-
herence relation on our target vocabulary will be rich and interesting,
as assertions and denials are made in a vocabulary with robust connec-
tions of meaning. It seems to me that all of the kinds of relationships
expressible in the vocabulary of coherence make sense. We have A - B
if asserting A and denying B is out of bounds. An example might be
‘this is a square’ and ‘this is a parallelogram’. The only way to be a
square is by being a parallelogram, and it is a mistake to deny that
something is a parallelogram while claiming it to be a square. We have
A, B I if asserting both A and B is out of bounds. An example might be
‘it is alive” and ‘it is dead’. To claim of something that it is both alive
and that it is dead is to not grasp what these terms mean. Examples
with multiple premises are not difficult to find. We have A;B,C + D
when the assertion of both A, B and C together with the denial of D
is out of bounds: consider ‘it is a chess piece’, ‘it moves forward’, ‘it
captures diagonally’, and ‘it is a pawn.” Examples with multiple con-
clusions are more interesting. We have A I B, C if asserting A and
denying both B and C is out of bounds. Perhaps the trio ‘x is a parent’,
‘x is a mother” and ‘x is a father’ is an example, or for a mathematical
case, we have ‘x is an number’, ‘x is zero” and ‘x is a successor’.

The limiting cases of coherence are the situations in which we have
an incoherent position with just one assertion or denial. If we have A
then the assertion of A by itself is incoherent. If we have i B, then the
denial of B is incoherent. It is plausible that there are such claims, but
it is less clear that there are primitive statements in a vocabulary that
deserve to be thought of as inconsistent or undeniable on their own.

Notice, too, that it makes sense to treat any kind of vocabulary
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in which assertions and denials are made as one in which assertions
and denials may together be coherent or incoherent. We may judge
discourse on any subject matter for coherence, even when we are not
clear on what the subject is about, or what it would be for the claims
in that vocabulary to be justified or warranted. Even though we may
be completely unsettled on the matter of what it might be for moral
claims to be true or justified, it can make sense for us to evaluate moral
discourse with respect to coherence. The claim that it is wrong to ac-
cuse someone of a crime without evidence (for example) may be taken
to entail that it is sometimes wrong to accuse someone of a crime. It
makes sense to take claims of wrongness and rightness to be coherent
or incoherent with other claims, even if we are unsure as to the mat-
ter of what makes moral claims true (or even if we are skeptical that
they are the kinds of claims that are ‘made true’ by anything at all). It
suffices that they may be asserted and denied.

However, as far as logic is concerned what we will haev to say will
apply as well to a circumstance in which we have the smallest relation
satisfying these conditions: in which X = Y only when X and Y share
a proposition. In this case, the statements in the vocabulary can be
thought of as entirely logically independent. The only way a position
in this vocabulary will count as incoherent is if it has managed to as-
sert one thing and to deny it as well — not by meand of asserting or
denying something else, but by explicitly asserting A and denying A
at the very same time. In this case, the statements of the language are
entirely logically independent.

3.2 | DEFINITION AND HARMONY

Now suppose that we have a vocabulary and the relation of coherence
upon it. Suppose that someone wants to understand the behaviour
of negation. We could incorporate the rules for negation. First, we
treat the syntax by closing the vocabulary under negation. In other
words, we add the condition that if A is a statement, then —A is a
statement too. This means that not only do we have the original state-
ments, and the new negations in our vocabulary, but we also have neg-
ations of negations, and so on. If the language is formed by means
of other grammatical rules, then these may also compound statements
involving negation. (So if we had conjunction, we could now form
conjunctions of negations, as well as negations of conjunctions).

To interpret the significance of claims involving negation, we must
go beyond the syntax, to semantics. In this case, we will tell you how
claims involving negation are to be used. In this case, this will amount
to evlauating positions in which negations are asserted, and positions
in which negations are denied. We may consider our traditional se-
quent rules for negation:

XFA,Y X,AFY
— L — R
X,—A Y X —A,Y
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With our interpretation of sequents in mind, we can see that these
rules tell us something important about the coherence of claims in-
volving negation. The —L rule tells us that [X,—A : Y] is coherent only
if [X : A,Y] is coherent. The —R rule tells us that [X : =A,Y] is coher-
ent only if [X,;A : Y] is coherent. In fact, we may show that if these
two conditions are the only rules governing the behaviour of the oper-
ator ‘—’, then then we have, in some sense, defined the behaviour of ‘—’
clearly and distinctly.

The first fact to notice is that if we extend a coherence relation on
the old language with these two rules, the relation on the new language
still satisfies the rules of identity, weakening and strengthening. We
have identity, for the new formulas: —A - —A, since

AFA
— —R
- —A A
— —L
Ak —A

This shows us that if we have identity for A, we have identity for —A

too. This gives us identity for each formula consisting of one negation.

We can do the same for two, three, or more negations by an inductive

argument. For weakening, we may argue that if X F Y, then since To show that the other connectives

X,A F Y (by weakening for A) then X - —A, Y. Similarly, X - A,Y satisfy identity under the new regime
. X SA - Y d h kenine f th requires a separate argument. Hope-

gives us X, ~A,F Y, and we have weakening for statements with one ;"¢ ‘other connectives in the old

negation operator. An inductive argument gives us more statements, language survive this extension. No

as usual. general argument can be made for

. . . this claim here.
For strengthening, we use the usual argument for the elimination " o ¢

of cut. If the old language does not contain any other connectives, the
argument is straightforward: if we have X - —A Y and X,~A F Y, we
reason in the usual manner: we take a derivation 6 of X - —=A,Y and a
derivation &’ of X, —A F Y to consist of the steps to show each sequent
from incoherent sequents in the original vocabulary, using —L and —R.
These rules satisfy the conditions for a successful cut elimination argu-
ment, and we may derive X I Y in the usual manner in the way that
we have seen.
If the old language contains other connectives, then we may need to
be a little more subtle, and as a matter of fact, in some cases (where the
connectives in the old vocabulary behave in an idiosyncratic manner)
the cut rule will not be eliminable. In the case of a primitive vocabulary  For a discussion of this phe-
(or in the case of a vocabulary in which the other connectives are well- nomenon, see Section 3.3.
behaved, in a sense to be elaborated later), the addition of the operator
— is completely straightforward. It the new coherent relation satisfies
the constraints of identity, weakening and strengthening.
In addition, the new connective is uniquely defined, in the sense
that if we add two negation connectives —; and —, satisfying these
rules, then we can reason as follows:

AkFA AL A
—— R —— R
AL A A A

—— L —————— 2L
—AF A —AF A
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Of course, one could assert =1 A
without at the very same time
asserting —,A, but the asser-
tion of =A would have been
just as good as far as coherence
or incoherence is concerned.

There is a huge literature on har-
mony. There are fo defences for
weaker-than classical logics on
grounds of harmony [25, 88, 89],
and defences of classical logic on
similar grounds [53, 72, 96], and
discussions of conditions of har-
mony for the treatment of iden-
tity and modal operators [22, 73].
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and it is never coherent to assert =1A and deny —A or vice versa.
There is no way that they can come apart when it comes to the status of
assertion and denial. The result is still a coherence relation satisfying
the requirements. This means that we have a definition. We have not
merely stipulated some rules that the new connective is to satisfy, but
we have fixed its behaviour as far as coherence is concerned. If there
are two connectives satisfying these rules, they are indistinguishable
as far as the norms of coherence of assertion and denial are concerned.
It is impossible for them todiffer in that asserting one and denying the
other is never permissible.

Is this definition available to us? It seems that again, the answer
is ‘yes, or that it is ‘yes’ if the original vocabulary is well enough
behaved. If we can show that the cut rule is admissible in the new
coherence relation (without assuming it), then it follows that the only
incoherence facts in the old vocabulary are those that are given by the
original coherence relation. The new vocabulary brings along with
itself new facts concerning coherence, but these merely constrain the
new vocabulary. They do not influence the old vocabulary. It follows
that if you held that some position [X : Y] (expressed in the original
vocabulary) was coherent, then this is still available to you once you
add the definition of ‘—’. In other words, the presence of negation
does not force any new coherence facts on the old vocabulary. The
extension of the language to include negation is conservative over the
old vocabulary [6], so it may be thought of as not only a definition of
this concept of negation (as it fixes its behaviour, at least concerning
coherence) but it also may be thought of as a pure definition, rather
than a creative one.

A collection of rules for a connective that allow for a unique and
pure, conservative definition are said to be in harmony [64, 65, 87].

What we have done for negation, we may do for the other connect-
ives of the language of classical logic. The rules for A, V and — also
uniquely define the connectives, and are conservative: they are harmo-
nious in just the same way as the rules for negation. We may think of
these rules as purely and uniquely defining the connectives over a base
vocabulary.

Once we have these connectives in our vocabulary, we may use
them in characterising coherence. As you can see, the rules for nega-
tion convert a denial of A to an assertion of —A, and an assertion of A
to a denial of —~A. So, a sequent X I~ Y may be converted to an equival-
ent sequent in which all of the material is on one side of the turnstile.
We have X - Y if and only if X, —Y F (where —Y is the set of all of the
statements in Y, with a negation prefixed). In other words, if asserting
each member of X and denying each member of Y is out of bounds,
then so is asserting each member of X and asserting each member of
—Y. But there is no need to privilege assertion. X - Y is also equivalent
to = —X, Y, according to which it is out of bounds to deny each member
of =X and to deny each member of Y.

But with the other connectives, we can go even further than this.
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With conjunction, asserting each member of X is equivalent to assert-
ing A\ X, the conjunction of each member of X. Denying each member
of Y is equivalent to denying \/ Y. So, we have X Y if and only if
AXE VY, ifand only if AXXA—-VY*F, ifand only if F = AXV VY.
For each position [X : Y] we have a complex statment AX A —\/Y
which is coherent to assert if and only if the position is coherent. We
also have a complex statement = A X V' \/ Y that is coherent to deny if
and only if the position is coherent.

Now we can see another reason why it is difficult, but nonetheless
important, to distinguish denial and negation. Given a genuine nega-
tion connective —, the denial and the assertion of a negation are inter-
changeable: we can replace the denial of A with the assertion of —A at
no change to coherence. The case is completely parallel with conjunc-
tion In the presence of the conjunction connective ‘/\’, we may replace
the assertion of both A and B with the assertion of A A B. However,
there are reasons why we may want the structural combination A, B of
separate statements alongside the connective combination A AB. How-
ever, we have good reason to prefer the understanding of an argument
as having more than one premise, rather than having to make do with a
conjunction of statements as a premise. We have good reason to prefer
to understand the behaviour of conjunction in terms of the validity of
the rule A, B = A A B, rather than thinking of this rule as a disguised
or obfuscated version of the identity sequent AAB - AAB. It is genu-
inely informative to consider the behaviour of conjunction as related
to the behaviour of taking assertions together.

If you like the jargon, you can think of conjunction as a way to
‘make explicit’” what is implicit in making more than one assertion.
There is a benefit in allowing an explicit conjunction, in that we can
then reject a conjunction without committing ourselves to rejecting
either conjunct of that conjunction. Without the conjunction connect-
ive or something like it, we cannot do express a rejection of a pair of
assertions without either rejecting one or both.

The situation with negation is parallel: we have just the same sorts
of reasons to prefer to understand the behaviour of negation in terms
of the validity of A,—A F and - A, —A rather than thinking of these
rules as obfuscated versions of the rules of identity and cut. Just as con-
junction makes explicit the combination of assertions negation makes
explicit the relationship between assertions and denials. Negation al-
lows denials to be taken up into assertoric contexts, and assertions to
be taken up in the contexts of denials.

3.3 | TONK AND NON-CONSERVATIVE EXTENSION

I have hinted at a way that this nice story can fail: the extension of
a coherence relation with a definition of a connective can fail to be
conservative. I will start with a discussion of a drastic case, and once we
have dealt with that case, we will consider cases that are less dramatic.
The drastic case involves Arthur Prior’s connective ‘tonk’ [70]. In the
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Choose you own favourite way
of finding a conjunction of each

member of a finite set.

For an n-

membered set there are at least n!

was of doing this.

This is the fourth consideration in
favour of taking denial as prior to
negation, mentioned on page 135.

. and disjunction makes explicit the
combination of denials ...
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Prior’s original rules were the in-
ferences from A to A tonk B
and from A tonk B to B.

context of a sequent system with sets of formulas on the left and the
right of the turnstile, we can think of tonk as ‘defined” by the following

rules:

X,BFY XFAY
tonkL tonkR
X,Atonk BFY XF A tonk B,Y

This pair of rules has none of the virtues of the rules for the pro-
positional connectives A, V, — and —. If we add them to a coher-
ence relation on a basic vocabulary, they are not strong enough to
enable us to derive A tonk B + A tonk B. The only way to derive
A tonk B = A tonk B using the rules for tonk is to proceed from either
A tonk B = A (which is derivable in turn only from B I A, in general)
or from B i A tonk B (which is derivable in turn only from B - A, in
general). So, if every sequent A tonk B - A tonk B is derivable, it is
only because every sequent B I A is derivable. As a result, the exten-
ded relation is not a coherence relation, unless the original coherence
relation is trivial in the sense of taking every position to be incoherent!

The problem manifests with the strengthening (cut) condition as
well. In the new vocabulary we have sequents A + A tonk B and
A tonk B - B, by weakening we have A - A tonk B,B and A, A tonk
B I B, so if strengthening is available, we would have A I B. So the
only way that strengthening is available for our new coherence relation
is if absolutely every sequent in the old vocabulary is incoherent.

This tells us that the only way that we can inherit a coherence re-
lation satisfying identity and strengthening, upon the addition of the
tonk rule is if it is trivial at the start. We should consider what happens
if we try to impose identity and weakening by fiat. Suppose that we
just mandate that the coherence relation satisfies identity and strength-
ening, in the presence of tonk. What happens?

This happens:
AFA BFB
—  tonkL -
A+ A tonk B A tonk B - B
AFB

we have triviality. This time as a consequence, rather than a precondi-
tion of the presence of tonk. The

Given that we use coherence relations to draw distinctions between
positions, we are not going to wish to use tonk in our vocabulary.
Thinking of the rules as constraining assertion and denial, it is clear
why. The tonkL rule tells us that it is incoherent to assert A tonk B
whenever it is incoherent to assert B. The tonkR rule tells us that is
is incoherent to deny A tonk B whenever it is incoherent to deny A.
Now, take a position in which it is incoherent to assert B and in which
is is incoherent to deny A. The position [A : B] will do nicely. What can
we do with A tonk B? It is incoherent to assert it and to deny it. The
only way this could happen is if the original position is incoherent. In
other words, [A : B] is incoherent. That is, A - B. We have shown our
original result in a slightly different manner: tonk is a defective con-
nective, and the only way to use it is to collapse our coherence relation

tonkR

Cut
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into triviality. (This is not to deny that Roy Cook’s results about logics
in which tonk rules define a connective are not interesting [18]. How-
ever, they have little to do with consequence relations as defined here,
as they rely on a definition of logical consequence that is essentially
not transitive—that is, they do not satisfy strengthening.)

Now consider a much more interesting case of nonconservative exten-
sion. Suppose that our language contains a negationlike connective ~
satisfying the following rules

XFA X, A F

— L — R
X,~A F X F~A

and that otherwise, the vocabulary contains no connectives. This re-
striction is for simplicity’s sake—it eases the presentation, but is not
an essential restriction.

This connective satisfies the rules for an intuitionistic negation con-
nective. If the primitive vocabulary is governed by a coherence relation
satisfying our conditions, then adding this connective will preserve
those properties. We can derive ~A + ~A as follows:

AFA
AAE
“AF-~A

L

R

The other derivation of ~A + ~A, via - ~A, A, is not available to us
becase the position [ : ~A, A] is coherent. We cannot show that ~~A
A. The rules as we have fixed them are not quite enough to specify
the coherence relation, since there is no way to verify that the relation
satisfies the condition of weakening on the new vocabulary, given that
it does on the old vocabulary. The rules as they stand are not enough
to guarantee that A,—A Y for a collection Y of statements from the
new vocabulary. So, let us add this condition by fiat. We will say that
X I Y holds in this coherence relation if and only if we have X - A
for some A € Y, or X . It is not too difficult to verify that this is a
genuine coherence relation.

Starting with this relation, the addition of — is no longer conservative.
If we add the usual rules for —, we have the following two derivations.

Al A
— L
A,—A F AFA
—— R —— R
—AF~A A, —A
i § S
~~A,—A F —AF A
— R
~AF ——A

It follows that the new collection of rules either no longer satisfies

strengthening, or the new system provides us with a derivation of
~~A I A that we did not have before.
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This example shows us that conservative extension, by itself, does
not give us a hard-and-fast criterion for choosing between different
rules. The classical vocabulary counts as a conservative extension over
other vocabulary if all of the connectives are well-behaved, and the
cut-elimination theorem holds. This requires not only that the new
connectives are well-behaved and harmonious, but also that the old
connectives behave properly. In this case, it is the rule for ~ that messes
up the argument. To eliminate cuts, we must show that if our cut
formula is passive in some other rule, then we could have performed
the cut on the premises of the rule, and not the conclusion. In this case,
this is not possible. Suppose we have a cut-formula as passive in the
rule for ~.

X,B,AF
e §
-B,C X,BF-~A
Cut
XE~A,C

There is no way to get to X = ~A, C by performing the cut before
introducing the ~, since the premise sequent would have to be X, A I C,
which is no longer appropriate for the application of a the ~L rule.

FB,C X,B,AF
X,AFC
XF~A,C

Cut

~L??

From the persepctive of natural deduction, the constraint on ~L is
global and not merely local. If we happen to have a refutation of
X, B, A, then one step is composing (discharging) the premise A with a
~I node to derive ~A. Another step is composing the proof with a proof
with the two conclusions B, C to add a conclusion C but discharge the
premise B. From the point of view of circuits, there is no sense in which
one of these is done ‘before’ or ‘after’ the other.

There seems to be a real sense in which the rules for the classical
connectives naturally fit the choice of sequent structure. Once we have
settled on the ‘home’ for our connectives — in this case, sequents of
the form X - Y — we need to work hard to get less than classical logic.

3.4 | MEANING

The idea that the rules of inference confer meaning on the logical con-
nectives is a compelling one. What can we say about this idea? We
have shown that we can introduce the logical constants into a practice
of asserting and denial in such a way that assertions and denials fea-
turing those connectives can be governed for coherence along with the
original assertions and denials. We do not have to say anything more
about the circumstances in which a negation or a conjunction or a dis-
junction is true or false, or to find any thing to which the connectives
‘correspond.” What does this tell us about the meanings of the items
that we have introduced?
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There are a number of things one could want in a theory of mean-
ings of logical connectives. (1) You could want something that connec-
ted meanings to use. (2) You could want something that connected
meanings to truth conditions. (3) You could want something that ex-
plains meaning in terms of the proprieties of translation. Let us take
these considerations in turn.

RULES AND USE: The account of the connectives given here, as operat-
ors introduced by means of well-behaved rules concerning coherence,
gives a clear connection to the way that these connectives are used. To
be sure, it is not a descriptive account of the use of the connectives.
Instead, it is a normative account of the use of the connectives, giving
us a particular normative category (coherence) with which to judge the
practice of assertions and denials in that vocabulary. The rules for the
connectives are intimately connected to use in this way. If giving an
account of the meaning of a fragment of our vocabulary involves giv-
ing a normative account of the proprieties of the use of that vocabulary,
the rules for the connectives can at the very least be viewed as a part
of the larger story of the meaning of that vocabulary.

RULES AND TRUTH CONDITIONS:  Another influential strand (no, let me
be honest—it is the overwhelmingly dominant tradition) in semantics
takes the controlling category in giving a semantic theory for some
part of the language to be given in the truth conditions for statements
expressed in that part of the vocabulary. To be completely concrete, the
truth conditional account of the meaning of conjunction goes some-
thing like this:

A conjunction A A B is true iff A is true and B is true.

More complex accounts say more, by replacing talk of ‘true’ by “true
relative to a model” or ‘true in a world’ or ‘true given an assignment of
values to variables’ or any number of embellishments on the general
picture.

This looks nothing like the account we have given in terms of rules
governing coherence. What is the connection between truth conditions,
meaning and the rules for the connectives?

First it must be made clear that whatever we are to make the con-
nection between truth conditions and the inference rules will depend
crucially on what we make of the concept of truth. The concept of truth
is subtle and difficult. I am not thinking primarily of the philosophical
debates over the proper way to analyse the concept and to connect it to
concepts of correspondence, coherence, or whatever else. The subtlety
of the notion of truth comes from the paradoxes concerning truth. It
would be nice to think of truth as the simple expressive concept accord-
ing to which an assertion of the claim that A is true had no more nor
less significance than an assertion of the claim A. The liar paradox and
its like have put paid to that. Whatever we can say about the concept
of truth and the proper analysis of the liar paradox, it is not simple,
whatever option we take about the paradox.

§3.4 - MEANING
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I am well aware of accounts that
attempt to keep the simple express-
ive correspondence between a claim
A and the claim that A is true, at
the cost of giving a non-classical
account of the logical connect-

ives [68, 74, 75]. This non-classical
account has many virtues. Simplicity
of the concept of truth is one of
them. However, the simplicity of the
overall picture is not so obvious [29].

145



Well, I need to write that bit up.

146

All of these considerations mean that an extended and judicious
discussion of truth and its properties must wait for some more logical
sophistication, once we have an account of predicates, names, identity
and quantification under our belts. For now, we must make do with a
few gestures in the general direction of a more comprehensive account.
So, consider simple instances of our rules governing conjunction:

A,BFAAB ANBFA ANBFB

These do not say that a conjunction is true if and only if the conjuncts
are both true, but they come very close to doing so, given that we are
not yet using the truth predicate. These rules tell us that it is never
permissible to assert both conjuncts, and to deny the conjunction. This
is not expressed in terms of truth conditions, but for many purposes it
will have the same consequences. Furthermore, using the completeness
proofs of Section ???, they tell us that there is no model in which A and
B are satisfied and A A B is not; and that there is no model in which
A AB is satisfied, and in which A or B is not. If we think of satisfaction
in a model as a model for truth, then the truth-conditional account
of the meaning of connectives is a consequence of the rules. We may
think of a the reification or idealisation of a coherent position (as given
to us in the completeness proofs) as a model for what is true. We do
not need to reject truth-conditional accounts of the meanings of the
connectives. They are consequences of the definitions that we have
given. Whether or not we take this reading of the truth-conditional
account as satisfying or not will depend, of course, on what we need
the concept of truth to do. We will examine this in more detail later.

RULES AND TRANSLATION: What can we say about the connection between

the rules for connectives and how we interpret the assertions and deni-
als of others? Here are some elementary truisms: (a) people do not
have to endorse the rules I use for negation for me to take them to
mean negation by ‘not.” It does not seem that we settle every question
of translation by looking at these rules. Nonethless, (b) we can use
these rules as a way of making meaning more precise. We can clarify
meaning by proposing and adopting rules for connectives. Not every
use of ‘and’ fits the rules for ‘/\’. Adopting a precisely delineated co-
herence relation for an item aids communication, when it is achievable.
The rules we have seen are a very good way to be precise about the
behaviour of the connectives. (c¢) Most cruically, what we say about
translation depends on the status of claims of coherence. If I take what
someone says to be assertoric, I relate what they say and what I am
committed to in the one coherence relation. I keep score by keeping
track of what (by my lights) you are saying. And you do this for me.
[ use a coherence relation to keep score of your judgements, and you
do the same for me. There can be disputes over the relation: you can
take some position to be coherent that I do not. This is made explicit
by our logical vocabulary. If you and I agree about the rules for clas-
sical connectives, then if we disagree over whether or not X, A  B,Y
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is coherent, then we disagree (in the context [X : Y]) over the coher-
ence of asserting A — B. Connectives are a way of articulating this
disagreement. Similarly, — is a way of making explicit incompatibility
judgements of the form A, B F or exhaustiveness judgements of the
form F A, B.

3.5 | ACHILLES AND THE TORTOISE

has gone wrong in the case of the reasoner who is quite prepared to
assert A and to assert A — B, but who questions or hesitates over B?
By no means is this a problem. This is well discussed [Smiley’s paper
is a very good example, as is Harman.| But it's worth explaining ths
story in this vocabulary. Consider the person who endorses A, and B,
and even who endorses (A AB) — Z. Is there a way to force her to
endorse Z? Of course not. By our lights she is already committed to
Z in that it is a consequence of what she is already committed to in
the position mentioned. However, there is no way to compel her to
endorse it.

3.6 | WARRANT

Discussion of warrant preservation in proof. In what way is classical
inference apt for preservation of warrant, and what is the sense in
which intuitionstic logic is appropriate. [Preservation warrant in the
case of an argument from X to A. These are verificationally transparent
arguments. Preservation of diswarrant in the case of an argument
from B to Y. These are the falsificationally transparent arguments. Both
are nice. But neither is enough.]

3.7 | GAPS AND GLUTS

Now, I have asked you to conisder adding to your vocabulary, a con-
nective — satisfying the rules for negation. This is actually a very
strong requirement. Gaps and gluts, supervaluationism and subvalu-
ationism: a discussion of how the setting here helps explain the signi-
ficance of these approaches.

3.8 | REALISM

Discussion of the status of models and truth this account. Are we real-
ists? Are these merely useful tools, or something more? (Discussion
of Blackburn’s quasi-realism and its difficulties with logic here. The
Frege/Geach problem is discussed at this point, if not before.)
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QUANTIFIERS:
TOOLS & TECHNIQUES

4.1 | PREDICATE LOGIC

4.1.1 | RULES

4.1.2 | WHAT DO THE RULES MEAN?

Mark Lance, makes the point in his paper “Quantification, Substitu-
tion, and Conceptual Content” [48] that an inference-first account of
quantifiers is sensible, but it isn’t the kind of “substitutional” account
oft mentioned. If we take the meaning of (Vx)A to be given by what
one might infer from it, and use to infer to it, then one can infer from
it to each of its instances (and furthermore, to any other instances we
might get as we might further add to the language). What one might
use to infer to (Vx)A is not just each of the instances A[x/n4], Alx/n.],
etc. (Though that might work in some restricted circumstances, clearly
it is unwieldy at best and wrong-headed at worst.) The idea behind
the rules is that to infer to (Vx)A you need not just an instance (or
all instances). You need something else. You need to have derived an
instance in a general way. That is, you need to have a derivation of
Alx/n] that applies independently of any information “about n.” (It
would be nice to make some comment about how this sidesteps all of
the talk about “general facts” in arguments about what you need to
know to know that (Vx)A apart from knowing that A[x/n] for each par-
ticular n, but to make that case I would need more space and time than
I have at hand at present.)

4.2 | IDENTITY AND EXISTENCE

A section on the addition of identity, discussing options for adding an
existence predicate if we countenance “non-denoting terms.”

[Xal*

o(b) Xb
a=D>b

=i

The crucial side-condition in =I is that the predicate variable X does
not appear elsewhere in the premises. In other words, if an arbitrary
property holds of a, it must hold of b too. The only way for this to
hold is, of course, for a to be identical to b. Here is a proof using these
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rules.

[Xa]' a=b
—— -k
Xb b=c
=E
Xc
=11
a=c
The sequent rules are these:
FEdla),A T, b(b)F A I Xa k- Xb, A
- e

T, a=bkFA A lNa=DbA

The side condition in =R is that X does not appear in T or A.

Notice that we need to modify the subformula property further,
since the predicate variable does not appear in the conclusion of =R,
and more severely, the predicate ¢ does not appear in the conclusion
of =L Here is an example derivation:

Xa F Xa Xb F Xb

- Xa.Xa . Xb—XbF
a—=Db,XbF Xa -
a—brb—a

If we have a cut on a formula a = b which is active in both premises of
that rule:

5X 5! 5"
MXakXb,A T'Fdla),A  T” ¢(b)FA”
R =L
Fr-a=b,A T a=bkFA, A"

Cut

FT T A A, A
we can eliminate it in favour of two cuts on the formulas ¢(a) and ¢(b).
To do this, we modify the derivation 8x to conclude I', ¢(a) F ¢(b), A,
which we can by globally replacing Xx by ¢(x). The result is still a
derivation. We call it 8. Then we may reason as follows:

XX Xk
ola)F obLA I gla)a” »
I T F ¢(b), A, A’ T p(b) A"

Cut
T T EA A, A

4.3 | MODELS

Traditional Tarski models for classical logic and Kripke intuitionistic
logic motivated on the basis of the proof rules we have introduced. A
presentation of more “modest” finitist semantics in which the domain
is finite at each stage of evaluation, given by the sequent system. A
context of evaluation, in this kind of model, is a finite entity, including
information about “how to go on.”

QUANTIFIERS: TOOLS & TECHNIQUES - CHAPTER 4



4.4 | ARITHMETIC

Peano and Heyting arithmetic are introduced as a simple example of
a rigorous system with enough complexity to be truly interesting. Dis-
cussion of the consistency proof for arithmetic. | will point to Godel’s
incompleteness results, and show how pa + Con(pa) can be seen as
adding to the stock of arithmetic inference principles, in the same way
that adding stronger induction principles does. [32]

4.5 | SECOND ORDER QUANTIFICATION

Second order quantification introduced, and Girard/Tait normalisa-
tion for second order logic.

§4.4 - ARITHMETIC
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QUANTIFIERS: APPLICATIONS

5.1 | OBJECTIVITY

Substitutional and objectual quantification and objectivity. The ac-
count of quantification given here isn’t first-and-foremost objectual in
the usual sense, but it can be seen as a semantically anti-realist (that is,
not truth-first) reading of standard, objectual quantification. A defence
of this analysis, and the a discussion of the sense in which this provides
properly universal quantification, independently of any consideration
of whether the class of “everything” is a set or can constitute a model.

5.2 | EXPLANATION

How do we prove a universal claim? By deriving it. Explanation of
the reasons why people like “universal facts” and why this is better
understood in terms prior to commitment to fact-like entities.

5.3 | RELATIVITY

A discussion of ontological relativity, Quine’s criterion for commit-
ment to objects. (We discuss the sense in which logic alone does
not force the existence of any number of things, and why the choice
of ontology depends on the behaviour of names and variables in your
theory.)

5.4 | EXISTENCE

A discussion of a neo-Carnapian view that to adopt inference prin-
ciples concerning numbers, say, is free. Relating to current discussion
of structuralism, plenitudinous platonism and fictionalism in mathem-
atics

5.5 | CONSISTENCY

The essential incompleteness and extendibility of our inference prin-
ciples.

5.6 | SECOND ORDER LOGIC

A discussion of the “standard model” of second order logic, and its in-
terpretation as an “ideal” endpoint for language expansion. (Treating
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the range of the quantifiers in second order logic as an ideal endpoint
of conceptual expansion.) A discussion of why standard Second Or-
der Logic, so construed, is essentially non-axiomatisable.

QUANTIFIERS: APPLICATIONS - CHAPTER §5



PART 11l

MODALITY AND TRUTH
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MODALITY AND TRUTH:
TOOLS & TECHNIQUES

6.1 | SIMPLE MODAL LOGIC
6.2 | MODAL MODELS
6.3 | QUANTIFIED MODAL LOGIC

6.4 | TRUTH AS A PREDICATE
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MODALITY AND TRUTH: 7
APPLICATIONS

7.1 | POSSIBLE WORLDS

7.2 | COUNTERPARTS

7.3 | SYNTHETIC NECESSITIES

7.4 | TWO DIMENSIONAL SEMANTICS

7.5 | TRUTH AND PARADOX
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